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Abstract

Speaker clustering refers to a process of classifying a set of input speech data (or

speech segments) by a speaker identity in an unsupervised way, based on the similarity

of speaker-specific characteristics between the data. The process identifies the speech

segments of the same speaker source without any prior speaker-specific information of

the given input data. This speaker-perspective, unsupervised classification of speech data

can be applied as a pre-processing step to speech/speaker recognition or multimedia data

segmentation/classification in various ways. Thus, speaker clustering has been recently

attracting much attention in the research area of speech recognition and multimedia data

processing.

One big, yet unsolved, issue in the research field of speaker clustering is unreliable

clustering performance under the variation of input speech data. In this disser-

tation, we deal with this problem in the framework of agglomerative hierarchical speaker

clustering (AHSC) in two perspectives: stopping point estimation and inter-cluster dis-

tance measurement. In order to improve the robustness of stopping point estimation for

AHSC under the variation of input speech data, we propose a new statistical measure

called information change rate (ICR), which can improve estimation of the optimal

stopping point. The ICR-based stopping point estimation method is not only empirically

but also theoretically verified to be more robust to the variation of input speech data

than the conventional BIC-based method. In order to improve the robustness of inter-

cluster distance measurement for AHSC under the variation of input speech data, we also

propose selective AHSC and incremental Gaussian mixture cluster modeling.

xv



These two approaches are proven to provide much more reliability for speaker clustering

performance under the variation of input speech data.

Based on these results on robust speaker clustering under the variation of input speech

data, we extend our interest to implementing a more robust speaker diarization system

to the variation of input audio data. (Speaker diarization refers to an automated process

that can annotate a given audio source in terms of “who spoke when”.) Focusing on

speaker diarization of meeting conversations speech, we propose two refinement schemes

to further improve the reliability of speaker clustering performance in the framework

of speaker diarization under the variation of input audio data. One is selection of

representative speech segments and the other is interaction pattern modeling

between meeting participants, and both of them are experimentally verified to enhance

the reliability of speaker clustering performance and hence improve the overall diarization

accuracy under the variation of input audio data.
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Chapter 1

Introduction

1.1 Motivation

Pattern classification refers to a process, by not only human beings but also ma-

chines, that categorizes information into pre-defined classes or classifies similar informa-

tion among what is given to handle without any prior knowledge. This process is very

common and we can count a number of examples inside/around us. A typical example

can be found from the learning/cognitive systems of a human brain. With the help of

various built-in pattern classification systems functioning in one’s brain, he/she identifies

who is the person to wake him/her up every morning, verifies if the car being towed across

the street is his/hers or not, and recognizes that the music coming from a radio station

is one of his/her favorites. We can also distinguish a mother and her son correctly out

of unknown people based on their physical and behavioral resemblance detected by our

brain systems, although we have never seen and known about them. For other instances,

we can bring many state-of-the-art pattern recognition machines mimicking human brain

functions, which are currently in a wide service in our daily life as a variety of forms,

such as security-purposed biometrics, speech recognition solutions, and data mining ap-

plications. From these machine recognition systems, we obtain huge benefit in terms of

both convenience and efficiency.

1



From an engineering point of view, pattern classification in general means a process

by machines based on understanding of human pattern classification1. In this regard,

we, pattern classification engineers, have been trying to further expand the territory of

relevant application domains beyond the currently deployed service areas including what

has been mentioned above, e.g., biometrics, and there is still a significant amount of

pattern classification research work actively going on around the world. Such a vast

research effort can more enrich our future life as it has given us a lot of benefit thus far.

1.1.1 Pattern Classification and Clustering

Automatic pattern classification systems can be categorized into being supervised or

unsupervised [18], [75]. In supervised classification, there are the respective class labels

available for a part of the entire data set given to be classified, so we can utilize such

a portion of labeled data to train a classifier. Then we can identify which class the

rest of the data belong to, respectively, based on the trained classifier. On the other

hand, unsupervised classification, also called clustering, is used when such a high-level

information as class labels is not available for the given data set. In this case, the only

way to classify the data is to measure their proximity, e.g., similarity or dissimilarity, and

is to decide which data points or clusters belong to the same class based on the measured

proximity. Since there is no prior class-dependent information available for the given

data set, clustering is generally considered as a more challenging task than supervised

classification. Clustering systems can be further categorized into being partitional and

hierarchical. The former is used when it is known how many classes there exist in the

given data set, while the latter is considered for the case that there is no such information

at hand. The categorization of pattern classification systems is depicted in Figure 1.1.

Compared to supervised classification, clustering has attracted relatively more atten-

tion in recent years mainly due to information overload [46], [7]. As an enormous amount

of new information are poured every moment out of various mass media and most of them

1This is a research topic usually conducted by cognitive science rather than by engineering.
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Figure 1.1: Categorization of automatic pattern classification systems.

are accessible because of the continuing growth of the Internet as well as the World Wide

Web, there emerges a need for not only cost-effective but also time-efficient technologies

that can handle the whole available information properly [41, 49, 56]. With most of the

available information being stored as electric forms of data nowadays, data classification

is necessary as the very first step for a proper information handling, and clustering offers

such a required functionality. According to [18], there are a number of advantages in

clustering in the era of information overload, some of which is listed as follows:

• It is almost impossible in practice to always guarantee an enough amount of labeled

data for classification, because labeling a large amount of data might cost too much

time/effort and be prohibitive in some applications.

• In the case that there existed the temporal dynamics of data patterns and we needed

to consider them over time for a classifier, clustering could be applied to tracking

such changes and possibly improve the overall classification performance based on

it, which is hardly available in supervised classification.

• Clustering can provide a form of data-dependent “smart pre-processing” such as

smart feature extraction. For this purpose, unsupervised data analysis by clustering

could be utilized to gain some insight into the nature or structure of the given data

set.
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1.1.2 Speaker Clustering

As multimedia data, e.g, short environmental audio clips or a complex mixture of au-

ral and visual sources such as movies and TV broadcast news, exponentially increase in

number these days, how to properly classify and process a considerable amount of audio

recordings, especially speech portions, becomes a critical topic. This brought data cluster-

ing concept into the research field of speech signal processing. There are various criteria

that can be considered in terms of clustering speech data, such as gender, emotion, topic

or genre, and so on. Such major criteria for speech data clustering also include speaker

identity, based on which we can classify speech data by speaker-specific characteristics.

This classification process is called speaker clustering.

Specifically, speaker clustering refers to the process of classifying a set of input speech

data (or speech segments) by speaker identity in an unsupervised way, based on measuring

the similarity of speaker-specific characteristics between the data. The process identifies

which speech segments belong to the same speaker source without any prior speaker-

specific information of the given input data. This speaker-perspective, unsupervised

classification of speech data can be applied as a pre-processing step to speech/speaker

recognition or multimedia data segmentation/classification in various ways. For instance,

speaker clustering can provide speech recognition of a spontaneous conversation recording

with unsupervised speaker adaptation capability, combined with speaker-specific segmen-

tation of the recording. (Its possible application domains are further shown in Figure 1.2.)

For this reason speaker clustering has been recently attracting much attention in the re-

search area of speech recognition and multimedia data processing.

1.1.3 Focus Identification

Based on the aforementioned general benefit from pattern classification research and

current importance of speaker clustering in speech signal and multimedia data processing,

in this dissertation, we focus our research effort on speaker clustering and its relevant

issues.
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Figure 1.2: Application domains of speaker clustering.

1.2 Previous Work on Speaker Clustering

Since a simple speaker clustering framework based on a hierarchical approach2 was intro-

duced in early 1990s by Gish, et al. [26], there have been a lot of research work on speaker

clustering thus far. Most of the work were initially relevant to broadcast news transcrip-

tion systems [6, 9, 10, 12, 15, 19–25, 27, 28, 34–39, 43, 44, 47, 48, 57, 59, 61, 67–71, 74, 76, 77].

Speaker clustering was utilized and had been developed in those systems to improve

the accuracy of speech recognition for transcription of broadcast news audio data, en-

abling to adapt original phoneme models (for speech recognition) based on unsupervised

speaker-specific data classification results. As general interest in the research field of

speech transcription and understanding moves from scripted/read speech data toward

more challenging data domains like spontaneous meeting conversations, speaker cluster-

ing now gets more important. In addition, a number of current and potential systems

for multimedia content analysis and data indexing requires speaker-specific information

of multimedia data as a necessary prior knowledge to semantically understand the whole

2For your reminder, hierarchical clustering is utilized when there is no prior information of data at all
including the number of data classes, as mentioned in Section 1.1.1. Since speaker clustering is mainly
applied to applications where there is no available speaker-specific information of given speech data such
as the number of speaker sources, hierarchical approaches are more natural to be considered in speaker
clustering research than partitional ones.
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Algorithm 1 Agglomerative Hierarchical Speaker Clustering (AHSC)

Require: {xi}, i = 1, ..., n̂: speech segments
Ĉi, i = 1, ..., n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: i, j ← argmin d(Ĉk, Ĉl), k, l = 1, ..., n̂, k ̸= l
4: merge Ĉi and Ĉj

5: n̂← n̂− 1
6: until speaker clustering performance is estimated to have reached the lowest level
7: return Ci, i = 1, ..., n

content of the data, so speaker clustering (being combined with speaker-specific segmen-

tation) becomes into the spotlight more than ever. The Rich Transcription (RT) event

that has been annually offered as one of mainstream benchmark tests since 2002 by the

National Institute of Standards and Technology (NIST), therefore, includes speaker di-

arization3 system evaluation, considering it to be one of its main evaluation categories.

A typical strategy for speaker clustering is an agglomerative hierarchical approach

[6, 9, 10, 12, 13, 15, 18, 19, 21–23, 25–27, 35, 43, 59, 61, 69, 74, 76, 77], which we usually call

agglomerative hierarchical speaker clustering (AHSC). This strategy is considered

as the best one for speaker clustering tasks, due to its simple processing structure and

acceptable level of performance (although it is sub-optimal). Algorithm 1 shows how it

works. It considers input speech data (or segments) as individual initial clusters and,

at every recursion step, merges the closest pair of clusters in terms of speaker-specific

characteristics among the entire candidate pairs. Such recursions continue until a certain

stopping point where it is decided that an additional merging would not improve speaker

clustering performance any further.

AHSC, since its prototypical introduction in [26], has evolved in terms of two main

perspectives, as follows:

3Speaker diarization is an extended version of speaker clustering, referring to a process that divides and
classifies speech data by speaker-specific characteristics and, as a result, can annotate the data in terms
of “who spoke when” [63]. This process includes speaker-specific segmentation before speaker clustering,
but the latter plays a much more critical role in the entire process than the former.
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1. How to estimate when speaker clustering performance reaches the lowest level?

2. How to select the most homogeneous clusters (in terms of speaker-specific charac-

teristics) for merging at every recursion step so as to achieve the minimum possible

level of speaker clustering performance overall?

Toward addressing the first question, a stopping point estimation method based on

Bayesian information criterion (BIC) [58] is now widely used as a standardized

approach. It was introduced in 1998 by Chen and Gopalakrishnan [13], and since then

most of speaker clustering applications have utilized it to estimate the optimal recur-

sion stopping point in AHSC. In order to tackle the second question in the state of the

art, on the other hand, generalized likelihood ratio (GLR) [26] has been popularly

utilized. This statistical distance measure between speech data was empirically verified

and is thus considered to be the best solution in terms of properly selecting the clos-

est pair of clusters for merging during AHSC [63], among candidate measures including

single/complete/average linkage, Euclidean/Mahalanobis distance or Kullback-Leibler di-

vergence. A basic AHSC framework with these two schemes for stopping point estimation

and inter-data (or inter-cluster) distance measurement is broadly adopted by many state-

of-the-art speaker diarization systems [1, 3–5,33,42,50,54,55,65,72,73,78].

1.3 Problem Statement

Despite its broad adoption in current state-of-the-art speaker clustering applications,

AHSC has a big, yet unsolved, issue in its performance in terms of robustness to the

variation of input speech data [63], [30]. We can clearly see the huge, negative effect

of this issue on AHSC performance in Figure 1.3, which shows baseline experimental

results4 for AHSC with BIC-based stopping point estimation and GLR-based inter-cluster

4AHSC performance was measured by speaker error time rate, which is one of official performance
measures for speaker diarization, particularly for speaker clustering, in the NIST RT evaluation. The
measurement tool is freely available at http://www.nist.gov/speech/tests/rt/2006-spring. We will discuss
more in detail about this measure in subsequent chapters.
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Figure 1.3: Unreliable speaker clustering performance by AHSC across various input
speech data. The entire data are 10 sets of segmented meeting conversations speech and
each of them contains a number of speech segments in an utterance or sentence level. In
each speech segment speaker-specific characteristics are homogeneous.

distance measurement. While the performance for Set 10 is less than 5%, which is quite

good, the performances for Sets 2, 3, and 9 are all more than 35%. The absolute difference

is roughly over 30%, which is undesirable.

This unreliability problem in AHSC performance is caused because both of the BIC-

based stopping point estimation method and the GLR-based inter-cluster distance mea-

sure are much influenced by the variation of input speech data. In this dissertation, we

address this problem not only by analyzing its causes but also by proposing various al-

gorithmic solutions to them. The next section is a brief list of our proposed approaches,

which will be more explained later throughout the dissertation, respectively.

1.4 Proposed Approaches

An overview of our approaches to tackle the aforementioned unreliability problem in

AHSC performance is shown in Figure 1.4. They can be categorized into two perspectives:

stopping point estimation (the leftmost column of the upper figure) and inter-cluster
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Figure 1.4: Overview illustration of dissertation contributions to robust AHSC and
speaker diarization in terms of the variation of input speech data.

distance measurement (the rest of the upper figure). The proposed approaches are later

applied to one of promising applications in the research field of speaker clustering, i.e.,

speaker diarization. In the framework of speaker diarization, we further propose a few

refinement schemes for speaker clustering performance (the lower figure).

1.4.1 Perspective 1: Stopping Point Estimation

The conventional BIC-based stopping point estimation method for AHSC is not robust

to the variation of input speech data, i.e., does not provide every input data set with

reliable estimation of the optimal stopping point where clustering performance would not

be improved any further with extra merging. A main reason for this robustness problem
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in the method is that the stopping criterion used in the method is too sensitive to the

variability of the following characteristics across input speech data:

• Total amount of time for the entire speech utterances in a given input data set

• Utterance time distribution over speaker sources, etc.

In order to improve the robustness of stopping point estimation for AHSC, we propose

a new statistical measure, called information change rate (ICR), that can help better

and more robustly estimating the optimal stopping point. The ICR-based stopping point

estimation method is not only empirically but also theoretically verified to be more robust

to the variation of input speech data than the conventional BIC-based one. We will take

care of this subject in more detail in Chapter 2.

1.4.2 Perspective 2: Inter-Cluster Distance Measurement

As the BIC-based stopping point estimation method, the conventional GLR-based inter-

cluster distance measure for AHSC does not provide reliable performance for every input

speech data set. Specifically speaking, the GLR-based measure incorrectly selects a pair

of heterogeneous clusters (in terms of speaker-specific characteristics) for merging at some

recursion steps of AHSC, which causes the overall AHSC performance to degrade severely.

A main reason for this problem is that the reliability of the GLR-based measure is affected

by the variability of the following characteristics across input speech data:

• Utterance time distribution over speaker sources in a given input data set

• Total number of speech segments

• Average/individual time length per segment, etc.

In order to address this problem, we have three different viewpoints on it. The next

three sub-sections show each viewpoint in the order.
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1.4.2.1 Earlier Recursion Steps of AHSC

According to [29–32, 40, 66], a more specified reason for this unreliability problem in

the GLR-based inter-cluster distance measurement is that GLR tends to get larger in

proportion to the size of a cluster pair under consideration. As a result, the GLR-based

measure has the following undesirable patterns:

• A pair of homogeneous clusters (in terms of speaker-specific characteristics) of small

size might have a smaller GLR value and be regarded as mutually closer than those

of large size.

• A pair of heterogeneous clusters of small size might have a smaller GLR value and

be regarded as mutually closer than a pair of homogeneous clusters of large size.

These patterns cause merging between small size clusters to occur mostly in the early

recursion steps of AHSC, for which it is highly likely that incorrect merging often happens

in those steps due to insufficient data representing speaker-specific characteristics in small

size clusters. Such an incorrect merging, especially in the early recursion steps of AHSC,

could affect the subsequent merging process negatively because of the recursive structure

of AHSC, and thus needs to be prevented as much as possible.

We propose several algorithmic approaches, e.g., selective AHSC in Figure 1.4, to

figure out these undesirable patterns of the GLR-based inter-cluster distance measure

by forcing merging between small size clusters to be kept from occurring in the early

recursion steps of AHSC, which will be discussed more in Chapter 3.

1.4.2.2 Later Recursion Steps of AHSC

The aforementioned patterns of the GLR-based inter-cluster distance measure could also

cause incorrect merging between heterogeneous clusters in the late recursion steps of

AHSC, which might have much bigger impact on the overall clustering performance than

incorrect merging in the earlier recursion steps of AHSC.
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In order to prevent such an incorrect merging in the later recursion steps of AHSC,

we propose an alternative distance measurement method to combine GLR and ICR for

better resolution in selecting the closest pair of clusters. We will see more details later in

Chapter 3 as well.

1.4.2.3 Cluster Modeling

Since inter-cluster distance is statistically measured in AHSC, selecting proper probability

distribution functions (PDFs or pdfs) is required for individual clusters in order to obtain

accurate distance between clusters. Ideal cluster modeling for cluster distance measure-

ment within the framework of AHSC should account for variable cluster size, which grows

when clusters are merged, and be dynamic enough to represent the statistical changes of

data in clusters throughout the entire AHSC procedures. Since such changes in clusters

during AHSC largely depend upon a number of input data characteristics, cluster mod-

eling without dynamic representation capability would be much affected by the variation

of input speech data, which is undesirable for reliable AHSC performance. Conventional

cluster modeling approaches using either single Gaussian distributions or Gaussian mix-

ture models (GMMs) are not ideal in this regard.

We introduce a novel cluster modeling approach with dynamic representation capa-

bility, called incremental Gaussian mixture cluster modeling . This new approach

not only can better represent the statistical changes of data in clusters throughout AHSC

than single Gaussian cluster modeling, but also provides slightly better clustering perfor-

mance and has much lower computational complexity compared to GMM-based cluster

modeling. We will handle this topic further in Chapter 4.

1.4.3 Application: Speaker Diarization

Based on our proposed approaches for robust AHSC to the variation of input speech data,

we try to make speaker diarization (which is one of main speaker clustering applications

and AHSC plays a critical role in it) further reliable across various input speech data
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sets. For this purpose, we first implement our own speaker diarization system for analy-

sis of spontaneous meeting conversations, called SAIL5 speaker diarization system ,

equipped with the ICR-based stopping point estimation method and the incremental

Gaussian mixture cluster modeling strategy for GLR-based inter-cluster distance mea-

surement. Then, we propose two schemes for clustering performance refinement in the

framework of speaker diarization: representative cluster model selection and in-

teraction pattern modeling . In Chapter 5, all of these will be taken care of in more

detail.

1.5 Contribution Summary

This dissertation, as it has been mentioned thus far, handles how to make speaker clus-

tering, particularly AHSC, more robust to the variation of input speech data in two main

perspectives, i.e., stopping point estimation and inter-cluster distance measurement, and

how to extend research results from work on robust speaker clustering toward an appli-

cation domain. A summary for the contributions of the dissertation is as follows:

• Stopping Point Estimation Perspective

– Proposes ICR, a new statistical distance measure between clusters, in order

to avoid the negative effect of the variability of input data characteristics on

stopping point estimation for AHSC.

– Introduces a stopping point estimation method based on ICR for AHSC, which

is more robust to the variation of input speech data than the conventional BIC-

based one.

• Inter-Cluster Distance Measurement Perspective

5SAIL stands for Signal Interpretation and Analysis Laboratory, in which I have been a member since
2004 under Prof. Shri Narayanan, my advisor and committee chair for this dissertation.
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– Proposes several modified versions of AHSC approaches so as to enhance the

reliability of the GLR-based inter-cluster distance measure at the early recur-

sion steps of AHSC.

– Proposes a method to combine GLR and ICR so as to improve the reliability

of the GLR-based inter-cluster distance measure at the late recursion steps of

AHSC.

– Proposes a dynamic cluster modeling method so as to account for variable

cluster size throughout the entire AHSC procedures.

• Application

– Proposes SAIL speaker diarization that can utilize our promising results from

research work on robust speaker clustering.

– Proposes two refinement schemes for clustering performance in the framework

of speaker diarization.

1.6 Dissertation Outline

This dissertation is organized as follows. In Chapter 2, we address the robustness problem

of the BIC-based stopping point estimation method for AHSC under the variation of input

speech data. For this, we first take a short review of GLR and BIC, and then investigate

a main reason for the problem considered. This investigation leads to understanding why

a new statistical distance measure between clusters is needed for more robust stopping

point estimation in AHSC under the variation of input speech data, which results in

our proposal of ICR. In addition, we introduce a stopping point estimation method for

AHSC based on ICR in this chapter. This stopping point estimation method is verified

through experimental results to be more robust to the variation of input speech data

than the conventional BIC-based one. In Chapter 3, we tackle the robustness problem

of the GLR-based inter-cluster distance measure from both viewpoints of early and late
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AHSC recursion steps. For this, we first examine why the reliability of the GLR-based

inter-cluster distance measure severely varies across input data sources. Based on this

examination, we propose several modified versions of AHSC approaches to improve the

accuracy of the GLR-based inter-cluster distance measure, particularly at the early re-

cursion steps of AHSC. Then we propose a supplement inter-cluster distance measure to

utilize the advantages of GLR and ICR in order to tackle the robustness problem of the

GLR-based inter-cluster distance measure at the late recursion steps of AHSC. All the

methods proposed in this chapter are compared with original AHSC in terms of averaged

performance across data sources, and are proven to provide benefit to the reliability of

the GLR-based inter-cluster distance measure and thus the overall speaker clustering per-

formance. In Chapter 4, we introduce incremental Gaussian mixture cluster modeling for

inter-cluster distance measurement in AHSC. This dynamic cluster modeling approach

not only provides AHSC with as comparable clustering performance as the conventional

GMM-based one does, but also has a lot more feasibility in computational complexity. In

Chapter 5, we apply our research results to speaker diarization. For this, we implement

our own speaker diarization system and further modify it with two clustering performance

refinement schemes. This dissertation is concluded in Chapter 6 with the final remarks

on the work that has been dealt with thus far. We also mention our research’s potential

application domains other than speaker diarization in this final chapter.
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Chapter 2

Robust Stopping Point Estimation for AHSC

2.1 Introduction

This chapter handles the robustness problem of the conventional BIC-based stopping

point estimation method for AHSC under the variation of input speech data. This prob-

lem has a huge impact on speaker clustering performance because it results in incorrect

estimation of the optimal stopping point for AHSC on some data sources1, which might

cause speaker clustering performance to be extremely worse than what it could be with

exact estimation of the optimal stopping point during AHSC. In order to address the

problem, we first propose information change rate (ICR), and then apply it to stop-

ping point estimation for AHSC.

The chapter is organized as follows. In Section 2.2, we introduce the data sources used

for experiments in this chapter including analysis and comparison. Experimental setup

and relevant assumptions are also described here. In Section 2.3, the BIC-based stopping

point estimation method is investigated. This section provides analysis on the cause of

the sensitivity of the BIC-based stopping point estimation method to the variation of

input speech data. In Section 2.4, based on the analysis in Section 2.3, we tackle the

robustness problem of the BIC-based stopping point estimation method by proposing a

novel alternative based on ICR. Through experiments on our evaluation data sources, the

1This means that stopping point estimation in AHSC is perfectly done for some data sources while
it is not for some others, which is why we call this issue a robustness problem to the variation of input
speech data.
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Table 2.1: Development set of data sources. Ns: # of speaker identities (male:female)
in each data source, Ts: total utterance time (sec.), Nt: # of speech segments, and Ta:
average segment length (sec.). C, N , and I: data sources chosen from ICSI, NIST, and
ISL meeting speech corpora respectively.

Development Set
C-1 C-2 C-3 N-1 I-1

Ns 7 (5:2) 7 (5:2) 6 (4:2) 4 (3:1) 4 (2:2)
Ts 1064.9 931.3 1148.5 835.7 477.7
Nt 417 278 243 178 118
Ta 2.5 3.3 4.7 4.7 4.0

proposed ICR-based stopping point estimation method is demonstrated to be more robust

to the variation of input speech data than the BIC-based one. We conclude this chapter

in Section 2.5 with comments on future work with regard to the ICR-based stopping point

estimation method for AHSC.

2.2 Data and Experimental Setup

Tables 2.1 and 2.2 present the development and evaluation data sets used for the experi-

ments reported in this chapter, obtained from 15 different meeting conversation excerpts

(with the total length of approximately 3 hours and 45 minutes). The data sources are

chosen from ICSI, NIST, and ISL meeting speech corpora2. They are distinct from one

another in terms of the number of speaker sources (Ns), gender distribution over speaker

sources, total utterance time (Ts), number of speech segments (Nt), and average segment

length (Ta). The development set will be used for tuning the parameters of the stopping

point estimation methods (i.e., BIC- and ICR-based methods) that will be mentioned in

this chapter, while the evaluation set will be used for performance calculation.

For the experiments presented in this chapter, we assume that there is no individual

speech segment having more than two speaker sources or including overlapped utterances,

in order to avoid any potential confusion in performance analysis. To enable this, we

2LDC2004S02, LDC2004S09, and LDC2004S05, respectively.
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Table 2.2: Evaluation set of data sources. The notation is same as that in Table 2.1.

Evaluation Set
C-4 C-5 C-6 C-7 C-8 C-9 N-2 N-3 I-2 I-3

Ns 5 (3:2) 9 (7:2) 7 (6:1) 6 (5:1) 4 (4:0) 9 (7:2) 4 (3:1) 6 (4:2) 8 (4:4) 3 (2:1)
Ts 674.5 423.2 2336.3 1664.9 1475.9 659.7 443.4 624.1 272.4 365.3
Nt 175 129 610 531 477 158 74 143 92 72
Ta 3.8 3.3 3.8 3.1 3.1 4.1 5.9 4.3 2.9 5.0

manually segmented each data source according to the reference transcription officially

provided by the Linguistic Data Consortium (LDC) prior to the experiments.

Mel-frequency cepstral coefficients (MFCCs) are used as acoustic features. Through

23 mel-scaled filter banks, a 12-dimensional MFCC vector is generated for every 20ms-

long frame of speech. Every frame is shifted with the fixed rate of 10ms so that there

can be an overlap between two adjacent frames. In order to measure speaker clustering

performance, the official scoring tool, i.e., md-eval-v21.pl3, distributed by NIST is used.

This tool provides clustering performance as speaker error time rate.

2.3 BIC-based Stopping Point Estimation for AHSC

We begin this section by providing relevant background details on GLR and BIC. The

former is, as mentioned in Section 1.2, a widely-used inter-cluster distance measure for

selecting merging clusters at every recursion step of AHSC, and the latter is a well-

known model selection criterion and is utilized for the stopping point estimation method

considered in this section.

3This tool can be downloaded from http://www.nist.gov/speech/tests/rt/2006-spring, as mentioned
in Section 1.3.
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2.3.1 Generalized Likelihood Ratio (GLR)

Suppose that a pair of clusters Cx and Cy are given and they consist of n-dimensional

acoustic feature vectors x = {x1, x2, · · · , xM} and y = {y1, y2, · · · , yN}, respectively.

Then, GLR for the given pair is computed as follows:

GLR (Cx, Cy) =
P (x ∪ y|H1)

P (x ∪ y|H2)
, (2.1)

where

• H1 (Unmerging Hypothesis): Cx and Cy are hypothesized to be left unmerged.

• H2 (Merging Hypothesis): Cx and Cy are hypothesized to be merged so as to be a

new cluster Cz, where z = x ∪ y.

In order to mathematically calculate the two likelihoods in the right side of Eq. (2.1),

the two hypotheses need to be modeled by probability mass or distribution functions

(PMFs or PDFs) respectively. In this regard, single Gaussian modeling for each cluster

considered (Cx and Cy for H1, and Cz for H2) has been popularly utilized since [26]. In

this chapter, we follow this approach as well because single Gaussian cluster modeling

is much easier to be analyzed theoretically than other cluster modeling approaches such

as one based on Gaussian mixture models (GMMs)4. Based on [26], Cx, Cy, and Cz

are modeled by (multivariate) single Gaussian distributions fX , fY , and fZ with full

covariance matrices respectively. Assuming that the PDFs represent random variables

X, Y , and Z respectively, x, y, and z can be regarded (in the modeling framework

of [26]) as the sequences of independently and identically distributed (i.i.d.) random

variables drawn according to the PDFs fX , fY , and fZ of random variables X, Y , and

Z respectively. The mean vectors and the covariance matrices of fX , fY , and fZ are

4We will discuss more in detail about cluster modeling for inter-cluster distance measurement in AHSC
in Chapter 5.
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determined by way of maximizing the likelihoods of x, y, and z for fX , fY , and fZ

respectively. In order words,

θ̃x = (µx,Σx) = (µfX ,ΣfX ) = θfX , (2.2)

θ̃y = (µy,Σy) = (µfY ,ΣfY ) = θfY , (2.3)

and

θ̃z = (µz,Σz) = (µfZ ,ΣfZ ) = θfZ , (2.4)

where µx, µy, and µz are the sample mean vectors, and Σx, Σy, and Σz are the sample

covariance matrices obtained from x, y, and z respectively. µfX , µfY , and µfZ are the

mean vectors, and ΣfX , ΣfY , and ΣfZ are the covariance matrices of fX , fY , and fZ

respectively. Under this framework, Eq. (2.1) can be re-written as

GLR (Cx, Cy) =
p (x|fX ; θfX ) · p (y|fY ; θfY )

p (z|fZ ; θfZ )
(2.5)

=
p
(
x|fX ; θ̃x

)
p
(
x|fZ ; θ̃z

) · p
(
y|fY ; θ̃y

)
p
(
y|fZ ; θ̃z

) . (2.6)

Eq. (2.6) tells that GLR is always greater than or equal to 1 because both of the

numerators in the equation are maximal out of the likelihoods of x and y respectively. In

other words, p(x|fX ; θ̃x) ≥ p(x|fZ ; θ̃z) and p(y|fY ; θ̃y) ≥ p(y|fZ ; θ̃z), where the equalities

hold only if Cx = Cy or x = y. This means that H1 is always more likely than H2, and

thus GLR is not adequate to indicate that one hypothesis is more likely than the other.

Instead, GLR tells how much more likely H1 is than H2. Therefore, the more likely

H1 is for a pair of clusters, the more distant the clusters are regarded in GLR-based

inter-cluster distance measurement.

The drawback of GLR as an inter-cluster distance measure is, as mentioned in [29–

32, 40, 66], that GLR tends to get larger as the total number of feature vectors within a

pair of clusters under consideration increases. This can be clearly illustrated in Figure
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Figure 2.1: GLR for two clusters C1 and C2 along with the number of feature vectors in
each cluster. The second order statistics of the corresponding cluster models are fixed at
µ1 = 0, µ2 = 1, and Σ1 = Σ2 = 1.

2.1, which shows GLRs between two clusters C1 and C2 along with the corresponding

numbers of feature vectors N1 and N2. In order to observe the effect of the numbers of

feature vectors in the clusters, we fixed the second order statistics of θ̃1 and θ̃2 arbitrarily.

(In this case, µ1 = 0, µ2 = 1, and Σ1 = Σ2 = 1.) From this figure we can explicitly see the

exponential rising-up of GLR as the numbers of feature vectors in the clusters increase.

Consequently, in GLR-based inter-cluster distance measurement, a pair of homogeneous

clusters (in terms of speaker-specific characteristics) of small size are likely to have a

smaller GLR value and be regarded as mutually closer than those of large size. Besides,

a pair of heterogeneous clusters of small size might have a smaller GLR value and be

regarded as mutually closer than a pair of homogeneous clusters of large size, which is

undesirable.

This undesirable tendency of GLR can be confirmed by analyzing GLR computation

with a few basic concepts in the field of information theory. Let us begin this analysis
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with Eq. (2.5). We can re-write the equation as below without loss of generality by

applying logarithm to both sides:

lnGLR (Cx, Cy)

= ln
p (x|fX ; θfX ) · p (y|fY ; θfY )

p (z|fZ ; θfZ )
= ln fX (x1, x2, · · · , xM ) + ln fY (y1, y2, · · · , yN )− ln fZ (x1, · · · , xM , y1, · · · , yN ) .

(2.7)

Considering that GLR computation intrinsically assumes the weak law of large numbers5

to be satisfied during its procedure, we can apply the asymptotic equipartition property6

(AEP) widely-known as the consequence of the weak law of large number2 in the field

of information theory to the right side term of Eq. (2.7). Then, the equation can be

simplified to

lnGLR (Cx, Cy) = −M · h (X)−N · h (Y ) + (M +N) · h (Z) . (2.9)

5The weak law of large numbers states that a sample mean and a sample variance converge in prob-
ability towards the expected value and the second central moment of a corresponding random variable
respectively. In GLR computation, this law is inherent to Eqs. (2.2)-(2.4).

6This property can be explained as follows:

• Let x1, x2, · · · , xM be the sequence of i.i.d. random variables drawn according to the PDF fX of
a random variable X. Then, according to [16], AEP states that

− 1

M
ln fX (x1, x2, · · · , xM ) = h (X) in probability, (2.8)

where h is entropy.
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Since entropy for an n-dimensional multivariate normal distribution N (µ,Σ) can be ob-

tained (according to [16]) as a closed form of 1
2 ln(2πe)

n|Σ| where | · | is determinant, we

can further simplify Eq. (2.9) to

lnGLR (Cx, Cy)

= −M · 1
2
ln (2πe)n |Σx| −N · 1

2
ln (2πe)n |Σy|+ (M +N) · 1

2
ln (2πe)n |Σz|

=
M +N

2
ln |Σz| −

M

2
ln |Σx| −

N

2
ln |Σy| , (2.10)

where Σz has the following relation with Σx and Σy:

Σz

=
M · Σx +N · Σy

M +N
+

M · µxµ
T
x +N · µyµ

T
y

M +N
− M · µx +N · µy

M +N
·
(
M · µx +N · µy

M +N

)T

(2.11)

because z = x ∪ y.

Based on this, let us think of a simple instance. Suppose that we need to compute

GLR between two clusters Cx′ and Cy′ , where x
′ and y′ are the sequences of i.i.d. random

variables drawn according to the PDFs fX and fY , and their cardinalities are 2M and

2N respectively. In other words, x′ has the same second order statistics with x’s but

twice the number of feature vectors within x. y′ has such relation to y as well. Then,

Σz′ = Σz, and hence

lnGLR
(
Cx′ , Cy′

)
= (M +N) ln |Σz′ | −M · ln |ΣfX | −N · ln |ΣfY |

= (M +N) ln |Σz| −M · ln |Σx| −N · ln |Σy| = 2 · lnGLR (Cx, Cy) .

The above example indicates that lnGLR linearly increases (or GLR exponentially in-

creases) with the fixed second order statistics as the numbers of feature vectors within
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a pair of clusters under consideration get larger, which is consistent with what has been

shown in Figure 2.1.

2.3.2 Bayesian Information Criterion (BIC)

BIC [58] was primarily intended for model (or PDF) selection, specifically for the problem

of how to select the best model for given observations from candidate models. A basic

model selection strategy based on BIC is as follows:

1. Compute BIC scores for all candidate models.

BIC (f) = ln p (x|f ; θf )−Pf

= ln p (x|f ; θf )−
1

2
# (θf ) lnM, (2.12)

where x = {x1, x2, · · ·, xM} represents given M observations, f is a model (or

PDF), θf is a set of model parameters for f , and # (θf ) is the total number of

model parameters for f .

2. Select the model whose BIC score is the highest as the best one to represent the

observations.

The core of BIC is that the log-likelihood of given observations for a model is penalized

by Pf , which is determined by the total number of model parameters and the logarithm

of the cardinality of the observations. This prevents the model having the most number

of parameters from being chosen all the time as the best one, which is a well-known issue

in model selection based on maximum likelihood without penalization.
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2.3.3 BIC-based Stopping Point Estimation Method for AHSC

Keeping both GLR and BIC in mind, let us now investigate the BIC-based stopping

point estimation method for AHSC. This conventional method to search for the optimal

stopping point for AHSC (where speaker clustering performance would not be improved

any further with extra merging) was originally introduced in [13] by Chen and Gopalakr-

ishnan. It basically stops AHSC at the point where the closest pair among all pairs of

remaining clusters are decided to be not homogeneous in terms of speaker-specific char-

acteristics for the first time of the entire AHSC procedures, based on the reasoning that if

the closest pair of clusters were heterogeneous then so would be any other pair of clusters,

and thus there would be no more need for merging in AHSC. Decision of homogeneity

for the closest pair of clusters at every recursion step of AHSC is done by comparing

the BIC scores of the clusters for two hypotheses of ‘Unmerging’ and ‘Merging’. These

two hypotheses are the same as those (H1 and H2) used in GLR computation in Section

2.3.1, and in this case H2 supports homogeneity while H1 supports heterogeneity. As

in GLR computation, the two clusters considered are modeled by (multivariate) single

Gaussian distributions with maximum likelihood parameter estimation. The details of

how the BIC-based stopping point estimation method works for AHSC are as follows7:

7We used the same notation in Section 2.3.1 for single Gaussian modeling for clusters.
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1. For the closest pair of clusters Cx and Cy consisting of feature vectors x = {x1, x2, · · ·, xM}

and y = {y1, y2, · · ·, yN} respectively, compute the BIC scores of x ∪ y for H1 and

H2.

BIC (H1) = lnP (x ∪ y|H1)− λ ·PH1

= lnP (x ∪ y|H1)− λ · 1
2
# (H1) lnNtotal

= ln {p (x|fX ; θfX ) · p (y|fY ; θfY )} − λ · 1
2
{#(θfX ) + # (θfY )} lnNtotal

= ln
{
p
(
x|fX ; θ̃x

)
· p

(
y|fY ; θ̃y

)}
− λ · 1

2

[
2

{
n+

1

2
n (n+ 1)

}]
lnNtotal.

(2.13)

BIC (H2) = lnP (x ∪ y|H2)− λ ·PH2

= lnP (x ∪ y|H2)− λ · 1
2
# (H2) lnNtotal

= ln {p (x|fZ ; θfZ ) · p (y|fZ ; θfZ )} − λ · 1
2
# (θfZ ) lnNtotal

= ln
{
p
(
x|fZ ; θ̃z

)
· p

(
y|fZ ; θ̃z

)}
− λ · 1

2

{
n+

1

2
n (n+ 1)

}
lnNtotal.

(2.14)

In Eqs. (2.13) and (2.14), λ is the parameter that should be tuned a priori for

minimizing averaged speaker clustering performance (i.e., speaker error time rate)

with a development set of data sources (which will be explained more in detail

later), Ntotal is the total number of feature vectors for the entire clusters given as

an input to AHSC, and n is the dimension of feature vectors.
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2. Compute ∆BIC (Cx, Cy) = BIC (H1)− BIC (H2).

∆BIC (Cx, Cy)

= ln
{
p
(
x|fX ; θ̃x

)
· p

(
y|fY ; θ̃y

)}
− λ · 1

2

[
2

{
n+

1

2
n (n+ 1)

}]
lnNtotal −

ln
{
p
(
x|fZ ; θ̃z

)
· p

(
y|fZ ; θ̃z

)}
+ λ · 1

2

{
n+

1

2
n (n+ 1)

}
lnNtotal

= ln
p
(
x|fX ; θ̃x

)
· p

(
y|fY ; θ̃y

)
p
(
x|fZ ; θ̃z

)
· p

(
y|fZ ; θ̃z

) − λ · 1
2

{
n+

1

2
n (n+ 1)

}
lnNtotal

= lnGLR (Cx, Cy)− λ · 1
2

{
n+

1

2
n (n+ 1)

}
lnNtotal (2.15)

H1

≷
H2

0.

3. If ∆BIC (Cx, Cy) < 0 or BIC (H1) < BIC (H2), decide that Cx and Cy are homoge-

neous and merge them. Otherwise, do not merge them and stop AHSC.

The stopping criterion mentioned above can be re-written as

lnGLR (Cx, Cy)
H1

≷
H2

λ · c · lnNtotal, (2.16)

where c = 1
2

{
n+ 1

2n (n+ 1)
}
is a constant. This criterion could be replaced by

lnGLR (Cx, Cy)
H1

≷
H2

λ · c · ln (M +N) . (2.17)

This modified criterion was introduced in [8] based on its better performance for esti-

mating the optimal stopping point for AHSC than Eq. (2.16). In this chapter, we will

consider Eq. (2.17) as a baseline stopping criterion for the BIC-based stopping point

estimation method for this reason. From this point on, the stopping criterion that we are

mentioning throughout the chapter thus points out Eq. (2.17), not Eq. (2.16).
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Figure 2.2: Comparison of speaker clustering performance (for the evaluation data set
described in Section 2.2) with and without accurate stopping point estimation. For the
BIC-based stopping point estimation method, we tuned λ to be 12.0. Average speaker
error time rate degradation by incorrect estimation of the optimal stopping point is about
9.65% (absolute) per data source.

2.3.4 Tuning Parameter λ

An important aspect to note for this BIC-based stopping point estimation method is the

use of the tuning parameter λ in Eqs. (2.13) and (2.14). This parameter is not included

in the original BIC score computation as shown in Eq. (2.12), which means that the

parameter was intentionally introduced when applying BIC to devise a stopping point

estimation method for AHSC. Unfortunately, there is no explicit explanation in [13] of

why λ is necessary and how it can be optimally chosen. In the research field of speaker

clustering, however, the parameter is widely considered as a weighting factor to lift up

the level of the whole right side term of Eq. (2.17), and is generally tuned so as for

the stopping criterion to provide the minimum averaged speaker error time rate for a

development data set. (In this chapter, we set λ to be 12.0 because λ = 12.0 minimized

averaged speaker error time rate for our development data set.)
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A problem is that λ does not work globally because it is tuned only based on a

development data set. Such a tuned parameter cannot guarantee the stopping criterion

to correctly estimate the optimal stopping points for data sources in a different data

domain, due to its dependency upon the data set used for tuning. This problem is clearly

confirmed in Figure 2.28. We can see from this figure that with λ = 12.0 the BIC-based

stopping point estimation method does not reliably estimate the optimal stopping point

for the evaluation data set. In our experiments, the impact of incorrect estimation of the

optimal stopping point is detrimental specifically for C-5, C-6, N-2, and I-2 while it is

not the case for C-4, C-8, and I-3. Average speaker error time rate degradation due to

such incorrect estimation is about 9.65% (absolute) per data source.

In order to handle this problem, one interesting approach was proposed in [3] based

on the idea of [2], which is to automatically erase λ by equalizing #(H1) to #(H2) in

the computation of BIC scores for H1 and H2. For this, a Gaussian mixture model

(GMM) with m model parameters for each cluster considered (Cx and Cy) in H1 and

another GMM with 2m model parameters for a hypothetically merged cluster (Cz) in

H2 were utilized respectively. By doing so, this approach can avoid parameter tuning.

However, it has some side effects such as increased computing time for training GMMs

at every recursion step of AHSC. Moreover, the approach does not directly take care of a

fundamental cause for the robustness problem of the BIC-based stopping point estimation

method, which is the stopping criterion itself being not robust to the variation of input

speech data.

2.3.5 Stopping Criterion under the Variation of Input Speech Data

The stopping criterion of the BIC-based stopping point estimation method, Eq. (2.17),

has an intrinsic flaw in terms of robustness to the variation of input speech data because

it utilizes GLR. As aforementioned in Section 2.3.1, GLR is sensitive to the numbers of

feature vectors within the clusters considered. As a result, the left side term of Eq. (2.17),

8In this experiment, GLR was used as an inter-cluster distance measure for AHSC to select the closest
pair of clusters at every recursion step.
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Figure 2.3: lnGLR and ln(M + N) (= ln(N1 + N2) in this case) for the same clusters
considered in Figure 2.1 along with the number of feature vectors in each cluster, with
the fixed second order statistics of µ1 = 0, µ2 = 1, and Σ1 = Σ2 = 1.

lnGLR, is affected by several aspects in the entire speech segments given as an input to

AHSC beyond statistical difference between the clusters considered. This is because the

size of the clusters considered by the BIC-based stopping point estimation method at a

certain recursion step of AHSC is determined jointly by the total amount of time for the

entire speech utterances (or speech segments) in the given input data, the distributions

of the speech segments in length and speaker identity, and merging procedures at the

previous recursion steps of AHSC. One might claim that the right side term of Eq. (2.17)

is also decided by the numbers of feature vectors within the clusters considered due to

ln(M +N), so the stopping criterion looks robust to the variation of input speech data.

However, lnGLR grows in a linear fashion9 in proportion to M and N while ln(M +N)

increases in a logarithmic fashion, which is well shown in Figure 2.3. lnGLR is fast

increasing along with M and N , but ln(M +N) looks relatively flat in the figure. This

indicates that the right side term of Eq. (2.17) cannot compensate the data dependency

9We confirmed in Section 2.3.1 that GLR exponentially increased in proportion to the numbers of
feature vectors within the clusters considered.
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of the left side term fully enough, and the stopping criterion is thus highly likely to vary

across input speech data sources. For this reason, it is too difficult to set a global λ.

2.4 ICR-based Stopping Point Estimation for AHSC

In the previous section, we investigated the BIC-based stopping point estimation method

for AHSC and underscored that a fundamental reason for the robustness problem of the

method is the stopping criterion being not robust to the variation of input speech data.

In this section, based on the analysis in Section 2.3, we propose a new stopping point

estimation method for AHSC that is more robust to the variation of input speech data

than the BIC-based one.

2.4.1 Information Change Rate (ICR)

First, we propose a new statistical distance measure between clusters, information

change rate (ICR), which is defined as follows for a pair of clusters Cx and Cy consisting

of feature vectors x = {x1, x2, · · ·, xM} and y = {y1, y2, · · ·, yN}, respectively:

ICR (Cx, Cy) , 1

M +N
lnGLR (Cx, Cy) . (2.18)

As shown above, ICR is the normalized version of lnGLR. This simple idea of normalizing

lnGLR with the total number of feature vectors within a pair of clusters under consider-

ation was inspired by analyzing GLR with an information-theoretic perspective. Let us

consider Eq. (2.9) in Section 2.3.1 again. Considering that entropy can be regarded as

average description length for a random sample from a given PDF, we can separate the

right side term of the equation into the following two parts:

lnGLR (Cx, Cy)

= (M +N) · h (Z)︸ ︷︷ ︸
Total description length for z=x∪y under H2

− {M · h (X) +N · h (Y )}︸ ︷︷ ︸
Total description length for z under H1

. (2.19)
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This means that lnGLR equals difference between the total description lengths for

the whole feature vectors considered under the two hypotheses H1 (Unmerging) and H2

(Merging). That is, lnGLR represents how much amount of information would be totally

changed by merging the clusters considered. This is why GLR is sensitive to cluster size.

Thus, it is natural to expect that a certain distance measure, if it represents how much

amount of information would be changed on average over feature vectors by merging

the clusters considered, could avoid being affected by the size of the clusters. ICR satisfies

such an expectation.

From Eqs. (2.18) and (2.19), we can obtain a different version of ICR:

ICR (Cx, Cy) = h (Z)− M · h (X) +N · h (Y )

M +N
. (2.20)

In this form, ICR can show inter-cluster relation as follows, for two extreme examples:

• Ex 1: Cx = Cy or x = y.

ICR (Cx, Cy) = ICR (Cx, Cy)

= h (X)− M · h (X) +M · h (X)

M +M

= h (X)− h (X)

= 0

• Ex 2: Cx and Cy are mutually independent.

ICR (Cx, Cy) = h (X) + h (Y )− M · h (X) +N · h (Y )

M +N

=
(M +N) · h (X) + (M +N) · h (Y )

M +N
− M · h (X) +N · h (Y )

M +N

=
N · h (X) +M · h (Y )

M +N
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Table 2.3: Comparison of ICR with other measures utilizing the idea of normalizing GLR.
Cx and Cy: two clusters consisting of M and N feature vectors respectively, α: parameter
empirically determined, and n: dimension of feature vectors.

ICR (Cx, Cy) PLR in [40] NLLR in [66]

1
M+N lnGLR (Cx, Cy)

1
(M+N)αGLR(Cx, Cy)

1
(M+N)·n lnGLR (Cx, Cy)

2.4.2 Comparison of ICR with ICR-like Measures

In fact, there have been several ICR-like inter-cluster distance measures to normalize GLR

in the research field of speaker clustering. Table 2.3 compares two of such measures, i.e.

penalized likelihood ratio (PLR) [40] and normalized log-likelihood ratio (NLLR) [66],

with ICR. PLR normalizes GLR with the α-th power of the total number of feature

vectors within the clusters considered. However, it does not appear promising in terms

of mitigating the effect of cluster size on distance measurement, because

lnPLR (Cx, Cy) = lnGLR (Cx, Cy)− α · ln (M +N) . (2.21)

As shown in Section 2.3.5, ln (M +N) cannot compensate the dependency of lnGLR on

cluster size entirely. Thus, it is difficult to set a global α. On the other hand, NLLR is

very similar to ICR and its relation to ICR is shown as follows:

NLLR (Cx, Cy) =
1

n
ICR (Cx, Cy) . (2.22)

But it has a different physical meaning from that of ICR because it further normalizes

lnGLR with the dimension of feature vectors, n.

2.4.3 ICR as a Homogeneity Decision Measure for Clusters

Since ICR represents how much amount of information would be changed on average

over feature vectors by merging the clusters considered, it is natural to expect ICR to

be very small when the clusters considered are homogeneous in terms of speaker-specific
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characteristics and each cluster is large enough to fully cover the intra-speaker variance of

corresponding speaker identity. In other words, ICR will be small when the clusters con-

sidered have the same speaker identity source and do not need additional information for

representing full speaker-specific characteristics. On the contrary, ICR will be relatively

large when the clusters considered are heterogeneous, or when they are homogeneous but

contain small feature vectors to cover only a part of speaker-specific characteristics. Thus,

ICR could properly work as a measure to decide homogeneity for clusters if every cluster

considered were large enough to fully represent the characteristics of the corresponding

speaker identity.

We assume that a cluster containing feature vectors which correspond to more than

30 seconds in amount of time is such a large enough cluster. This assumption is based on

the fact that it requires long speech utterances (at least longer than 20 seconds) to derive

reliable speaker characteristics [51–53]. Figure 2.4 displays distributions for ICR between

homogeneous clusters and for ICR between heterogeneous clusters. The distributions were

assumed to be Gaussian, and their sample means and sample variances were respectively

obtained based on our development data set. The number of feature vectors in all the

clusters considered here corresponded to more than 30 seconds in amount of time. Using

the distributions in the figure, we set a threshold η = ThICR to be 0.18603, with which

classification error between the two distributions can be minimized. We can thus regard

a pair of clusters having ICR less than η = 0.18603 as homogeneous in terms of speaker-

specific characteristics.

2.4.4 ICR-based Stopping Point Estimation Method for AHSC

Based on ICR and its applicability to inter-cluster homogeneity decision in terms of

speaker-specific characteristics, we now introduce an ICR-based stopping point estima-

tion method for AHSC. This method is distinct from the BIC-based one in terms of 1)

stopping criterion and 2) the order of the clusters considered. Its details are as follows:
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Figure 2.4: Distributions for correct and incorrect merging in terms of ICR. The thresh-
old η is set so as to minimize classification error between the two distributions. The
distributions were obtained based on our development data set, and feature vectors in
every cluster considered corresponded to more than 30 seconds in amount of time.

1. Wait until AHSC reaches the end of its merging procedures, i.e., wait until all the

clusters given as an input to AHSC are merged to one big cluster.

2. For the pair of clusters merged at the last recursion step of AHSC, Cx and Cy, con-

sisting of feature vectors x = {x1, x2, · · ·, xM} and y = {y1, y2, · · ·, yN} respectively,

compute ICR.

3. Compare ICR with η:

ICR (Cx, Cy)
H1

≷
H2

η. (2.23)

If ICR (Cx, Cy) > η, decide that Cx and Cy are heterogeneous in terms of speaker-

specific characteristics and move on to consider the pair of clusters merged at the

next latest recursion step of AHSC. Otherwise, stop considering more merging re-

cursions and select the recursion step previously considered as the estimated optimal

stopping point.
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Table 2.4: ICR-based stopping point estimation method vs. BIC-based stopping point
estimation method. c = 1

2

{
n+ 1

2n (n+ 1)
}
, where n is the dimension of feature vectors.

n = 12, η = 0.18603, and λ = 12.0.

ICR-based method BIC-based method

Criterion ICR (Cx, Cy)
H1

≷
H2

η
lnGLR (Cx, Cy)

H1

≷
H2

λ · c · ln (M +N)

Right side term
Fixed during AHSC

Floating along with M and N

in criterion during AHSC

Computing Complexity for lnGLR (Cx, Cy) Complexity for lnGLR (Cx, Cy)

complexity and η · (M +N) and λ · c · ln (M +N)

Order of clusters From the pair of clusters From the pair of clusters

considered merged at the last recursion step merged at the 1st recursion step

The ICR-based stopping point estimation method depends upon the reasoning10 that

all the merging occurring after the optimal stopping point would occur between het-

erogeneous clusters. The reason why this stopping point estimation method starts its

consideration from the pair of clusters merged at the last recursion step of AHSC is that

such a strategy can make the stopping criterion, Eq. (2.23), consider large clusters only.

As mentioned earlier, ICR can properly work as a homogeneity decision measure only for

large enough clusters to represent full speaker-specific characteristics respectively. Eq.

(2.23) can be re-written as follows:

lnGLR (Cx, Cy)
H1

≷
H2

η · (M +N) . (2.24)

Comparing this criterion with Eq. (2.17) for the BIC-based stopping point estimation

method, we can see that the difference of computational complexity between the two

10The BIC-based stopping point estimation method also relies on this same reasoning.
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Figure 2.5: lnGLR, ThBIC = λ · c · ln (M +N), and ThICR = η · (M +N) for C-6, where
λ = 12.0 and η = 0.18603. The stopping point estimated by the ICR-based stopping
point estimation method is identical to the optimal one in this case.

stopping point estimation methods is negligible. For easier understanding of the ICR-

based stopping point estimation method for AHSC, Table 2.4 is presented.

Figure 2.5 shows lnGLR, ThBIC = λ ·c · ln (M +N), and ThICR = η · (M +N) for the

data source C-6 in our evaluation data set, where λ = 12.0 and η = 0.18603. This figure

focuses on the variations of the three terms at the final 10 merging recursions during

AHSC for C-6. From the figure, we can see that ThICR varies along with lnGLR while

ThBIC does not. The observation that ThBIC looks almost flat compared to lnGLR is

consistent with what was shown in Figure 2.3 in Section 2.3.5, and verifies that Eq. (2.17)

is not robust to the variation of input speech data. In contrast, the robustness of the

criterion in Eq. (2.23) or Eq. (2.24) to the variation of input speech data is demonstrated

through the figure above.

Figure 2.611 presents AHSC performance using the ICR-based stopping point esti-

mation method (η = 0.18603) for the evaluation data set. In the figure, we can observe

that the proposed stopping point estimation method exactly detected the optimal stop-

ping points for all the data sources except C-4, C-8, and C-9. Even for the three data

11GLR was used as an inter-cluster distance measure for AHSC in this experiment.
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Figure 2.6: Comparison of speaker clustering performance for the evaluation data set with
accurate stopping point estimation and with the ICR-based stopping point estimation
method, for which η = 0.18603. Average speaker error time rate degradation by incorrect
estimation of the optimal stopping point is less than 1% (absolute) per data source.

sources, gaps between speaker error time rates at the estimated stopping points and those

at the optimal ones are shown to be insignificant. Compared to the results (in Figure

2.2) obtained using AHSC with the BIC-based stopping point estimation method for the

same data set, the results in this figure are much improved overall, and indicate that

the ICR-based method is superior to the BIC-based one in terms of robustness to the

variation of input speech data. Consequently, the ICR-based method for AHSC led to

average performance improvement by 8.76% (absolute) and 35.77% (relative).

2.5 Conclusions

In this chapter, we addressed the robustness problem of the BIC-based stopping point es-

timation method for AHSC to the variation of input speech data. For this, we proposed a

novel ICR-based alternative. Through experimental results on the excerpts obtained from

meeting speech corpora, AHSC with the ICR-based stopping point estimation method

was shown to outperform and be more robust to the variation of input speech data than
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Table 2.5: Global comparison (averaged speaker error time rate for the evaluation data
set) of AHSC with the BIC-based stopping point estimation method and AHSC with the
ICR-based stopping point estimation method

AHSC (BIC) AHSC (ICR)

24.49% 15.73%

basic AHSC with the BIC-based stopping point estimation method. Table 2.5 presents

performance comparison for AHSC with the BIC-based stopping point estimation method

and AHSC with the ICR-based stopping point estimation method. A reason for the im-

provements achieved by our proposed method in terms of averaged speaker error time

rate across the data sources in the evaluation data set is that the undesirable tendency

of GLR, i.e., GLR tends to get larger as the total number of feature vectors within a pair

of clusters under consideration increases, was removed.

One potential future direction is to identify the lower bound for cluster size that

guarantees ICR to be reliable as a statistical distance measure, more specifically as a ho-

mogeneity decision measure, between the clusters considered. In this chapter, we avoided

the possibility that ICR would not work properly, by checking ICR-based inter-cluster

homogeneity starting from the pair of clusters merged at the last recursion step of AHSC

under the assumption that clusters at the late recursion steps of AHSC would be large

enough for reliable ICR. This assumption worked for the meeting conversation excerpts

used for the experiments presented in the chapter because most of the speaker sources in-

volved in the conversations generated enough speech utterances of which the total length

in time was longer than at least 30 seconds, respectively. Thus, at the late recursion

steps of AHSC where the ICR-based stopping point estimation method was usually ap-

plied, ICR could be reliable as an inter-cluster homogeneity measure as expected. The

assumption could be however broken for other data sources which have a preponderance

of short speech segments that are inadequate to reveal the corresponding speaker-specific

characteristics completely.
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Chapter 3

Robust Inter-Cluster Distance Measurement for AHSC

3.1 Introduction

In this chapter we handle the robustness problem of the GLR-based inter-cluster distance

measure for AHSC under the variation of input speech data. Like the robustness prob-

lem of the BIC-based stopping point estimation method, this problem is caused mainly

by the undesirable tendency of GLR, which has been described in Chapter 2 (Section

2.3.1), contributing to incorrect merging between heterogeneous clusters (in terms of

speaker-specific characteristics) throughout the entire merging recursions in AHSC. In

this chapter, we particularly focus on and tackle the negative effect of this problem on

both early and late recursion steps of AHSC.

This chapter is organized as follows. In Section 3.2, we investigate the reason why

the reliability of the GLR-based inter-cluster distance measure for AHSC severely varies

across data sources, from a viewpoint of early AHSC recursion steps. Based on this inves-

tigation, in Section 3.3, we propose modified versions of AHSC, which are verified through

experiments to enhance the reliability of the GLR-based inter-cluster distance measure

at the early recursion steps of AHSC. As a result, all the modified AHSCs proposed in

this section obtain better performance than basic AHSC in terms of inter-cluster distance

measurement and thus speaker error time rate (assuming perfect estimation of the optimal

stopping point for AHSC). In Section 3.4, based on the investigation done in Section 3.2,
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we also propose a new method to measure distance between clusters at the late recursion

steps of AHSC, which is to combine the advantages of GLR and ICR (proposed in Chap-

ter 2). This novel method is demonstrated through experimental results to be better than

the conventional GLR-based inter-cluster distance measure at later merging recursions in

AHSC (assuming perfect estimation of the optimal stopping point for AHSC). One issue

that needs to be addressed in those modified speaker clustering strategies in Sections 3.3

and 3.4 is that they are beneficial only when the optimal stopping point is accurately

detected, which is not the case all the time in real situations. In this regard, in Section

3.5, we propose another modified version of AHSC, called selective AHSC, which offers

better speaker clustering performance than the strategies dealt in Sections 3.3 and 3.4

under ICR-based stopping point estimation. In Section 3.6, we conclude this chapter with

comments on future research work with regard to those handled in the entire chapter.

3.2 GLR at Early AHSC Recursion Steps

As examined in Section 2.3.1, GLR tends to get larger as the total number of feature

vectors within a pair of clusters under consideration increases. Figure 3.1 explicitly shows

this tendency. During AHSC, the tendency of GLR causes a pair of homogeneous clusters

(in terms of speaker-specific characteristics) of small size to have a smaller GLR value

and be regarded as mutually closer than those of large size.

This tendency of GLR leads AHSC with the GLR-based inter-cluster distance measure

to preferentially select short speech segments (among the entire speech segments given

as an input to AHSC) as the closest for merging at the early recursion steps of AHSC.

This can be well noticed in Table 3.1. From the fourth row (‘sub-total’) of the table, we

can observe that the speech segments shorter than 3 seconds are involved in more than

a half of the first quarter of the entire merging recursions during AHSC for all the data

sources in the development data set presented in Section 2.2. This trend is particularly

distinct for C-1, C-2, and I-1 (92.38%, 88.57%, and 90.00% respectively), which seems
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Figure 3.1: Figure 2.1 revisited. This figure displays GLR for two clusters C1 and C2

along with the number of feature vectors in each cluster. The second order statistics of
the corresponding cluster models are fixed at µ1 = 0, µ2 = 1, and Σ1 = Σ2 = 1.

reasonable because these data sources contain a large number of short speech segments

as shown in Figure 3.2. The interesting point that we observed from the first quarter

of the entire merging recursions during AHSC for every data source in the development

data set is that the accuracy of the GLR-based inter-cluster distance measure for AHSC

stayed perfect for merging between the speech segments longer than or equal to 3 seconds

(Mll), which is shown in Table 3.2. In contrast, the accuracy became lower for the other

merging types (Mss and Msl). In other words, only short speech segments1 were involved

in all the incorrect merging. In this context, we can say that incorrect merging at the

early recursion steps of AHSC are more likely to occur for the data sources having a large

number of short speech segments.

Considering that AHSC has a recursive structure and thus any incorrect merging dur-

ing AHSC becomes a potential seed for other incorrect merging recursions, such incorrect

merging at the early recursion steps of AHSC due to the aforementioned tendency of

1From this point on, let us call the speech segments shorter than 3 seconds short speech segments.
Accordingly, let us call the speech segments longer than or equal to 3 seconds long speech segments.
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Table 3.1: Distribution of three different merging types (Mss, Msl, and Mll) at the
first quarter of the entire merging recursions during AHSC for every data source in the
development data set in Section 2.2. Mss: merging between the speech segments shorter
than 3 seconds, Msl: merging between one speech segment shorter than 3 seconds and the
other longer than or equal to 3 seconds, and Mll: merging between the speech segments
longer than or equal to 3seconds.

C-1 C-2 C-3 N-1 I-1

Mss 60.95% 52.86% 21.32% 13.33% 50.00%

Msl 31.43% 35.71% 39.34% 42.22% 40.00%

sub-total 92.38% 88.57% 60.66% 55.55% 90.00%

Mll 7.62% 11.43% 39.34% 44.45% 10.00%

Table 3.2: Accuracy of the GLR-based inter-cluster distance measure for AHSC depending
on the merging types defined in Table 3.1. These accuracies were obtained only based on
the first quarter of the entire merging recursions during AHSC for every data source in
the development data set in Section 2.2.

Mss Msl Mll

Accuracy 88.89% 93.81% 100.00%

GLR can be regarded as one of direct causes for high speaker error time rate. This is

confirmed in an indirect way in Figure 3.3, which compares speaker error time rate (under

the assumption of perfect estimation of the optimal stopping point estimation) for each

data source in the development data set with that for the corresponding subset containing

long speech segments only. From this figure, we can observe that performance improve-

ment would be achieved for most of the data sources without short speech segments. The

improvement is considerable for C-1, C-2 and I-1, where short speech segments have a

relatively large portion compared to the other data sources (C-3 and N-1).

Based on all of these, we can conclude that the portion of short speech segments

in the entire speech segments given as an input to AHSC can affect speaker error time
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Figure 3.2: Segment length distributions for the development data set in Section 2.2.

rate, because of the undesirable tendency of GLR that it tends to get larger as the total

number of feature vectors within a pair of clusters under consideration increases. For

better AHSC performance, we thus need to mitigate this negative effect of short speech

segments on the GLR-based inter-cluster distance measure, which will be handled in the

next section.

3.3 Modification of AHSC

In this section, in order to address the problem (mentioned in the previous section) of

incorrect merging between short speech segments at the early recursion steps of AHSC,

we propose three modified versions of AHSC to constrain merging between short speech

segments especially at the early recursion steps of AHSC so as to minimize its effect on

speaker error time rate under GLR-based inter-cluster distance measurement. The first

two modified clustering strategies try to avoid merging between short speech segments

(Mss) because the accuracy of the GLR-based inter-cluster distance measure for Mss is

relatively worse than that for the other merging types (Msl and Mll). The third modified
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Figure 3.3: Speaker error time rate by AHSC with perfect detection of the optimal stop-
ping point for the development data set in Section 2.2. This figure compares performance
for the entire speech segments given as an input to AHSC with that for the corresponding
subset containing the segments longer than or equal to 3 seconds only.

AHSC tries to preferentially consider Mll other than Mss or Msl to utilize the high

accuracy of the GLR-based inter-cluster distance measure for Mll at the early recursion

steps of AHSC. In the next three sub-sections, we will explain those strategies more in

detail, respectively.

3.3.1 Constrained Cluster Selection for Merging

The first modified version of AHSC is to prevent Mss by allowing only Msl or Mll

during the entire AHSC procedures. If the pair of clusters selected for merging at a certain

recursion step of AHSC are both short speech segments, the next closest pair of clusters

at the recursion step are considered for merging until the pair of clusters considered are

not both short speech segments. (See Algorithm 2.) This idea is based on the results in

Table 3.2, showing that the accuracy of the GLR-based inter-cluster distance measure for

Mss is worse than that for Msl or Mll.
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Algorithm 2 Modified Version 1 of AHSC

Require: {xi}, i = 1, ..., n̂: speech segments
Ĉi, i = 1, ..., n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: i, j ← argminGLR(Ĉk, Ĉl) such that either {xk} or {xl} is a long speech segment,

k, l = 1, ..., n̂, k ̸= l
4: merge Ĉi and Ĉj

5: n̂← n̂− 1
6: until optimal stopping point
7: return Ci, i = 1, ..., n

Table 3.3: Comparison of basic AHSC and its first modified version in terms of average
speaker error time rate for the development and evaluation data set in Section 2.2. Both
of the clustering strategies use the GLR-based inter-cluster distance measure to select
clusters for merging at every recursion step of AHSC, and perfect stopping point estima-
tion is assumed. (For each result in the table, the corresponding standard deviation is
presented as well.)

Basic AHSC Modified Version 1

Dev. 13.02% (± 9.92) 10.90% (± 6.80)

Eval. 14.84% (± 9.00) 13.60% (± 8.71)

This modified version of AHSC, as shown in Table 3.3, provides better clustering

performance (in terms of averaged speaker error time rate over data sources) than basic

AHSC for both of the development and evaluation data set in Section 2.2 by 2.12% and

1.24% (absolute) respectively. This overall improvement in speaker clustering perfor-

mance is achieved by the enhancement of the reliability of the GLR-based inter-cluster

distance measure in the modified AHSC, which is supported by the reduced standard

deviation of the performance results by the modified AHSC shown in the right column of

the table. We can confirm from the results in this table that preventing merging between

short speech segments from occurring at the early recursion steps of AHSC would improve

the reliability of AHSC performance as a consequence, as expected.
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Algorithm 3 Modified Version 2 of AHSC

Require: {xi}, i = 1, ..., n̂: speech segments
Ĉi, i = 1, ..., n̂′, n̂′ ≤ n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: sort {xi} in the descending order of length
2: Ĉj ← {xi} such that {xi} is a long speech segment, i = 1, ..., n̂ and j = 1, ..., n̂′

3: m = n̂′ + 1
4: do
5: Ĉ ← {xm}
6: i← argminGLR(Ĉ, Ĉk), k = 1, ..., n̂′

7: merge Ĉ to Ĉi

8: m← m+ 1
9: until m > n̂

10: do
11: i, j ← argminGLR(Ĉk, Ĉl), k, l = 1, ..., n̂′, k ̸= l
12: merge Ĉi and Ĉj

13: n̂′ ← n̂′ − 1
14: until optimal stopping point
15: return Ci, i = 1, ..., n

Table 3.4: Comparison of basic AHSC and its second modified version in terms of average
speaker error time rate for the development and evaluation data set in Section 2.2. The
same distance measure and assumption for stopping point estimation in AHSC as ones
in Table 3.3 are applied.

Basic AHSC Modified Version 2

Dev. 13.02% (± 9.92) 11.67% (± 9.72)

Eval. 14.84% (± 9.00) 14.82% (± 9.87)

3.3.2 Pre-Classification of Short Speech Segments

The second modified version is to merge every short speech segment to a long speech

segment prior to AHSC. It has the same basic idea as the first modified AHSC does

in the sense of preventing Mss during the entire AHSC procedures, but is a different

approach to implementing the idea. This modified version of AHSC first has each of

short speech segments merged to the closest long speech segment in terms of GLR, and

then runs AHSC on the remaining set of speech segments containing long ones only. (See

Algorithm 3.)
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Algorithm 4 Modified Version 3 of AHSC

Require: {xi}, i = 1, ..., n̂: speech segments, ζ: threshold
Ĉi, i = 0, ..., n̂′, n̂′ ≤ n̂: intermediate clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: sort {xi} in the descending order of length
2: Ĉ1 ← {x1}, n̂′ = 1,m = 2
3: do
4: Ĉ ← {xm}
5: i← argminGLR(Ĉ, Ĉk), k = 1, ..., n̂′

6: if minGLR(Ĉ, Ĉi) > ζ
7: n̂′ = n̂′ + 1
8: Ĉn̂′ = Ĉ
9: else

10: merge Ĉ to Ĉi

11: m← m+ 1
12: until m > n̂
13: do
14: i, j ← argminGLR(Ĉk, Ĉl), k, l = 1, ..., n̂′, k ̸= l
15: merge Ĉi and Ĉj

16: n̂′ ← n̂′ − 1
17: until optimal stopping point
18: return Ci, i = 1, ..., n

This second modified version of AHSC, as shown in Table 3.4, also provides better

clustering performance (in terms of averaged speaker error time rate over data sources)

than basic AHSC for both of the development and evaluation data set in Section 2.2 by

1.24% and 0.02% (absolute) respectively, which is however a bit worse than the perfor-

mance improvement of the first modified version of AHSC in the previous sub-section.

One interesting point is that the standard deviation of the modified AHSC performance

for the evaluation data set is higher than that of the basic AHSC performance. This

suggests that this version of AHSC cannot provide better reliability in terms of AHSC

performance although it can offer better overall speaker time error rate than basic AHSC.

3.3.3 Sequential Clustering prior to AHSC

The third modified version is a bit different from the other two versions previously

proposed. Instead of pre-screening Mss, this modified version of AHSC just reduces the

proportion of Mss (and Msl as well) at the early recursion steps of AHSC by letting long

speech segments be preferentially considered for merging through sequential clustering
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prior to AHSC. Specifically, it first sorts the entire speech segments (given as an input

to AHSC) in the descending order of length, runs leader-follower clustering2 (LFC) [18]

on the sorted segment set, and performs AHSC on the clusters provided by LFC. (See

Algorithm 4.) The threshold ζ used in LFC was empirically set to be 250.0.

This third modified version of AHSC, as shown in Table 3.5, also provides better

clustering performance (in terms of averaged speaker error time rate over data sources)

than basic AHSC for both of the development and evaluation data set in Section 2.2 by

3.41% and 1.04% (absolute) respectively, which is the best overall performance improve-

ment among those proposed thus far as shown in Figure 3.4. Comparing the standard

deviations of the results in the table, we can see that this modified AHSC provides more

reliability for clustering performance across data sources like the first modified AHSC did

in Section 3.3.1.

3.4 Combination of GLR and ICR

In the previous two sections, we have focused on the early recursion steps of AHSC

regarding GLR-based inter-cluster distance measurement. In this section, we move our

attention to the GLR-based inter-cluster distance measure at the late recursion steps of

AHSC. Let us start the section from bringing back the undesirable tendency of GLR

mentioned in Section 3.2, i.e.,

• A pair of homogeneous clusters of small size are likely to have a smaller GLR value

and be regarded as mutually closer than those of large size.

This tendency leads to the following:

• A pair of heterogeneous clusters of small size might have a smaller GLR value and

be regarded as mutually closer than a pair of homogeneous clusters of large size.

2In this sequential clustering strategy, input data are classified in the order of incoming without any
pre-trained class model. Thus, the first incoming datum automatically becomes the first class and every
datum thereafter either is merged to one of existing class(es) or becomes another new class.
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Table 3.5: Comparison of basic AHSC and its third modified version in terms of average
speaker error time rate for the development and evaluation data set in Section 2.2. The
same distance measure and assumption for stopping point estimation in AHSC as ones
in Table 3.3 are applied.

Basic AHSC Modified Version 3

Dev. 13.02% (± 9.92) 9.61% (± 8.41)

Eval. 14.84% (± 9.00) 13.80% (± 8.24)

In other words, the tendency could cause incorrect merging during AHSC. Incorrect

merging is more detrimental to speaker error time rate when it occurs at the late recursion

steps of AHSC than elsewhere. This is because average cluster size increases as merging

recursions continue during AHSC, and thus any incorrect merging at the late recursion

steps of AHSC is likely to occur between large size clusters. Such an incorrect merging at

the late recursion steps of AHSC would generally raise speaker error time rate much more

than that between small size clusters at any other recursion steps. Therefore, inter-cluster

distance measurement needs to be more accurate at the late recursion steps of AHSC,

for which in this section we propose a novel alternative to the GLR-based inter-cluster

distance measure that we can apply to the late recursion steps of AHSC. This alternative

distance measurement method is to consider both GLR and ICR (proposed in Section

2.4.1) in selection of clusters for merging at the late recursion steps of AHSC, and is

motivated by the idea that ICR could be utilized as a complement inter-cluster distance

measure to GLR in the sense that it could possibly compensate for the aforementioned

undesirable tendency of GLR if we are able to manipulate it to handle large clusters only.

As mentioned in Section 2.4.3, ICR would properly work as a sort of distance measure

between clusters only if it handled large clusters.
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Figure 3.4: Comparison of basic AHSC and its three modified versions proposed in terms
of average speaker error time rate.

3.4.1 (GLR+ICR)-based Inter-Cluster Distance Measurement

The new method to measure distance between clusters that we propose here basically de-

pends upon GLR at every recursion step of AHSC, but starts to additionally consider ICR

from a certain recursion step of AHSC where all remaining clusters contain data samples

of more than 30 seconds in amount of time. (See Algorithm 5.) Since co-consideration

of ICR begins only at such a recursion step, this method is naturally applicable to the

late recursion steps of AHSC. The reason why 30 seconds is specifically chosen here is,

as aforementioned above, that ICR could properly work as an inter-cluster distance mea-

sure if every cluster considered were large enough to fully represent the corresponding

speaker-specific characteristics. In this section, we conservatively assume that a cluster

containing feature vectors which correspond to more than 30 seconds in amount of time

is a large enough cluster to represent speaker-specific characteristics completely, as we

did in Section 2.4.3.
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Algorithm 5 AHSC with combination of GLR and ICR as an inter-cluster distance
measure
Require: {xi}, i = 1, ..., n̂: speech segments

Ĉi, i = 1, ..., n̂: initial clusters
Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: if all {Ĉi}n̂i=1 contain data of more than 30 seconds

4: i, j ← argmin
[
SRGLR

(
Ĉk, Ĉl

)
+ SRICR

(
Ĉk, Ĉl

)]
,

SRGLR (or SRICR) : soft ranking of cluster pairs in terms of GLR (or ICR),
k = 1, ..., n̂, and l = k + 1, ..., n̂

5: else
6: i, j ← argminGLR(Ĉk, Ĉl),

k = 1, ..., n̂, and l = k + 1, ..., n̂
7: merge Ĉi and Ĉj

8: n̂← n̂− 1
9: until optimal stopping point

10: return Ci, i = 1, ..., n

In order to consider both GLR and ICR when selecting clusters for merging at the late

recursion steps of AHSC where the aforementioned condition is satisfied, the proposed

method utilizes the sum of rankings (in terms of GLR and ICR) for the entire pairs of

clusters at the recursion step considered, as a means of information fusion. Specifically,

each pair of clusters at the recursion step of AHSC considered is ranked in two ways,

one of which is in terms of GLR and the other is in terms of ICR. The smaller GLR (or

ICR) value a certain pair of clusters have, the higher they are ranked in terms of GLR

(or ICR). The proposed method selects the pair of clusters having the smallest summed

ranking for merging. We use such a high level fusion strategy to exploit ‘ranking’ because

GLR is empirically shown to have much wider variance than ICR for any given cluster

pair, and thus low level fusion strategies like score normalization could cause GLR to be

extremely dominant over ICR in selection of clusters for merging in our case.
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Figure 3.5: Soft ranking used in the proposed inter-cluster distance measurement method.
If a certain pair of clusters have the normalized distance of 0.5, their soft ranking becomes
0.69 (grey line) in this system.

As for information fusion in the proposed method, we use ‘soft ranking’ when ranking

clusters in terms of GLR and ICR. Each soft ranking is defined as follows:

SRGLR

(
Ĉk, Ĉl

)
, FN

GLR
(
Ĉk, Ĉl

)
− µGLR

σGLR

 (3.1)

SRICR

(
Ĉk, Ĉl

)
, FN

 ICR
(
Ĉk, Ĉl

)
− µICR

σICR

 , (3.2)

where µGLR and σGLR (or µICR and σICR) are mean and standard deviation for the GLR

(or ICR) values of the entire cluster pairs at the recursion step of AHSC considered,

and FN (·) is a normal cumulative density function with zero mean and unit variance.

This soft ranking approach normalizes inter-cluster distances, assuming that they are

normally distributed, and transforms them through a monotonic increasing function, so

as to provide a sort of relative information between clusters. (See Figure 3.5.)

AHSC with our proposed method to measure distance between clusters, as shown in

Table 3.6, provides better clustering performance (in terms of averaged speaker error time
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Table 3.6: Comparison of AHSC with the GLR-based inter-cluster distance measure and
that with our proposed method, in terms of average speaker error time rate for the
development and evaluation data set in Section 2.2. Perfect stopping point estimation
for AHSC is assumed.

GLR GLR+ICR

Dev. 13.02% 10.20%

Eval. 14.84% 14.64%

rate over data sources) than that with the conventional GLR-based inter-cluster distance

measure for both of the development and evaluation data set in Section 2.2 by 2.82% and

0.20% (absolute) respectively. This improvement comes from, as expected, the reduced

number of incorrect merging occurrences at the late recursion steps of AHSC. Based on

these results, we can expect that applying this method to the late recursion steps of the

modified AHSC approaches proposed in Section 3.3 would result in extra performance

improvement.

3.4.2 Proposed Measure in Modified AHSC Approaches

Figure 3.6 explicitly displays the extra performance improvement that would be achieved

if the proposed (GLR+ICR)-based inter-cluster distance measure were applied to the late

recursion steps of the three modified versions of AHSC introduced in Section 3.3. The

overall results in this figure indicate that the proposed, supplement inter-cluster distance

measure does not degenerate the merits of the modified AHSC approaches at the early

recursion steps, retaining its merit at the late recursion steps. The most outstanding im-

provement is 2.94% (absolute) for both of the modified versions 1 and 2 on the evaluation

data set, while performance improvement for the modified version 3 is not significant.
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Figure 3.6: Extra performance improvement achieved if the proposed (GLR+ICR)-based
inter-cluster distance measure were applied to the late recursion steps of the three modified
versions of AHSC introduced in Section 3.3. The data sources used in this experiment
are the development and evaluation data set in Section 2.2. Perfect estimation of the
optimal stopping point for AHSC is assumed.

3.5 Selective AHSC

In the previous sections, we have proposed three modified versions of AHSC to tackle

incorrect merging between heterogenous clusters (in terms of speaker-specific character-

istics) at the early recursion steps of AHSC. Furthermore, we have introduced a new

supplement inter-cluster distance measure to handle incorrect merging at the late recur-

sion steps of AHSC. From those approaches, we could obtain performance improvement

for the evaluation data set (in Section 2.2) in terms of average speaker error time rate by

up to 4.18% (absolute) and 28.17% (relative), which is re-organized in Table 3.7. How-

ever, they work only under the assumption of perfect estimation of the optimal stopping

point in AHSC.

In this section, we test how badly the clustering strategies proposed in Sections 3.3

and 3.4 work with the ICR-based stopping point estimation method (proposed in Chapter
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Table 3.7: Average speaker error time rate for the evaluation data set in Section 2.2.
This table compares AHSC and its three modified versions with both GLR-based and
(GLR+ICR)-based inter-cluster distance measurement. Perfect estimation of the optimal
stopping point for AHSC is assumed.

AHC Mod 1 Mod 2 Mod 3

GLR 14.84% 13.60% 14.82% 13.80%

GLR+ICR 14.64% 10.66% 11.88% 13.21%

Table 3.8: Average speaker error time rate for the evaluation data set in Section 2.2 when
the ICR-based stopping point estimation method is applied. This table compares AHSC
and its three modified versions with GLR-based and (GLR+ICR)-based inter-cluster
distance measurement, as Table 3.7 does.

AHC Mod 1 Mod 2 Mod 3

GLR 15.73% 15.65% 18.48% 16.51%

GLR+ICR 22.42% 16.00% 14.18% 19.18%

2). In this regard, we propose a new clustering strategy, i.e., selective AHSC, utilizing

(relatively) accurate stopping point estimation by the ICR-based stopping point estima-

tion method and high reliability by the GLR-based inter-cluster distance measure for long

speech segments. This clustering approach is empirically verified to be one of possible

combinations that can well coordinate our results in Chapters 2 and 3.

3.5.1 Modified AHSCs with Stopping Point Estimation

The clustering performance that would be achieved from the three modified versions

of AHSC (proposed in Section 3.3) if the ICR-based stopping point estimation method

were applied instead of the assumption of perfect estimation of the optimal stopping

point is shown in Table 3.8. Considering Table 3.7 together, we can see that incorrect

stopping point estimation by the ICR-based method mostly erases the advantages of the
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modified versions of AHSC that were obtained under the assumption of perfect stopping

point estimation. A noticeable thing in Table 3.8 is that the (GLR+ICR)-based inter-

cluster distance measure and the ICR-based stopping point estimation method do not

work well together, which can be easily shown when we compare the results in the second

row and their counterparts in the third row. Except for the second modified version of

AHSC, clustering performance is observed to be degraded in every case when the two

approaches are applied together. This is caused because the ICR-based stopping point

estimation method starts its estimation process from the pair of clusters merged at the last

recursion step of AHSC by comparing the ICR value of the pair with a pre-set threshold

(η in Chapter 2). However, the (GLR+ICR)-based inter-cluster distance measure is

likely to select the clusters having a small ICR (and GLR) value for merging, especially

at the late recursion steps of AHSC. Thus, the ICR-based stopping point estimation

method is more likely to confuse itself in estimating the optimal stopping point in AHSC

(and its modified versions) under (GLR+ICR)-based inter-cluster distance measurement.

Therefore, in practical applications, the modified versions of AHSC with the (GLR+ICR)-

based inter-cluster distance measure introduced in the previous section need a better

stopping estimation method using a different (or independent) measure from ICR. We do

not further take care of this issue in this dissertation, remaining it as a future research

topic.

3.5.2 Selective AHSC

In order to better coordinate our results in Chapters 2 and 3, we propose selective

AHSC in this section. This proposed method is motivated by the same reason for the

other modified versions of AHSC introduced in Section 3.3, which is well shown in Figure

3.7. We can see from the figure that the accuracy of the GLR-based inter-cluster distance

measure for AHSC would mostly rise up and thus result in better clustering performance

when an input to AHSC contains only long speech segments. Selective AHSC can utilize

this advantage that could be obtained when dealing with long speech segments only, by
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Figure 3.7: Figure 3.3 revisited, showing speaker error time rate by AHSC with perfect
detection of the optimal stopping point for the development data set in Section 2.2. This
figure compares performance for the entire speech segments given as an input to AHSC
with that for the corresponding subset containing the segments longer than or equal to 3
seconds only.

first running basic AHSC with the GLR-based inter-cluster distance measure and the ICR-

based stopping point estimation method only on long speech segments among the entire

given speech segments, and then classifying the rest (i.e., short speech segments) into

one of the clusters provided by the initial AHSC step. (See Algorithm 6.) By selective

classification of speech segments in terms of length, selective AHSC can mitigate the

negative effect of short speech segments on GLR-based inter-cluster distance measurement

during AHSC, especially at the early recursion steps.

Note that robust stopping point estimation to the variation of input speech data, like

by the ICR-based stopping point estimation method, is critical to selective AHSC due

to selective consideration of speech segments at the initial AHSC step. Such selective

consideration causes the variability of an input to AHSC, so selective AHSC would not

work properly if it were with any other stopping point estimation method not robust

to the variation of data sources. How badly the BIC-based stopping point estimation

method, which has been verified in Chapter 2 to be not robust to the variation of input
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Algorithm 6 Selective AHSC

Require: {xi}, i = 1, ..., n̂: speech segments
Ĉi, i = 1, ..., n̂′, n̂′ ≤ n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters
1: permutate {xi} in the descending order of length
2: Ĉj ← {xi} such that {xi} is a long speech segment, i = 1, ..., n̂ and j = 1, ..., n̂′

3: m = n̂′

4: do
5: i, j ← argminGLR(Ĉk, Ĉl), k, l = 1, ...,m, k ̸= l
6: merge Ĉi to Ĉj

7: m← m− 1
8: until optimal stopping point (detected by ICR-based stopping point estimation)
9: return Ci, i = 1, ..., n

10: m = n̂′ + 1
11: do
12: Ĉ ← {xm}
13: i← argminP (Ĉ|Ĉk), k = 1, ..., n
14: merge Ĉ to Ĉi

15: m← m+ 1
16: until m > n̂
17: return Ci, i = 1, ..., n

speech data, would break selective AHSC performance is given in Figure 3.8. The results

in this figure suggest that without robust stopping point estimation we cannot get any

benefit from this novel approach to speaker clustering.

Figure 3.9 shows the performance of selective AHSC with robust stopping point es-

timation for the evaluation data set in Section 2.2. From this figure, we can see that

selective AHSC is a reasonable strategy to coordinate our results in Chapters 3 and 4.

The performance of selective AHSC with ICR-based stopping point estimation is shown

to be better than that of basic AHSC with perfect stopping point estimation for every

data source except C-4, C-5, and I-3. Even for the three data sources, performance gap

is negligible. The result that average speaker error time rate by selective AHSC for the

evaluation data set (in Section 2.2) is even better than that by AHSC with perfect stop-

ping point estimation can be regarded as promising. Table 3.9 explicitly indicates the

superiority of selective AHSC over all the counterparts that have been dealt with in this

dissertation.
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Figure 3.8: Comparison of basic AHSC with the assumption of perfect estimation of
the optimal stopping point and selective AHSC (including the BIC-based stopping point
estimation method), in terms of speaker error time rate on the evaluation data set in
Section 2.2.

3.6 Conclusions

In this chapter, we addressed the robustness problem of the GLR-based inter-cluster

distance measure for AHSC to the variation of input speech data. For this, we proposed

1) three modified versions of AHSC so as to enhance the reliability (or accuracy) of the

GLR-based inter-cluster distance measure at the early recursion steps AHSC and 2) a

(GLR+ICR)-based inter-cluster distance measure so as to improve reliability in measuring

inter-cluster distance at the late recursion steps of AHSC. Through experimental results

on the excerpts obtained from meeting corpora, all the proposed ones are demonstrated

to provide better clustering performance than basic AHSC with the GLR-based inter-

cluster distance measure in terms of averaged speaker error time rate over data sources.

Furthermore, we proposed selective AHSC to better coordinate the merits of our research

results in this chapter with ICR-based stopping point estimation (proposed in Chapter 2)
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Figure 3.9: Comparison of basic AHSC with the assumption of perfect estimation of
the optimal stopping point and selective AHSC (including the ICR-based stopping point
estimation method), in terms of speaker error time rate on the evaluation data set in
Section 2.2.

in more realistic situations for speaker clustering. This novel clustering strategy provided

AHSC performance with even better reliability over input speech data.

There are several directions for future work including further refinements to the pro-

posed solutions. For instance, in the third modified version of AHSC, the threshold

parameter ζ determines the number of intermediate clusters, which is directly linked to

the final speaker error time rate. It was chosen empirically in this chapter, but finding

ways for optimally setting ζ would be beneficial in further enhancing clustering per-

formance. As another example, we might have to consider how to optimally fuse two

different statistical information on the same object for (GLR+ICR)-based inter-cluster

distance measurement at the late recursion steps of AHSC. In this chapter, we used soft

rankings in terms of GLR and ICR for that purpose, but it is not theoretically proven to

be optimal to the task considered. Establishing more systematic frameworks for selection

of information fusion methods could be one of valuable future research directions.

In addition, as mentioned earlier in the middle part of this chapter, it would be a

good research topic to find out a stopping point estimation method for AHSC with the
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(GLR+ICR)-based inter-cluster distance measure, other than the ICR-based one. A new

stopping point estimation method should be comparable to our proposed ICR-based one

in terms of estimation accuracy, but needs to use an inter-cluster homogeneity decision

measure independent of ICR. Then it could keep the advantages of the modified versions

of AHSC and the (GLR+ICR)-based inter-cluster distance measure valid even in practical

applications.
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Table 3.9: Average speaker error time rate for the evaluation data set in Section 2.2.
This table compares selective AHSC with all the counterparts that have been dealt with
in this dissertation.

Key Components Performance

AHSC
Distance Measure: GLR

24.49%
Stopping Method: BIC

AHSC
Distance Measure: GLR

15.73%
Stopping Method: ICR

Modified Version 1 Distance Measure: GLR
15.65%

of AHSC Stopping Method: ICR

Modified Version 1 Distance Measure: (GLR+ICR)
16.00%

of AHSC Stopping Method: ICR

Modified Version 2 Distance Measure: GLR
18.48%

of AHSC Stopping Method: ICR

Modified Version 2 Distance Measure: (GLR+ICR)
14.18%

of AHSC Stopping Method: ICR

Modified Version 3 Distance Measure: GLR
16.51%

of AHSC Stopping Method: ICR

Modified Version 3 Distance Measure: (GLR+ICR)
19.18%

of AHSC Stopping Method: ICR

Selective AHSC
Distance Measure: GLR

12.28%
Stopping Method: ICR
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Chapter 4

Robust Cluster Modeling for Inter-Cluster Distance

Measurement in AHSC

4.1 Introduction

Thus far we have tried to address the robustness problem of AHSC performance under

the variation of input speech data in this dissertation. To overcome the problem in the

perspective stopping point estimation, we proposed a more reliable way to determine

the optimal (recursion) stopping point for AHSC across a variety of input speech data

than the conventional method [13] utilizing Bayesian information criterion (BIC) [58]

(Chapter 2). Specifically we defined a new statistical distance measure between clusters,

i.e., information change rate (ICR), and applied it to stopping point estimation for AHSC

based on its superiority to BIC in terms of robustness to input data variation. To tackle

the robustness problem of AHSC performance from the viewpoint of inter-cluster distance

measurement, on the other hand, we claimed and verified in Chapter 3 that short speech

segments (< 3s, in general) among input speech data degraded the accuracy of picking

up the closest cluster pair especially at the early recursion steps of AHSC, and proposed

a variety of schemes to prevent short input speech segments from negatively affecting

distance measurement of clusters. All of the proposed schemes were empirically verified

to offer clustering performance improvement particularly for the input data suffering

from the negative effect of short speech segments, meaning that they can enhance the
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reliability of AHSC performance against short input speech segments. In addition, we

introduced a new inter-cluster distance measure by combining generalized likelihood ratio

(GLR) [26] and ICR. This metric mitigated the accuracy degradation of GLR-based inter-

cluster distance measurement at the late recursion steps of AHSC, caused by unbalanced

speaking time distribution over speaker sources in input speech data.

In this chapter we tackle the robustness problem of AHSC performance across input

speech data, in terms of statistical cluster modeling for inter-cluster distance measure-

ment. This work was motivated by the reasoning that ideal cluster modeling for inter-

cluster distance measurement within the framework of AHSC should account for variable

cluster size, which grows when clusters are merged, and be dynamic enough to represent

the statistical changes of data in clusters throughout the entire AHSC procedures. Since

such changes in clusters during AHSC largely depend upon a number of input data char-

acteristics, cluster modeling without dynamic representation capability would be affected

by input data variation, which is undesirable for reliable AHSC performance under the

variation of input speech data. Conventional cluster modeling approaches using either

single Gaussian distributions or Gaussian mixture models (GMMs) are not ideal in this

regard. We introduce a novel cluster modeling approach with dynamic representation

capability in this chapter. In this regard, the chapter is organized as follows. In Section

4.2, we re-investigate GLR-based inter-cluster distance measurement, which is a general

method to statistically choose the closest cluster pair at every recursion step of AHSC.

This investigation leads us to why reliable statistical cluster modeling is important for

inter-cluster distance measurement in AHSC. Then we examine the aforementioned con-

ventional cluster modeling approaches for this GLR-based distance measurement frame-

work. Through this we show the merits and demerits of the conventional approaches

in terms of cluster representation capability and computational complexity. In Section

4.3, we propose a new cluster modeling approach using incremental Gaussian mixture

models (IGMMs) and compare it with the conventional approaches. The comparison ver-

ifies that the proposed method not only provides improved clustering performance but
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also has moderate computational cost so that it is feasible in practice. In Section 4.4,

we provide concluding remarks and future research directions regarding speaker-specific

data modeling.

4.2 Inter-Cluster Distance Measurement for AHSC

Inter-cluster distance measurement is a critical part in AHSC of selecting the closest pair

of clusters (in terms of speaker-specific characteristics) for merging at every recursion

step. Because of the recursiveness of AHSC, erroneous selection of merging clusters at

any given recursion step would affect subsequent recursion steps and might result in the

significant degradation of overall clustering performance in the end. Therefore, precise

selection of merging clusters is desirable at every recursion step of AHSC.

In general, cluster distance is statistically measured within the framework of AHSC. A

typical method [26], i.e., GLR described in Section 2.3.1, calculates inter-cluster distance

by comparing likelihoods for two hypotheses on the clusters considered. The details of

this method are re-presented in the next subsection, for better understanding of the rest

of this chapter.

4.2.1 GLR-based statistical inter-cluster distance measurement

Let us consider a certain recursion step during AHSC. Suppose that a pair of clusters

x = {x1, x2, · · · , xM} and y = {y1, y2, · · · , yN} are given for distance measurement.

Then, GLR for the given pair is computed as follows:

GLR (x,y) =
P (x,y|H1)

P (x,y|H2)
, (4.1)

where

• H1 (unmerging hypothesis): x and y are hypothesized to be left unmerged,
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• H2 (merging hypothesis): x and y are hypothesized to be merged so as to become

a new, larger cluster z, where z = x ∪ y.

By this way distance for every pair of clusters at the recursion step considered can be

measured in terms of GLR, and the cluster pair having the smallest GLR value is chosen

to be merged.

4.2.2 Conventional cluster modeling approaches

Note that each hypothesis in this method of measuring distance between clusters is mod-

eled by some probabilistic distribution. This is called hypothesis or cluster modeling, by

which all the clusters considered for distance measurement (x, y, and z) are represented

by PDFs, respectively. Thus, proper distribution selection for cluster modeling is very im-

portant for precise distance measurement of clusters. In this subsection, we examine two

conventional distributions for cluster modeling in the research field of speaker clustering.

4.2.2.1 Single Gaussian cluster modeling

One of conventional selection of PDFs for cluster modeling is to use a single Gaussian

distribution. In this approach, all the three clusters aforementioned are modeled by

multivariate normal PDFs, θNx = N (mx,Σx), θ
N
y = N (my,Σy), and θNz = N (mz,Σz).

The sample mean vectors (mx, my, and mz) and (full) covariance matrices (Σx, Σy, and

Σz) are determined by way of maximizing the likelihoods of x, y, and z for θNx , θNy , and

θNz , respectively. As a result, Eq. (4.1) can be rewritten as follows:

GLR (x,y) = ln
p (x,y|H1)

p (x,y|H2)

= ln
p(x|θNx ) · p(y|θNy )

p(z|θNz )

= ln
p(x;mx,Σx) · p(y;my,Σy)

p(z;mz,Σz)
. (4.2)
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This single Gaussian cluster modeling approach has been popular mainly due to its

small computational cost. For example, the right-hand side in Eq. (4.2) can be simplified

by the following relation [13]:

ln
p(x;mx,Σx) · p(y;my,Σy)

p(z;mz,Σz)
=

M +N

2
ln det(Σz)−

M

2
ln det(Σx)−

N

2
ln det(Σy),

(4.3)

where det(·) stands for a matrix determinant operator. Hence we can avoid direct compu-

tation of the likelihoods, i.e., p(x;mx,Σx), p(y;my,Σy), and p(z;mz,Σz), which would

require more processing time as the cardinalities of x, y, and z increase. Another advan-

tageous factor of this cluster modeling approach in terms of computational complexity is

relatively simple parameter estimation for Gaussian PDFs. Specifically, mz and Σz can

be simply calculated from mx, my, Σx and Σy using the following closed-form relations,

instead of direct maximum likelihood estimation from z:

mz =
M ·mx +N ·my

M +N
(4.4)

and

Σz =
M · Σx +N · Σy

M +N
+

M ·mxm
T
x +N ·mym

T
y

M +N
−mzm

T
z . (4.5)

Therefore, in this cluster modeling approach, there is no need to estimate model pa-

rameters for merging-hypothesized clusters at distance measurement during AHSC. This

reduces a lot of computational cost over the entire clustering procedures, especially as

cluster size increases.

However, this approach has a critical issue in terms of representation capability. Single

Gaussian distributions are known to have limited capability in representing the statis-

tical characteristics of large speech data in terms of speaker-specific properties [51–53].
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Considering that the average size of the clusters handled by AHSC increases as merg-

ing recursions continue, one-mode PDFs like normal PDFs could degenerate inter-cluster

discernibility in terms of speaker-specific characteristics especially at the late recursion

steps of AHSC, and hence cause overall clustering performance to degrade severely.

4.2.2.2 GMM cluster modeling

The other conventional approach for cluster modeling is to utilize GMMs as cluster

models. In this approach, all the aforementioned three clusters (x, y, and z) con-

sidered at distance measurement are modeled by GMMs, θλx = λ({mi
x,Σ

i
x, w

i
x}νi=1),

θλy = λ({mi
y,Σ

i
y, w

i
y}νi=1), and θλz = λ({mi

z,Σ
i
z, w

i
z}νi=1). The mean vectors (mi

x, mi
y,

and mi
z), (diagonal) covariance matrices (Σi

x, Σ
i
y, and Σi

z), and weights (wi
x, w

i
y, and wi

z)

for Gaussian mixture components are estimated by the expectation-maximization (EM)

procedures [18]. The number of component mixtures in GMMs, ν, is empirically fixed at

8, 16 or 321 in general. As a consequence, Eq. (4.1) can be rewritten as follows:

GLR (x,y) = ln
p (x,y|H1)

p (x,y|H2)

= ln
p(x|θλx) · p(y|θλy)

p(z|θλz )

= ln

∑ν
i=1w

i
x · p(x;mi

x,Σ
i
x) ·

∑ν
i=1w

i
y · p(y;mi

y,Σ
i
y)∑ν

i=1w
i
z · p(z;mi

z,Σ
i
z)

. (4.6)

This GMM cluster modeling approach has better representation capability in terms

of speaker-specific characteristics because of multiple modes (or component mixtures)

and the respective weights for them, compared to the previous single Gaussian approach.

Thus, this approach can provide better clustering performance overall. However, there

exist some problems as well with using GMMs as cluster models.

1These values come from Reynolds’ work [51–53] saying that GMMs with those numbers of mixture
components well represent speaker-specific characteristics for speaker identification tasks.
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First, GMMs with a fixed number2 of mixture components cannot consider variations

in cluster size throughout the entire AHSC procedures. For example, GMMs with a lot

of mixture Gaussians could be overfitted for small clusters at the early recursion steps of

AHSC because most initial clusters handled by AHSC usually do not contain sufficient

data to train multi-component GMMs properly. On the other hand, GMMs with a small

number of mixture components might not be able to fully represent the speaker-specific

characteristics of large clusters at the late recursion steps as in the single Gaussian case.

To tackle this problem, there has been some research [14,45,60,62] to adjust the number of

mixture components during AHSC in proportion to cluster size based on certain criteria,

but they cost a lot of computational burden for mixture number selection for each GMM

in addition to the EM procedures that have already high computational complexity. In

this regard, it is necessary to dynamically represent clusters during AHSC with low (or

at least moderate) computational complexity.

The second issue in the GMM cluster modeling approach is that, although they re-

quire a significant amount of processing time in proportion to cluster size and mixture

number, the EM procedures might degrade discernibility between clusters in terms of

speaker-specific characteristics. Let us consider some examples shown in Figure 4.1,

which presents simple test results about the effectiveness of the EM procedures in the

GMM cluster modeling approach with 16 mixture components in each GMM. In this

figure, each subfigure compares GLR distances between two pairs of clusters along with

the number of iterations in the EM procedures. One pair comes from the same speaker

source (black curve), meaning that cluster distance should be relatively close in terms of

speaker-specific characteristics, while the other is from different sources (grey curve). In-

terestingly, we can observe from the leftmost subfigure that distance for the heterogeneous

cluster pair, presented by the grey curve, gets smaller than that for the homogeneous one

as iterations continue, which is undesirable because distance between homogeneous clus-

ters (in terms of speaker-specific characteristics) should be always less than that between

2It is common that the number of mixture components is universally set throughout the whole AHSC
procedures as an empirically reasonable value like 8, 16 or 32.
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Figure 4.1: Effectiveness of the EM procedures in the GMM cluster modeling approach
for GLR-based inter-cluster distance measurement. Each subfigure compares distances
between two pairs of clusters along with the number of iterations in the EM procedures
for GMMs with 16 mixture components. One pair comes from the same speaker source
(black curve) while the other is from different sources (grey curve).

heterogeneous ones in the ideal case. Even from the other subfigures, the EM procedures

do not significantly widen distance between the two pairs of clusters compared, indicat-

ing that the EM procedures do not much improve inter-cluster discernibility in terms of

speaker-specific characteristics. These observations can be explained as follows: the EM

procedures iteratively adapt the parameters of any GMM toward optimization in terms of

maximum likelihood and thus increase p(z|θλz ) in Eq. (4.6) regardless of speaker-specific

homogeneity between the clusters considered. However, this does not help increase inter-

cluster discernibility and may even make it worse, as shown in the leftmost subfigure in

Figure 4.1.

Another issue in this cluster modeling approach is that the EM procedures are af-

fected by random initialization in the beginning and result in different estimation of

model parameters for GMMs every session, which might cause the variation of clustering

performance for the same input speech data.

71



4.2.2.3 Experimental comparison

We have thus far examined the two conventional cluster modeling approaches within the

framework of GLR-based inter-cluster distance measurement for AHSC, and listed the

merits and demerits of each approach. In this subsection, we verify our examination by

comparing the two approaches empirically.

1) Experimental setup

Before we start, we need to take a look at speech data and setup for the entire

experiments in this chapter. Table 4.1 presents input speech data for AHSC. These data

sources are 15 sets of speech segments with approximately 4hr-long total duration, and

were randomly chosen from the ICSI, NIST, and ISL meeting corpora. They are distinct

from one another in terms of the number of speaker sources (Ns), gender distribution

over speaker sources, total utterance time (Ts), number of speech segments (Nt), and

average segment length (Ta). For preparing each set of speech segments, we manually

segmented each audio clip at every point of speaking turn changes according to the

given reference transcription beforehand. In order to avoid any potential confusion in

performance analysis that might result from overlaps between segments, we excluded all

the segments involved in any overlap during data preparation.

In all experiments in this chapter, we assume that stopping point estimation for AHSC

is optimal, i.e, the optimal stopping point where extra merging in AHSC would not im-

prove speaker error time rate any further can be exactly estimated for every data source.

For this assumption to get realized, we manually stopped AHSC where the lowest speaker

error time rate would be achieved, because we only focus on inter-cluster distance mea-

surement in this chapter, not stopping point estimation.

2) Comparison

Table 4.2 shows performance comparison of the two conventional cluster modeling

approaches in terms of speaker error time rate. For the GMM cluster modeling approach,

72



Table 4.1: Data source. Ns: number of speaker sources (male:female), Ts: total utterance
time (sec.), Nt: number of speech segments, and Ta: average segment length (sec.).

Data Source

1 2 3 4 5 6 7 8

Ns 7 (5:2) 7 (5:2) 7 (6:1) 6 (4:2) 5 (1:4) 6 (5:1) 5 (5:0) 4 (4:0)

Ts 1064.9 931.3 2336.3 1148.5 805.1 1664.9 1609.1 1475.9

Nt 418 279 611 244 228 532 591 478

Ta 2.5 3.3 3.8 4.7 3.5 3.1 2.7 3.1

Data Source

9 10 11 12 13 14 15

Ns 9 (7:2) 4 (3:1) 4 (3:1) 6 (4:2) 8 (4:4) 4 (2:2) 4 (0:4)

Ts 659.7 443.4 835.7 624.1 272.4 477.7 429.1

Nt 159 75 179 144 93 119 95

Ta 4.1 5.9 4.7 4.3 2.9 4.0 4.5

we chose 4 different values, i.e., 4, 8, 16, and 32, as the number of mixture components

in GMMs. The lowest error rate in each column (or each data source) is bold-faced.

From this table we can first observe that the GMM approach is better than the single

Gaussian approach in terms of overall performance, except for the case3 of 4 mixture

components in the GMM approach. Other than a few data sources (Data 1, 4, 5, and 11)

GMMs provide better clustering accuracy and, even for Data 1, 4, 5, and 11, difference

between the clustering error rates of AHSC by the two cluster modeling approaches is

not that significant, which verifies our previous statement that the GMM approach has

better representation capability for modeling clusters and thus provides better clustering

performance overall.

However, the results in this table also show the difficulty to set the proper number

of mixture Gaussians in the GMM cluster modeling approach. 8 mixture Gaussians fit

to Data 7, 9, 10, 13, and 14 while 16 mixtures are better for Data 3, 6, and 8. For

3In this case, we can see that only 4 mixture Gaussians (with diagonal covariance matrices) in GMMs
are not enough to represent speaker-specific characteristics in cluster data, which can be suppoted by the
previous research in [53].
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Table 4.2: Performance comparison of the two conventional cluster modeling approaches
in terms of speaker error time rate (%). N : single Gaussian cluster modeling and λx:
GMM cluster modeling with x mixture components.

Data Source

1 2 3 4 5 6 7 8

N 7.0 19.3 10.6 2.7 15.1 7.5 13.2 25.6

λ4 30.9 20.8 25.8 9.3 25.2 21.5 14.0 20.4

λ8 13.7 13.8 8.1 8.6 29.5 7.4 7.0 21.5

λ16 12.9 16.9 6.2 4.1 20.2 7.0 10.9 16.3

λ32 10.3 10.0 18.4 4.7 15.9 9.5 9.1 26.4

Data Source

9 10 11 12 13 14 15 Avg.

N 23.6 7.6 9.1 9.7 23.4 27.0 29.2 15.4

λ4 20.6 13.1 27.8 12.4 29.4 27.6 38.7 22.5

λ8 10.9 2.5 9.9 13.4 10.5 22.8 30.2 14.0

λ16 12.3 7.8 10.3 9.1 33.3 27.1 29.2 14.9

λ32 12.0 5.2 10.0 8.7 28.7 30.7 28.7 15.2

Data 2, 12, and 15, 32 mixtures are relatively superior to 8 or 16. This suggests that in

order to obtain the best clustering performance in the GMM cluster modeling approach

we need to optimize the number of mixture components for every data source. This is

impractical because there is no theoretical way yet to find out the optimal number of

mixture Gaussians in GMMs depending upon input data sources. Thus, there is still a

need for a more adaptive and reliable way of modeling clusters during AHSC.

Another demerit of the GMM cluster modeling approach is well depicted in Figure

4.2, which shows comparison of the processing time4 of AHSC depending upon cluster

modeling approaches. From this figure it is so easy to confirm that the GMM approach

requires by far more time than the single Gaussian approach. For example, the process-

ing time for Data 3 by the GMM approach with 32 mixture components is more than

4For this experiment, an MS-Windows machine with the Intel Pentium-4 3.2GHz CPU was used. The
number of iterations in the EM procedures for each GMM parameter estimation was fixed at 15. After
15 iterations we can empirically assume that there is no significant change in likelihoods for GMMs.
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Figure 4.2: Processing time comparison of the two conventional cluster modeling ap-
proaches. (For the GMM approach, four different mixture numbers are compared, i.e., 4,
8, 16, and 32.) (a) Full-shot version. (b) Zoomed-in version.

22hrs and is approximately 1500 times that by the single Gaussian approach, which is

prohibitive in practice. This high computational cost is mainly due to the EM proce-

dures for GMM parameter estimation and is unavoidable in the GMM cluster modeling

approach, because in the EM procedures there are no closed form relations like Eqs. (4.4)

and (4.5) and thus the parameters of the merging-hypothesized clusters used for GLR-

based inter-cluster distance measurement should be newly estimated for every possible

cluster pair. Therefore, the processing time of the GMM approach exponentially increases

in proportion to the total amount of input speech data.

Figure 4.3 presents another minor issue in the GMM cluster modeling approach, i.e.

performance variation due to initial randomness in the EM procedures for GMMs. In this

figure clustering performance for Data 13 is shown, and we can clearly see the session-

to-session variation of speaker error time rate in every number of mixture Gaussians

considered. The variations of the error rates in all the GMM approaches are so large that

we cannot claim that the GMM approach is in general better than the single Gaussian
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Figure 4.3: Clustering performance variation for Data 13 in the GMM cluster modeling
approach. The circles denote speaker error time rates for the respective 10 sessions of the
GMM approach with four different numbers of mixture components (i.e., 4, 8, 16, and
32), and the bold crosses are the corresponding mean values. The horizontal line presents
the speaker error time rate obtained from the single Gaussian cluster modeling approach,
which is 23.4%.

approach in terms of performance. Only the GMM approach with 8 mixture components

shows lower error rates than the single Gaussian approach despite such performance vari-

ation5. However, as aforementioned, the value of 8 mixture components is not universally

optimal across data sources.

From all these examinations and comparisons of the two conventional cluster modeling

approaches for GLR-based inter-cluster distance measurement within the framework of

AHSC in this section, we are able to confirm a need for a new cluster modeling approach,

which not only requires moderate computational cost but also has dynamic representation

capability. In the next section, we propose such an alternative method to overcome the

disadvantages of the conventional cluster modeling approaches.

5Nevertheless we can still see one outlier worse than the speaker error time rate by the single Gaussian
approach in Figure 4.3.
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4.3 Incremental Gaussian Mixture Cluster Modeling

For GLR-based inter-cluster distance measurement within the framework of AHSC, ideal

cluster modeling should:

• Keep clusters well represented in terms of speaker-specific characteristics through-

out the whole AHSC procedures as cluster sizes continue to increase due to merging

recursions.

• Be reliable in terms of performance across data sources or sessions.

• Have moderate computational complexity so that it is feasible in practice.

To achieve all these, we introduce a novel cluster modeling approach in this section,

named incremental Gaussian mixture cluster modeling.

4.3.1 Proposed cluster modeling approach

For this new cluster modeling approach, we devise a simple but dynamic distribution

for AHSC, called an incremental Gaussian mixture model (IGMM), which increments

mixture components from one Gaussian to multiple Gaussians by summing the PDFs of

the respective distributions for merging clusters to represent a newly merged cluster. The

details of the incremental Gaussian mixture or IGMM cluster modeling approach are as

follows:

• Every initial cluster is modeled by a multivariate normal distribution.

• Any newly merged or merging-hypothesized cluster is modeled by a distribution

whose PDF is determined by the weighted sum of the PDFs of the respective dis-

tributions for the two clusters involved in (potential) merging. The weights for the

two PDFs are the normalized cardinalities of the clusters considered, respectively.

In this approach, all the three clusters (i.e., two clusters under consideration: x and

y, and a merging-hypothesized cluster: z) considered within the framework of GLR-

based inter-cluster distance measurement are thus represented by IGMMs, θIGMM
x =
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IGMM({mi
x,Σ

i
x, w

i
x}νxi=1), θ

IGMM
y = IGMM({mi

y,Σ
i
y, w

i
y}

νy
i=1), and θIGMM

z = IGMM({mi
z,

Σi
z, w

i
z}νzi=1). The IGMM parameters are given as below:

• The numbers of mixture Gaussians in θIGMM
x and θIGMM

y , νx and νy, are equal to the

numbers of the initial clusters that have been merged to make x and y, respectively.

In general, νx ̸= νy. Since we can express x and y as x = {x1,x2, · · ·,xνx} and

y = {y1,y2, · · ·,yνy}, respectively, where {xi}νxi=1 and {yi}νyi=1 are all initial clusters,

and z = x ∪ y = {x1,x2, · · ·,xνx ,y1,y2, · · ·,yνy}, then the number of mixture

components in θIGMM
z is νz = νx + νy.

• The weights wi
x and wi

y are |xi|∑νx
j=1 |xj | and |yi|∑νy

j=1 |yj | , respectively, where | · | de-

notes cardinality. Thus, {wi
z}νxi=1 =

{
|xi|∑νx

j=1 |xj |+
∑νy

j=1 |yj |

}νx

i=1

and {wi
z}νzi=νx+1 ={

|yi|∑νx
j=1 |xj |+

∑νy
j=1 |yj |

}νy

i=1

.

• The mean vectors and (full) covariance matrices in θIGMM
x and θIGMM

y are those of

model distributions for the constituent initial clusters of x and y, respectively, i.e.,

IGMM({mi
x,Σ

i
x}νxi=1) = {N (mxi ,Σxi)}νxi=1 and IGMM({mi

y,Σ
i
y}

νy
i=1) = {N (myi ,Σyi)

}νyi=1. Thus, IGMM({mi
z,Σ

i
z}νxi=1) = {N (mxi ,Σxi)}νxi=1 and IGMM({mi

z,Σ
i
z}νzi=νx+1) =

{N (myi ,Σyi)}νyi=1.

As a consequence, Eq. (4.1) can be rewritten in this cluster modeling approach as follows:

GLR (x,y) = ln
p (x,y|H1)

p (x,y|H2)

= ln
p(x|θIGMM

x ) · p(y|θIGMM
y )

p(z|θIGMM
z )

= ln

∑νx
i=1w

i
x · p(x;mi

x,Σ
i
x) ·

∑νy
i=1w

i
y · p(y;mi

y,Σ
i
y)∑νz

i=1w
i
z · p(z;mi

z,Σ
i
z)

= ln

∑νx
i=1w

i
x · p(x;mxi ,Σxi) ·

∑νy
i=1w

i
y · p(y;myi ,Σyi)∑νx

i=1w
i
z · p(z;mxi ,Σxi) +

∑νy
i=1w

νx+i
z · p(z;myi ,Σyi)

. (4.7)
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Figure 4.4: Performance comparison of the proposed and two conventional cluster mod-
eling approaches in terms of speaker error time rate (%). For this comparison, the best
performance of the GMM approach for each data source was chosen among the 4 candi-
dates (4, 8, 16, and 32 mixture components).

4.3.2 Comparison and analysis

The proposed IGMM cluster modeling approach has several merits compared to the two

conventional approaches. The first advantage is that the numbers of mixture compo-

nents in IGMMs keep increasing during AHSC. This is because the number of component

mixtures in the IGMM representing any newly merged cluster is determined by the sum

of the numbers of mixture Gaussians in the IGMMs representing the clusters involved

in merging. In other words, smooth transition from a single Gaussian distribution for

modeling every initial cluster to multiple Gaussian mixtures for larger clusters generating

from merging recursions occurs during AHSC. For this reason, the IGMM cluster model-

ing approach can provide dynamic cluster representation capability throughout the whole

AHSC procedures. Considering that both of the conventional cluster modeling approaches

have limitation in this regard, i.e., limited representation capability for large clusters in

the single Gaussian approach and overfitting for small clusters in the GMM approach, we
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Figure 4.5: Processing time comparison of the proposed and two conventional cluster
modeling approaches. (For the GMM approach, four different mixture numbers are com-
pared, i.e., 4, 8, 16, and 32.) (a) Full-shot version. (b) Zoomed-in version.

can say that this new cluster modeling approach compromises the two conventional ap-

proaches efficiently. As a consequence, it can provide better clustering performance than

the two conventional approaches. This claim is verified by experimental results in Figure

4.4, which compares the proposed and two conventional cluster modeling approaches in

terms of speaker error time rate. From this figure, we can easily observe that the pro-

posed approach provides much better clustering performance than the single Gaussian

approach by around 30% (relative) on average over the entire 15 data sources while it

gives as comparable error rate as the GMM approach. Note that, in this comparison, we

chose the best performance among the 4 candidates (4, 8, 16, and 32 mixture compo-

nents) for each data source in the case of the GMM approach. Considering this, we can

insist that the proposed approach has even better performance than the GMM approach.

According to our comparison test (not shown here), average speaker error time rate by

the IGMM cluster modeling approach is lower than that by the highest-performing GMM

approach with 8 mixture components by approximately 20% (relative).
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The second merit of the proposed cluster modeling approach is that despite many

mixture Gaussians in IGMMs the approach requires only moderate computational com-

plexity, which makes it much more feasible in practice than the GMM approach. Figure

4.5 shows this advantage of the IGMM approach by comparing processing time. It is

clear from this figure that the computational cost of the IGMM approach is a lot less

than that of the GMM approach, and as comparably small as that of the single Gaussian

approach. For instance, the processing time of the IGMM cluster modeling approach for

Data 3 is impressively about 3.5mins while that of the GMM approach with 32 mixture

components is more than 22hrs (also mentioned in Section 4.2.2.3). The interesting fact

is that according to our observation there are 5 clusters finally remaining at the optimal

stopping point for AHSC on Data 3, and the numbers of mixture Gaussians in the cor-

responding IGMMs for the clusters are 343, 91, 78, 68, and 31, respectively. The main

reason why the IGMM approach has relatively low computational complexity although

there are much more mixture components involved than the GMM approach is that there

is no complex process for parameter estimation like the EM procedures. Instead, like the

single Gaussian approach, the right-hand side in Eq. (4.7) can be simplified into a closed

form based on cross-likelihood6 between initial clusters. To verify this, let us go back to

Eq. (4.7). From the definition of cross-likelihood, the first term of the numerator in Eq.

(4.7) can be rewritten as

νx∑
i=1

wi
x · p(x;mxi ,Σxi)

=

νx∑
i=1

wi
x · p(x1,x2, · · ·,xνx ;mxi ,Σxi) =

νx∑
i=1

wi
x

νx∏
j=1

p(xj ;mxi ,Σxi) =

νx∑
i=1

wi
x

νx∏
j=1

Lxj |xi .

(4.8)

6We define cross-likelihood between initial clusters as follows. Suppose that we have two initial clusters
xi and xj , and the respective single Gaussian models θNxi = N (mxi ,Σxi) and θNxj = N (mxj ,Σxj ). The
cross-likelihoods of the two clusters, Lxi|xj and Lxj |xi , are defined as p(xi;mxj ,Σxj ) and p(xj ;mxi ,Σxi),
respectively.
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Similarly, the second term of the numerator can be simplified into

νy∑
i=1

wi
y · p(y;myi ,Σyi) =

νy∑
i=1

wi
y

νy∏
j=1

Lyj |yi . (4.9)

The denominator can be also rewritten in the similar way as

νx∑
i=1

wi
z · p(z;mxi ,Σxi) +

νy∑
i=1

wνx+i
z · p(z;myi ,Σyi)

=

νx∑
i=1

wi
z · p(x1, · · ·,xνx ,y1, · · ·,yνy ;mxi ,Σxi) +

νy∑
i=1

wνx+i
z · p(x1, · · ·,xνx ,y1, · · ·,yνy ;myi ,Σyi)

=

νx∑
i=1

wi
z

νx∏
j=1

p(xj ;mxi ,Σxi)

νy∏
j=1

p(yj ;mxi ,Σxi) +

νy∑
i=1

wνx+i
z

νx∏
j=1

p(xj ;myi ,Σyi)

νy∏
j=1

p(yj ;myi ,Σyi)

=

νx∑
i=1

wi
z

νx∏
j=1

Lxj |xi

νy∏
j=1

Lyj |xi +

νy∑
i=1

wνx+i
z

νx∏
j=1

Lxj |yi

νy∏
j=1

Lyj |yi . (4.10)

Eq. (4.7) thus can be rewritten as

GLR (x,y)

= ln

∑νx
i=1w

i
x

∏νx
j=1 Lxj |xi ·

∑νy
i=1w

i
y

∏νy
j=1 Lyj |yi∑νx

i=1w
i
z

∏νx
j=1 Lxj |xi

∏νy
j=1 Lyj |xi +

∑νy
i=1w

νx+i
z

∏νx
j=1 Lxj |yi

∏νy
j=1 Lyj |yi

.

(4.11)

If we calculated the cross-likelihoods of every pair of initial clusters beforehand, there

would be thus no additional computational cost for direct parameter estimation and

likelihood calculation at every inter-cluster distance measurement in the IGMM cluster

modeling approach. The cross-likelihood computation does not take relatively long as

empirically verified by Figure 4.5 although its complexity increases in proportion to the

number of initial clusters.
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Another merit of the proposed approach is that, because of no randomization, per-

formance variation would not occur from session to session in contrast to the GMM

approach. This advantage can boost the relibility of AHSC performance.

4.4 Conclusions

In this chapter we proposed the incremental Gaussian mixture cluster modeling approach

for GLR-based inter-cluster distance measurement within the framework of AHSC. The

proposed approach addressed the limitations of the two conventional cluster modeling ap-

proaches, i.e., single Gaussian and GMM cluster modeling, by smoothly updating cluster

models from normal distributions to GMMs with multiple mixture components during

AHSC. Apart from this, the IGMM approach requires only moderate computational cost

compared to the GMM approach. By this low complex and dynamic cluster modeling ap-

proach, we obtained clustering performance improvement in terms of speaker error time

rate by approximately 30% and 20% (relative) against the single Gaussian and GMM ap-

proaches, respectively. These performance improvements obtained from our work suggest

that the proposed cluster modeling approach enhanced the reliability of AHSC perfor-

mance across input speech data.

The results of this work could be extended to speaker modeling in the research field

of speaker recognition. Currently, speaker modeling is performed based on GMMs with

a fixed number of mixture components like 16 or 32, but we still do not know how

many mixture Gaussians would be necessary for the optimal modeling of speaker-specific

characteristics. Based on our intuition it should be speaker-dependent, but there is no

canonical method yet to derive the proper number of mixture components in GMMs for

speaker-specific representation of data. The cluster modeling approach proposed in this

chapter does not require any fixed number for mixture Gaussians beforehand, so it might

be able to be a good alternative to the conventional GMM-based speaker modeling.
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Chapter 5

Reliable Speaker Diarization based on Robust AHSC

5.1 Introduction

In this chapter we extend our research results on robust speaker clustering under the

variation of input speech data toward one application domain, by applying them to one

of main speaker clustering applications, i.e., speaker diarization. In the research field of

speaker diarization, the robustness problem of diarization performance has been a big

issue as well and is definitely caused by speaker clustering, which plays a decisive role

in current state-of-the-art speaker diarization systems. This chapter is organized as fol-

lows. In Section 5.2, we first take a general, but closer look at speaker diarization and

its various uses. In Section 5.3, based on the previous research results in Chapters 2, 3,

and 4, we propose our own speaker diarization system equipped with sequential cluster-

ing for speaker change detection, and ICR-based stopping point estimation and IGMM

cluster modeling for speaker clustering. In Section 5.4, we also propose clustering perfor-

mance refinement schemes in the framework of speaker diarization, which can enhance

the reliability of diarization performance across data sources. We conclude this chapter

in Section 5.5 with the final remarks on robust speaker clustering in a speaker diarization

perspective.
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Figure 5.1: Speaker diarization: (a) Block diagram of a speaker diarization system. (b)
Step-by-step graphical interpretation of how a given audio source is transcribed (in terms
of “who spoke when”) by speaker diarization.

5.2 Speaker Diarization

Speaker diarization refers to the automatic process of dividing a given audio source,

predominantly using speech, into speaker-specific segments by transcribing it in terms of

“who spoke when” [63]. Such speaker-specific segmentation done by speaker diarization

can be beneficial and have many applicable areas, such as for automatic speech recog-

nition. For instance, speaker diarization enables selecting speaker-specific data that can

be utilized for unsupervised speaker adaptation. It also can help provide statistics that

rely on speaker-specific information, such as frequency of speaking turn change, average

speaking time per turn, number of speakers, speaking time distribution over speakers,

and so on. These statistics are useful for multimedia content analysis. Because of its

broad significance, speaker diarization is currently regarded as one of the main categories

evaluated in the Rich Transcription (RT) Evaluation led by NIST.

Many state-of-the-art speaker diarization systems have a basic structure in common

as shown in Figure 5.1, consisting of three main steps following audio feature extraction.

One is speech/non-speech detection, which separates target speech regions from a given

audio source. The others are speaker change detection and speaker clustering. Speaker
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change detection identifies potential speaker changing points in each speech region, and

further divides the speech region into smaller speaker-specific segments. Speaker cluster-

ing classifies the resultant segments by speaker identity to append a unique label to the

segments belonging to the same speaker class. These two steps are in general performed

in the order mentioned, i.e., speaker change detection followed by speaker clustering.

The overall performance of speaker diarization systems is evaluated by diarization

error rate (DER). This performance indicator for speaker diarization is defined by NIST

as the sum of three constituent error rates: false alarm speaker time rate, missed speaker

time rate, and speaker error time rate. The first twos jointly indicate how precisely

speech/non-speech detection is performed, while the last one solely tells how well speaker

change detection and speaker clustering coordinate. Recent research papers demonstrated

the dominance of speaker error time rate over the other error rates in deciding DER, and

besides its severe variability across data sources [63], [30].

Among those two steps in speaker diarization, speaker clustering is more critical than

speaker change detection in terms of impact on DER. Furthermore, serial concatenation

of speaker change detection and speaker clustering in typical speaker diarization systems

could require speaker clustering to be more precise in terms of performance. Speaker

change detection is typically tuned not to miss speaker changing points in given speech

regions at the cost of false alarms because, if actual speaker changing points were missed

during speaker change detection, there would be no chance for them to be recovered (or re-

detected) by speaker clustering. The segments unnecessarily divided due to false alarms

during speaker change detection, on the other hand, could be possibly merged through

speaker clustering. As a consequence, such a tuning pattern for speaker change detection

in typical speaker diarization systems results in not so many detection errors, but cannot

help burdening speaker clustering with a large number of short speech segments. (It is

generally more difficult to classify short speech segments by speaker-specific character-

istics, as we have seen in Chapter 3, than to classify long ones because speaker-specific

identification requires long speech utterances (at least longer than 3 seconds) [51–53].)
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Thus, it is very important to make speaker clustering work properly for reliable speaker

diarization.

In this regard, in the next section, we implement a more reliable speaker diarization

system based on robust AHSC approaches, which have been dealt with in this dissertation

thus far. Specifically, we utilize ICR-based stopping point estimation and IGMM cluster

modeling for this purpose. In addition, we also exploit the merit of the third modified

version of AHSC in Section 3.3.3 for speech/non-speech detection and speaker change

detection in this system. We call this proposed system the SAIL speaker diarization

system.

5.3 SAIL Speaker Diarization System

In this section we propose a novel speaker diarization system based on robust speaker

clustering. The proposed SAIL speaker diarization system has the same structure as

other state-of-the-art speaker diarization systems have: speech/non-speech detection,

speaker change detection, and speaker clustering. It first applies a sequential clustering

concept to segmentation of a given audio data source, and then performs AHSC for

speaker-specific classification (or speaker clustering) of speech segments. The speaker

clustering algorithm utilizes an IGMM cluster modeling strategy for inter-cluster distance

measurement, and ICR-based stopping point estimation to properly stop the recursion of

AHSC. Before explaining the details of each step in the system, let us describe the data

sets and experimental setup used in this chapter.

5.3.1 Data Description and Experimental Setup

Tables 5.1 and 5.2 present the two data sets (training and testing) used for the experiments

reported in this chapter. The training data set is used for tuning the whole speaker

diarization system, while the testing data set is used for performance evaluation. All

the data sources in the data sets were chosen from the ICSI, NIST, and USC meeting
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Table 5.1: Training data set.

Source Name Length (min:sec) No. of Speakers

1 ICSI Bmr018 20:01 7

2 ICSI Bro003 20:00 7

3 ICSI Bsr001 20:00 8

4 NIST 20020214 19:59 6

5 NIST 20030925 19:59 4

Table 5.2: Testing data set.

Source Name Length (min:sec) No. of Speakers

1 ICSI Bdb001 19:57 5

2 ICSI Bed015 20:00 6

3 ICSI Bmr013 20:01 7

4 ICSI Bed002 20:01 6

5 NIST 20011115 17:52 4

6 NIST 20030702 20:00 4

7 NIST 20031215 19:57 5

8 USC 200804011207 17:23 5

9 USC 200804011259 6:28 4

10 USC 200804011325 19.41 4

speech corpora, and are distinct from one another in terms of the number of speakers and

meeting topics (not given in the tables).

In order to measure DER, we use a scoring tool distributed by NIST, i.e., md-eval-

v21.pl1. This tool calculates DER as the sum of missed speaker time rate, false alarm

speaker time rate, and speaker error time rate.

5.3.2 Speech/Non-Speech Detection

The proposed speech/non-speech detection step in the SAIL speaker diarization system is

based on leader-follower clustering (LFC) [18], which is a well-known sequential clustering

1Available at http://www.nist.gov/speech/tests/rt/2006-spring.

88



Algorithm 7 Leader-Follower Clustering (LFC)

Require: {xi}, i = 1, ..., n̂: data sequentially incoming
θ: threshold

Ensure: Ci, i = 1, ..., n: clusters finally remaining
1: C1 ← {x1}, n← 1,m← 1
2: do m← m+ 1
3: Ĉ ← {xm}
4: i← argmin d(Cj , Ĉ), j = 1, ..., n
5: if d(Ci, Ĉ) > θ
6: n← n+ 1
7: Cn ← Ĉ
8: else
9: merge Ĉ into Ci

10: until m = n̂
11: return Ci, i = 1, ..., n

strategy. As shown in Algorithm 7, LFC sequentially classifies incoming data, either by

having them merged to existing clusters or by generating new clusters for them. Decision

is made by comparing the minimum distance between each of incoming data and the

existing clusters with a pre-set threshold, and continues until there are no more data

available. The speech/non-speech detection step utilizes this sequential process of LFC,

as follows:

1. We divide the data source given for speaker diarization into 2s-long frames2 without

overlap, and perform LFC on all the frames.

2. LFC decides which cluster every incoming frame is the closest to, choosing from 1)

the silence cluster, 2) the universal background cluster, and 3) one of the existing

speaker clusters.

• If 1) is selected, the frame considered is labeled as silence.

• If 2) is chosen, a new speaker cluster for the frame is generated. (The frame

is newly labeled as well.)

2The reason that we select 2s as a frame length is that 2s is widely known to be the minimum window
length for reasonable segmentation results [13], [64], [17].
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Table 5.3: Performance comparison of the proposed speech/non-speech detection process
with and without updating the silence cluster, in terms of the two detection error rates
for the training data set.

Without Update With Update

False-Alarm Rate 2.80% 2.56%

Missed-Detection Rate 3.28% 4.46%

Total Detection Error Rate 6.08% 7.02%

• In case 3), the frame is merged to the corresponding speaker cluster. (It comes

to have the same label as the other frames in the cluster.)

3. The previous step is repeated until there remain no more incoming frames.

For this process, the silence and the universal background cluster should be generated

prior to LFC. (For reference, there is no speaker cluster initially other than these two

clusters. Speaker clusters are generated during LFC.) For the silence cluster, we gather

a total of 15s of 25ms-long audio chunks with the lowest energy from the entire data

source given for speaker diarization, assuming that silence spreads over the given data

source with various lengths at least longer than 25ms, and that the total length of such

silence chunks in the data source is at least longer than 15s overall. Empirically, 15s is

considered as enough amount to fully represent the spectral characteristics of silence. For

the universal background cluster, we use the given data source entirely. This huge cluster

works as if it is a source-dependent threshold for LFC, and thus we do not need to tune

such a certain threshold value prior to the process as shown (as θ) in Algorithm 7 in the

previous page.

Note that the silence cluster is not updated during the proposed sequential speech/non-

speech detection process, while the speaker clusters keep being updated through merging.

This is to preserve the initial purity of the silence cluster, which might be damaged by

incorrectly merging it with speech frames. Such contamination in the silence cluster could

be propagated over the entire process and thus result in a lower rate of speech detection.

As shown in Table 5.3, the proposed speech/non-speech detection process with updating
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the silence cluster would reduce the false-alarm rate at the relatively high cost of the

missed-detection rate. As a result, the sum of the two error rates would increase overall

in this case.

In the proposed speech/non-speech detection process, distance between the frame

considered and all the clusters is measured by GLR [26]. For a frame F and one of the

clusters C, GLR for the two objects is given as

GLR (F,C) =
p (F |ΘF ) · p (C|ΘC)

p (F ∪ C|ΘF∪C)
. (5.1)

Each object and the union of the objects are modeled by single Gaussian distributions

with full covariance matrices to compute the likelihoods in the equation above, and Θ is

a set of parameters in each normal distribution and is estimated toward maximizing the

likelihoods of data in F , C, and F ∪ C for the respective model distributions.

5.3.3 Speaker Change Detection

For speaker change detection, we use the result of the previous process for speech/non-

speech detection. As shown in the previous subsection, every 2s-long incoming frame

to LFC is labeled as silence or one of the speaker tags assigned to the speaker clusters,

respectively. In other words, all the frames except silence frames have the respective

speaker tags, which means that we already have the boundary information of potential

speaker changing points in the given data source. Therefore, using this information,

we can further divide the data source into speaker-specific segments, each of which is

surrounded by two consecutive boundaries. Every resultant segment becomes an initial

cluster for AHSC in the next step.

5.3.4 Speaker Clustering

In this subsection, we apply our work in Chapters 2 and 4 to the framework of SAIL

speaker diarization. Let us start this section by briefly investigating how AHSC works
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Algorithm 8 Agglomerative Hierarchical Speaker Clustering (AHSC) revisited

Require: {xi}, i = 1, ..., n̂: speaker-specific segments
Ĉi, i = 1, ..., n̂: initial clusters

Ensure: Ci, i = 1, ..., n: clusters finally remaining
1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: i, j ← argmin d(Ĉk, Ĉl), k, l = 1, ..., n̂, k ̸= l
4: merge Ĉi and Ĉj

5: n̂← n̂− 1
6: until DER is estimated to reach the lowest level
7: return Ci, i = 1, ..., n

in the SAIL speaker diarization system. As shown in Algorithm 8, AHSC considers the

speaker-specific segments given from speaker change detection as individual initial clus-

ters, and recursively merges the closest pair of clusters in terms of speaker-specific char-

acteristics. Its recursive process continues until it is decided that extra cluster merging

would not improve speaker clustering performance any further, i.e. until DER is esti-

mated to reach its lowest level. All the segments in each of the clusters finally remaining

are identically labeled, and every cluster label is unique.

In order for AHSC to achieve reliable performance, two critical questions need to be

answered properly: 1) how to select the closest pair of clusters for merging at every recur-

sion step and 2) how to decide the optimal (recursion) stopping point where the lowest

DER would be achieved. In this context, our proposed speaker clustering method utilizes

two novel approaches to address the questions, respectively: IGMM cluster modeling and

ICR-based stopping point estimation.

5.3.4.1 IGMM Cluster Modeling

The inter-cluster distance measurement to select the closest pair of clusters at every

recursion step of AHSC is done by comparing GLR values for all possible cluster pairs.
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(Once such comparison is done, the cluster pair having the smallest GLR value is picked

for merging.) For two clusters Cx and Cy, GLR is presented as follows:

GLR (Cx, Cy) =
p (Cx|ΘCx) · p

(
Cy|ΘCy

)
p
(
Cx ∪ Cy|ΘCx∪Cy

) , (5.2)

where Θ is a set of parameters in each cluster model distribution. Unlike speech/non-

speech detection in Section 5.3.2, single Gaussian cluster modeling is not appropriate for

inter-cluster distance measurement in AHSC as discussed in Chapter 4. Therefore, we

utilize the IGMM cluster modeling approach in Chapter 4, which works as follows:

• Each initial cluster is modeled by a normal distribution with a full covariance matrix,

• For GLR computation in Eq. (5.2), the union of the clusters considered is modeled

by the distribution3 whose PDF is the weighted sum of the PDFs of the distributions

representing the clusters, respectively, and

• Any newly merged cluster is modeled by the distribution whose PDF is the weighted

sum of the PDFs of the respective distributions representing merging-involved clus-

ters, for GLR computation with other clusters at the subsequent recursion steps of

AHSC.

This approach during AHSC enables not only the smooth transition of cluster models from

single Gaussian distributions to GMMs, but also a gradual increase in the complexity of

GMMs (or the number of mixture components in GMMs). In this cluster modeling

method, Eq. (5.2) is thus written as below:

GLR (Cx, Cy) =
p (Cx|ΛCx) · p

(
Cy|ΛCy

)
p
(
Cx ∪ Cy|ΛCx∪Cy

) , (5.3)

3As a consequence, this distribution has a mixed form of weighted normal distributions, which is a
GMM.
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where ΛCx , ΛCy , and ΛCx∪Cy are sets of parameters in the IGMMs representing the

clusters considered, and the PDF of the distribution representing Cx ∪ Cy is simply

determined as follows:

fΛCx∪Cy
=

NCx

NCx +NCy

fΛCx
+

NCy

NCx +NCy

fΛCy
. (5.4)

In the above equation, N is the cardinality of the clusters, and f is the PDF of a model

distribution with Λ.

5.3.4.2 ICR-based Stopping Point Estimation

A conventional stopping point estimation method, which is based on BIC, checks if GLR

for the closest pair of clusters is greater than 0 using Eq. (5.3) at every recursion step

of AHSC [13]. However, as discussed in Chapter 2, this method is known to be unreli-

able (across data sources) in terms of estimation accuracy. In order to overcome such

unreliability, we utilize ICR-based stopping point estimation (proposed in Chapter 2)

here.

ICR for two clusters Cx and Cy is defined as

ICR (Cx, Cy) , 1

NCx +NCy

lnGLR (Cx, Cy) . (5.5)

From a viewpoint of information theory, this statistical measure between clusters repre-

sents how much entropy would be increased by merging the clusters considered. Thus,

it is natural to expect ICR to be small when the clusters considered are homogeneous

in terms of speaker-specific characteristics and each cluster is large enough to fully cover

the intra-speaker variance of the corresponding speaker identity. In other words, ICR

would be small when the clusters considered have the same speaker source and do not

need additional information in representing full speaker-specific characteristics. On the

contrary, ICR would be relatively large when the clusters considered are heterogeneous,

or when they are homogeneous but contain small size data to cover only a part of the
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Table 5.4: Comparison of 1) IGMM cluster modeling + ICR-based stopping point esti-
mation, and 2) single Gaussian cluster modeling + BIC-based stopping point estimation,
in terms of speaker-error-time rate for the testing data set. λ = 25.0 (for BIC-based stop-
ping point estimation) and η = 0.225 (for ICR-based stopping point estimation), which
are tuned based on the training data set.

1) 2)

Speaker-Error-Time Rate 17.79% 22.75%

whole speaker-specific characteristics. As a consequence, ICR could properly work as a

measure to decide homogeneity for clusters only if every cluster considered were large

enough to fully represent the characteristics of the corresponding speaker identity.

Based on this, the ICR-based stopping point estimation method for AHSC in the

SAIL speaker diarization system

1. Waits until AHSC reaches the end of its process, i.e., until all the initial clusters

are merged to one big cluster.

2. For the pair of clusters merged at the last recursion step of AHSC, Cx and Cy,

computes ICR.

3. Compares ICR with a pre-set threshold η. If ICR (Cx, Cy) > η, decides that Cx

and Cy are heterogeneous in terms of speaker-specific characteristics and considers

the pair of clusters merged at the next latest recursion step. Otherwise, stops

considering the merged clusters and selects the recursion step previously considered

as the final stopping point.

Like the conventional BIC-based one, this stopping point estimation method depends

upon the reasoning that every merging after the optimal stopping point would occur

only between heterogeneous clusters. The reason why its consideration of the merged

clusters starts from the pair of clusters merged at the last recursion step of AHSC (i.e.,

the opposite direction to the one used in the BIC-based method) is that such a strategy

can make ICR properly work as a homogeneity measure by handling large clusters only.
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5.3.4.3 Comparison

Table 5.4 shows comparison of our proposed approaches versus the conventional ones

to cluster modeling and stopping point estimation for AHSC. The proposed techniques

resulted in improvement of 4.96% (absolute) and 21.80% (relative) in terms of speaker

clustering performance (i.e., speaker error time rate) in the end-to-end speaker diarization

system. This improvement is directly connected to the enhancement of the proposed

speaker clustering strategies in terms of performance reliability.

5.3.5 Experimental Results

Figure 5.2 presents the overall performance of the proposed SAIL speaker diarization sys-

tem on non-overlapped speech in the testing data set, in terms of DER. The lowest DER

(6.77%) was achieved for Data 9 while the highest one (40.32%) was obtained for Data

10. Average DER is 21.90%. These results are quite comparable with those in the recent

RT evaluations. (However, fair comparison with other state-of-the-art speaker diarization

systems is practically impossible in this dissertation because system performance varies

across data sources and our training/testing data sets are different from those used for

the RT evaluations, and the best way to do such a fair comparison would be to join in

any RT evaluation and compete with the other systems.)

One interesting observation is that, despite our proposed approaches to robust speaker

clustering, speaker error time rate for some data sources such as Data 4, 6, and 10 still

show a huge difference from that for the others, which means that there exists a room

for further development in the reliability of AHSC performance. A main reason for such

relatively bad results at Data 4, 6 and 10 was a lot of wrong merging between hetero-

geneous clusters (in terms of speaker-specific characteristics) during AHSC. This also

caused mismatch between the optimal and the estimated stopping point, which led to

severe DER degradation overall compared to the DERs for the other test data sources.

The biggest contributor to this phenomena in speaker clustering in the framework of
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Figure 5.2: Performance of the proposed SAIL speaker diarization system on non-
overlapped speech in the testing data set, in terms of DER.

speaker diarization is incorrect speaker change detection, which causes many speech seg-

ments (i.e., individual initial clusters in AHSC) to have more than one speaker sources

in them. Due to their mixed statistical characteristics, those segments can confuse inter-

cluster distance measurement and result in a series of incorrect merging during AHSC. In

addition, considering that we handle spontaneous meeting conversations speech as data

sources for speaker diarization, some segments cannot help containing overlapped speech

parts, which naturally happen in real-life conversations. These kinds of ‘impure’ speech

segments also can cause confusion in inter-cluster distance measurement. In the next sec-

tion, we introduce a method to overcome this problem in the framework of SAIL speaker

diarization for more reliable speaker diarization performance, as well as a high-level dia-

logue pattern modeling approach for better AHSC performance under speaker diarization

of meeting conversations speech.

5.4 Refined Speaker Clustering

In this section, we propose two approaches to making AHSC better and more refined in

terms of DER in the framework of SAIL speaker diarization. The first approach selects
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Figure 5.3: IGMM cluster modeling. {Ci}5i=1 are initial clusters for AHSC, and a and b
(a+b = 1) are weights for the respective constituent GMMs. The weights are determined
by the cardinalities of {C1, C2, C3} and {C4, C5}, respectively. This figure illustrates how
IGMMs grow through merging during AHSC.

representative speech segments when modeling clusters with IGMMs instead of using all

the segments available. This can avoid the negative effect of the aforementioned ’impure’

speech segments naturally generated throughout speaker change detection onto cluster

modeling and thus clustering/diarization performance. The second approach utilizes

interaction patterns between speakers in a given audio source for speaker diarization.

By modeling such a high-level dialogue pattern, it can provide more robust diarization

performance under the variation of input audio data. Let us start this section from

the first approach, by re-considering IGMM cluster modeling for inter-cluster distance

measurement in AHSC.

5.4.1 Selection of Representative Speech Segments

In IGMM cluster modeling, clusters are modeled as follows:

• Every (initial) cluster in the beginning of AHSC is represented by a normal PDF

with a sample mean vector and (full) covariance matrix.

• After merging during AHSC, a newly merged cluster is represented by the weighted

sum of the PDFs for the clusters being merged.

• The weights are determined by the normalized cardinalities of the merged clusters.
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In this way, the PDFs of cluster models not only have smooth transitions from normal

PDFs to the PDFs of GMMs but also obtain a gradual increase in the number of Gaussian

mixtures in the PDFs of GMMs. Computational complexity for this cluster modeling

approach is quite low because there are no training sessions in IGMMs like the (EM)

procedures used for conventional GMM training.

Figure 5.3 presents how the PDFs of IGMMs grow through merging in AHSC. In this

figure, GMM1 and GMM2 represent two clusters {C1, C2, C3} and {C4, C5}, respectively.

Each Ci is an initial cluster (i.e., individual input speech segment to AHSC). In the top

row of the figure, the two clusters that have gone through merging between the initial

clusters twice and once, respectively, are illustrated. Now suppose that these two clusters

are merged and a newly merged cluster {C1, C2, C3, C4, C5} is represented by GMM0,

depicted in the bottom part of the figure. The PDF of GMM0 is formed by the weighted

sum of the PDFs of GMM1 and GMM2.

In this cluster modeling framework, therefore, every initial cluster is modeled by the

PDF of a single Gaussian distribution, and once any initial cluster is merged into a larger

cluster during AHSC then the PDF of its cluster model contributes to the respective

IGMM by providing an individual Gaussian component. A problem is that some initial

clusters might contain data from more than one speaker source due to imprecise speaker

change detection or inherently overlapped speech in a given audio data source. The

Gaussian mixtures generated based on those ‘impure’ initial clusters degrade the capa-

bility of IGMMs that represents the statistical characteristics of the corresponding data

clusters. In this subsection, we propose a novel idea to address this problem in IGMM

cluster modeling: representative speech segment selection. The basic idea is that,

when modeling a certain, large cluster during AHSC, selecting representative initial sub-

clusters from the cluster would help because they can represent the cluster statistically

better.

Our way of choosing representative speech segments from a cluster is as follows. Let

us consider a cluster C. Suppose that the cluster has gone through merging and contains
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n initial clusters, i.e., C = {C1, C2, · · ·, Cn}, where {Ci}ni=1 are initial clusters. Then,

IGMM{C} = IGMM{C1, C2, ···, Cn} = λ(mi,Σi, wi)ni=1, where λ(·) is a GMM, mi and Σi

are the sample mean vector and (full) covariance matrix estimated from Ci, respectively,

and wi is a weight for the Gaussian component representing Ci in this GMM.

1. Compute the likelihood of the entire data in the cluster C for the PDF of every

single Gaussian component, i.e.,

{
p
(
C;mi,Σi

)}n

i=1
.

Note that we exclude weights {wi}ni=1 in likelihood computation. Otherwise, Gaus-

sian components with large weights in iGMMs would tend to have high likelihood

values, which is not desirable for a fair comparison in the next step.

2. Select N -best components in terms of likelihood, whereN is less than the total num-

ber of Gaussian mixtures in the respective IGMM. The initial clusters (or speech

segments) corresponding to the chosen N Gaussian components are considered rep-

resentative. The N components form a new GMM (with N mixtures), which we

call a refined IGMM for the cluster C.

3. During AHSC, repeat 1) and 2) for every newly merged cluster whose IGMM has

the number of Gaussian components greater than N . This can keep updating

representative speech segments for clusters throughout AHSC.

This is simply illustrated in Figure 5.4 where we reconsider {C1, C2, C3, C4, C5} and its

IGMM0 in Figure 5.3. Assuming that N = 3, {C2, C4, C5} are selected as representative

speech segments in this case and form a new, refined GMM with 3 Gaussian mixtures.

Note that our interest in this method is to see how universally individual Gaussian

components in the IGMM considered represent the entire cluster data. This is because

it is reasonable to regard speech segments that correspond to the Gaussian components

selected in terms of such universality as representative. This selective approach for cluster
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Figure 5.4: Selection of representative speech segments for improved IGMM cluster mod-
eling. In this case, C2, C4, and C5 are selected as representative speech segments to model
{Ci}5i=1.
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Figure 5.5: 1st-order Markov chain model for participant interaction patterns when the
estimated number of speakers is 4, where pij is the transition probability from the speaker
Si to the speaker Sj for 1 ≤ i, j ≤ m (m = 4 in this case).

modeling using a portion of the entire cluster data can refine representation capability in

cluster models in terms of not only keeping statistically representative speech segments

but also excluding potentially unnecessary or even degenerate speech segments.

5.4.2 Participant Interaction Pattern Modeling

In this section, we propose another idea to draw improvement in SAIL speaker diarization

of meeting conversations speech by refining speaker clustering performance regarding

interaction patterns between meeting participants. This idea was motivated by

the expectation that temporal dynamics between participants in meeting conversations

are informative from a diarization perspective [11]. Modeling such dynamics would help

in understanding the whole meeting speech and would reduce DER as a consequence.
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We estimate participant interaction patterns, which are meeting-dependent, based on

diarization results. For this purpose, we use an m-state 1st-order Markov chain model,

illustrated in Figure 5.5 as an example when the number of states is 4. The number

of states in this interaction pattern model is set to the number of clusters that remain

after AHSC. This number means the estimated number of speakers in the given meeting

speech. Each transition probability is decided as follows:

1. “Who spoke when” resulting from speaker diarization is used to count the number

of speaking turn transitions (Nij) from the speaker Si to the speaker Sj , where

1 ≤ i, j ≤ m. Every 2s-long segment, which is the smallest unit handled in our

speaker diarization system, is considered for transition number counting.

2. Average Nij with Ni, where Ni =
∑m

j=1Nij . Thus, each transition probability pij

(1 ≤ i, j ≤ m) is determined by

pij =
Nij

Ni
=

Nij∑m
j=1Nij

.

The estimated transition probabilities in this model are used as a priori information for

refinement of diarization results.

The refinement step performs a simple speaker identification task with considering

m GMMs4 as pre-trained speaker models. Specifically, it refines diarization results by

classifying every 2s-long segment into one of the clusters that remain after AHSC based

on maximum a posteriori. Suppose that GMMs for the clusters that remain after AHSC

are λi (1 ≤ i ≤ m) and the entire input meeting speech x can be split into L 2s-long

segments, i.e., x = {x1, x2, ·, ·, ·, xL}. The refinement step computes the likelihood of xl

(1 ≤ l ≤ L) for each λi and assigns the argument i providing the highest a posteriori to

xl as a speaker label, i.e.,

argmax
i

p (xl|λi) pji,

4These GMMs are trained by the EM procedures over representative speech segments in the respective
clusters. The number of Gaussian mixtures is empirically set to 32.
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Table 5.5: Improved speaker diarization performance with the two approaches proposed
in this section, i.e., representative speech segment selection and participant interaction
pattern modeling. For the former approach we empirically set N = 32. Performance
comparison is given in terms of average DER (%) across 10 data sources in the testing
data set in Section 5.3.1.

DER

Baseline Performance 21.90

+ Representative Speech Segment Selection 16.76

+ Participant Interaction Pattern Modeling 14.49

where pji is the transition probability from the speaker Sj to the speaker Si in the

estimated interaction pattern model and it is assumed that the speaker label j is assigned

to xl−1.

5.4.3 Experimental Results

Table 5.5 presents speaker diarization performance by our original SAIL speaker diariza-

tion system in Section 5.3 and the modified system with the two approaches proposed in

this section, in terms of average DER across data sources in the testing data set given

in Section 5.3.1. The main reason for the diarization performance increase in the modi-

fied system with selection of representative speech segments for IGMM cluster modeling

(21.90% → 16.76%, 23.47% relative improvement) is that the proposed approach helped

not only in choosing the closest pair of clusters at every recursion step of AHSC properly

but also in estimating the optimal stopping point for AHSC accurately. This indicates

that selecting speech segments with representativeness is better for IGMM cluster model-

ing than using the entire data in clusters. This claim is reasonable because clusters could

contain unnecessary or defective data from a cluster representation perspective due to in-

correct speaker change detection or wrong merging during AHSC and there is, therefore,

a significant need to keep purifying such clusters throughout AHSC for better cluster-

ing performance. From the table, we can also see that the second approach contributed

to DER reduction as well (13.54% relative improvement), as expected. It is especially
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Figure 5.6: Performance of the modified SAIL speaker diarization system on non-
overlapped speech in the testing data set, in terms of DER.

meaningful in this high-level modeling approach that interaction patterns between par-

ticipants, which are hard to be universally modeled due to their data-dependency, can

be mathematically represented in an unsupervised fashion based on diarization results.

Note that a very accurate stopping point estimation for AHSC is required in the proposed

approach because the number of states, m, in the 1st-order Markov chain model for in-

teraction patterns is determined by the number of the clusters that remain after AHSC.

This is already bolstered in the modified speaker diarization system by the first approach

proposed in this section as well as the ICR-based stopping point estimation method.

Figure 5.6 shows how much the proposed approaches improve the reliability of AHSC/diarization

performance across data sources in the testing data set more explicitly. Being compared

with baseline performance (which was also shown in Figure 5.2 in Section 5.3.5), the

improved performance by the modified speaker diarization system, particularly for Data

4, 6, and 10, indicates that the SAIL speaker diarization system with the two refinement

methods for robust speaker clustering performance can further enhance the reliability of

diarization performance under the variation of input data sources.
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5.5 Conclusions

In this chapter, we implemented the SAIL speaker diarization system not only with our

research results from work on robust speaker clustering in the previous chapters, but also

with refinement schemes to further improve speaker clustering performance, based on 1)

representative speech segment selection for IGMM cluster modeling and 2) interaction

pattern modeling. The proposed speaker diarization system showed much improvement

in terms of performance reliability under the variation of input data sources.

Important future work includes finding a way of robustly dealing with overlapped

speech in this framework of speaker diarization. Although the first approach proposed

in Section 5.4 provided some prototypical ideas in this regard, i.e., selective clustering

of data can maintain or even boost representativeness in cluster models, there must

be a long way to a state-of-the-art level of handling overlapped speech from a speaker

clustering/diarization viewpoint. We keep working on this topic.
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Chapter 6

Conclusions

6.1 Contributions

In this dissertation, we dealt with one big, yet unsolved, issue in the research field of

speaker clustering: unreliable clustering performance under the variation of in-

put speech data. For this, we focused on two main perspectives in the framework

of agglomerative hierarchical speaker clustering (AHSC): stopping point estimation and

inter-cluster distance measurement. In Chapter 2, we addressed the robustness problem

of the BIC-based stopping point estimation method for AHSC under the variation of input

speech data. For this, we first took a short review of GLR and BIC, and then investigated

a main reason for the problem considered. This investigation led to understanding why

a new statistical distance measure between clusters is needed for more robust stopping

point estimation in AHSC under the variation of input speech data, which resulted in

our proposal of ICR. In addition, we introduced a stopping point estimation method for

AHSC based on ICR in this chapter. This stopping point estimation method was verified

through experimental results to be more robust to the variation of input speech data

than the conventional BIC-based one. In Chapter 3, we tackled the robustness problem

of the GLR-based inter-cluster distance measure from both viewpoints of early and late

AHSC recursion steps. For this, we first examined why the reliability of the GLR-based

inter-cluster distance measure severely varies across input data sources. Based on this
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examination, we proposed several modified versions of AHSC approaches to improve the

accuracy of the GLR-based inter-cluster distance measure, particularly at the early re-

cursion steps of AHSC. Then we proposed a supplement inter-cluster distance measure to

utilize the advantages of GLR and ICR in order to tackle the robustness problem of the

GLR-based inter-cluster distance measure at the late recursion steps of AHSC. All the

methods proposed in this chapter were compared with original AHSC in terms of aver-

aged performance across data sources, and were proven to provide benefit to the reliability

of the GLR-based inter-cluster distance measure and thus the overall speaker clustering

performance. In Chapter 4, we introduced incremental Gaussian mixture cluster mod-

eling for inter-cluster distance measurement in AHSC. This dynamic cluster modeling

approach not only provided AHSC with as comparable clustering performance as the

conventional GMM-based one does, but also had a lot more feasibility in computational

complexity. In Chapter 5, we applied our research results to speaker diarization. For

this, we implemented our own speaker diarization system and further modified it with

two clustering performance refinement schemes.

6.2 Possible Future Research Topics

One potential future research direction is to identify the lower bound for cluster size

that guarantees ICR to be reliable as a statistical distance measure, more specifically

as a homogeneity decision measure, between the clusters considered. In Chapter 2, we

avoided the possibility that ICR would not work properly, by checking ICR-based inter-

cluster homogeneity starting from the pair of clusters merged at the last recursion step

of AHSC under the assumption that clusters at the late recursion steps of AHSC would

be large enough for reliable ICR. This assumption worked for the meeting conversation

excerpts used for the experiments presented in the chapter because most of the speaker

sources involved in the conversations generated enough speech utterances of which the

total length in time was longer than at least 30 seconds, respectively. Thus, at the
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late recursion steps of AHSC where the ICR-based stopping point estimation method

was usually applied, ICR could be reliable as an inter-cluster homogeneity measure as

expected. The assumption could be however broken for other data sources which have a

preponderance of short speech segments that are inadequate to reveal the corresponding

speaker-specific characteristics completely.

There are also several directions for future work regarding what was handled in Chap-

ter 3, including further refinements to the proposed, modified AHSC approaches. For

instance, in the third modified version of AHSC in the chapter, the threshold parameter

ζ determines the number of intermediate clusters, which is directly linked to the final

speaker error time rate. It was chosen empirically in this chapter, but finding ways for

optimally setting ζ would be beneficial in further enhancing clustering performance. As

another example, we might have to consider how to optimally fuse two different statistical

information on the same object for (GLR+ICR)-based inter-cluster distance measurement

at the late recursion steps of AHSC. In this chapter, we used soft rankings in terms of

GLR and ICR for that purpose, but it is not theoretically proven to be optimal to the task

considered. Establishing more systematic frameworks for selection of information fusion

methods could be one of valuable future research directions. In addition, as mentioned in

the middle part of this chapter, it would be a good research topic to find out a stopping

point estimation method for AHSC with the (GLR+ICR)-based inter-cluster distance

measure, other than the ICR-based one. A new stopping point estimation method should

be comparable to our proposed ICR-based one in terms of estimation accuracy, but needs

to use an inter-cluster homogeneity decision measure independent of ICR. Then it could

keep the advantages of the modified versions of AHSC and the (GLR+ICR)-based inter-

cluster distance measure valid even in practical applications.

The research results in Chapter 4 could be extended to speaker modeling in the

research field of speaker recognition. Currently, speaker modeling is performed based on

GMMs with a fixed number of mixture components like 16 or 32, but we still do not know
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how many mixture Gaussians would be necessary for the optimal modeling of speaker-

specific characteristics. Based on our intuition it should be speaker-dependent, but there

is no canonical method yet to derive the proper number of mixture components in GMMs

for speaker-specific representation of data. The cluster modeling approach proposed in

this chapter does not require any fixed number for mixture Gaussians beforehand, so it

might be able to be a good alternative to the conventional GMM-based speaker modeling.

6.3 Final Remarks

My Ph.D. research work on this topic is a tiny part of vast research effort now being

conducted within the research field of pattern classification, but I hope and believe that it

is a meaningful contribution to this field because the reliability issue of speaker clustering

performance across data sources has not been significantly tackled thus far although

there has been much recognition on the seriousness of this issue. The entire results in

this dissertation could be utilized for other data domains beyond speech data, particularly

where there exists similar data-dependency in clustering performance.
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