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Abstract

Magnetic Resonance Imaging (MRI) is a versatile imaging technique that allows probing of the

various properties of the soft-tissue within the body of living organisms and has been widely used for

diagnostic as well as research purposes. MRI has been very useful for studying the brain as it provides

an exceptional ability to study structural, functional and dynamic properties in a non-invasive fashion.

For example, diffusion MRI allows imaging of the microstructural details of soft-tissue by probing the

diffusion of water in tissue, while functional MRI allows the study of neuronal activity by probing blood

oxygenation levels as the subject performs a task or function. The availability of diverse in vivo image

contrasts facilitates the study of the brain by fusing information across multiple MRI images with differ-

ent contrast mechanisms. However, analysis with multi-contrast MRI poses image and signal processing

challenges. Different MRI sequences are required to obtain images with different tissue contrasts, which

unfortunately also results in artifacts that are unique to the MRI sequence used. A reliable analysis

of multi-contrast images requires the correction of image artifacts, co-registration of the images to es-

tablish a one-to-one mapping between voxels, use of appropriate models, filtering, and normalization

techniques to extract meaningful parameters from these data. In this dissertation, we present and validate

novel approaches and methods to address some of the challenges associated with multi-contrast MRI

image analysis.

Diffusion MRI frequently makes use of echo planar imaging (EPI) for fast acquisition. EPI is very

sensitive to inhomogeneity in the main magnetic field. These inhomogeneities are particularly pro-

nounced at air-tissue interfaces where there are large changes in magnetic susceptibility and can cause

severe local geometric distortion in the reconstructed EPI images. We present a new method for the dis-

tortion correction which uses an interlaced phase encoding scheme that exploits the dependency of dis-

tortion on phase encoding direction to obtain diffusion weighted images with differing distortion patterns

but without repetitive acquisition of the same diffusion weighted images, as done in the state-of-the-art

reversed-gradient method. The distorted diffusion-weighted images are corrected in a novel constrained

joint reconstruction formulation which leverages the prior knowledge about the smoothness of diffusion

processes and spatial smoothness of the images. Our approach demonstrates high-quality correction of

susceptibility-induced geometric distortion artifacts in diffusion MRI images and requires half the scan
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Abstract iii

time in comparison to the reversed-gradient method.

We also developed a robust image co-registration technique for T1- and T2-weighted brain images

which exploits the known inverted contrast relationships between these images to normalize the contrast

differences. This effectively transforms the inter-modal image registration problem to an intra-modal

problem which can leverage well-behaved similarity measures such as the sum of squared differences

and are substantially easier to solve. We use the contrast normalization technique for rigid alignment of

T1-weighted anatomical and diffusion images as well as for distortion correction of the diffusion images

in the absence of a field inhomogeneity map by formulating a non-rigid image registration problem with

physics-based constraints. Our contrast normalization approach demonstrates superior performance and

lower computation time as compared to mutual information based methods and other software tools.

Functional MRI (fMRI) is very useful in gaining insight into neuronal activity in the brain, however,

data are usually corrupted by noise and unwanted physiological signals. Analysis of such data typically

requires smoothing for improved sensitivity and visualization of the functional activity. We present a

new filtering approach for fMRI that is based on the concept of non-local means filtering and leverages

the temporal similarity in the functional data to adaptively weight the smoothing kernel. This reduces

the local intensity fluctuations by averaging across points which have similar time course without the

spatial blurring that occurs with linear filtering methods and enables direct visualization of the dynamic

brain activity. Our filtering approach also shows significant improvement in the accuracy of function-

based cortical sub-division from resting fMRI when compared to task-activated regions obtained with

independent task fMRI.

We also developed another approach for brain sub-division based on microstructural differences,

which complements the functional subdivision. We propose to fuse information across multi-contrast

MRI images with appropriate normalization of vector-valued diffusion information to extract features

which can be indicative of microstructural difference and could be used with modern machine learning

approaches such as unsupervised clustering to identify cyto- or myelo-architectural subdivisions of the

cerebral cortex. The preliminary application of our approach suggests a close correspondence with sub-

divisions found in several histological studies.
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Chapter 1

Introduction

This dissertation describes the work I have done over the past six years to fulfill the requirements for

the Ph.D. degree. The content of each chapter is summarized as follows:

Chapter 2 and 3 provides the background material and review which is helpful in understanding and

following the approaches described in later chapters. Chapter 2 provides a high level overview of

image reconstruction with MRI and echo planar imaging (EPI) and describes the geometric distor-

tion artifacts related to EPI and diffusion MRI. This chapter also briefly describes prior approaches

for distortion correction and how they relate to the approaches presented in this dissertation. Chap-

ter 3 provides a review of methods for the parcellation of the cortex based on microstructural dif-

ferences using histological as well as in vivo MRI approaches and forms the motivation of fusion

of information across multi-contrast MRI.

Chapter 4: Diffusion MRI provides quantitative information about microstructural properties which can

be useful in neuroimaging studies of the human brain. EPI sequences, which are frequently used

for acquisition of diffusion images, are sensitive to inhomogeneities in the primary magnetic (B0)

field that cause localized distortions in the reconstructed images. We describe and evaluate a new

method for correction of susceptibility-induced distortion in diffusion images in the absence of an

accurate B0 fieldmap. In our method, the distortion field is estimated using a constrained non-

rigid registration between an undistorted T1-weighted anatomical image and one of the distorted

EPI images from diffusion acquisition. Our registration framework is based on a new approach,

INVERSION (Inverse contrast Normalization for VERy Simple registratION), which exploits the

inverted contrast relationship between T1- and T2-weighted brain images to define a simple and

robust similarity measure. We also describe how INVERSION can be used for rigid alignment of

diffusion images and T1-weighted anatomical images. Our approach is evaluated with multiple

in vivo datasets acquired with different acquisition parameters. Compared to other methods, IN-

1
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VERSION shows a robust and consistent performance in rigid registration and shows improved

alignment of diffusion and anatomical images relative to normalized mutual information for non-

rigid distortion correction. Related publications include [Bhushan et al., 2015b, 2014a, 2012].

Chapter 5 presents a new approach to enable high-quality correction of susceptibility-induced geo-

metric distortion artifacts in diffusion MRI images without increasing scan time. Our distortion

correction approach is based on subsampling a generalized version of the state-of-the-art reversed-

gradient distortion correction method. Rather than acquire each q-space sample multiple times

with different distortions (as in the conventional reversed-gradient method), we sample each q-

space point once with an interlaced sampling scheme that measures different distortions at differ-

ent q-space locations. Distortion correction is achieved using a novel constrained reconstruction

formulation that leverages the smoothness of diffusion data in q-space. The effectiveness of our

method is demonstrated with simulated and in vivo diffusion MRI data. The presented method

is substantially faster than the reversed-gradient method, and can also provide smaller intensity

errors in the corrected images and smaller errors in derived quantitative diffusion parameters. Our

approach enables state-of-the-art distortion correction performance without increasing data acqui-

sition time. Related publications include [Bhushan et al., 2014b, 2013].

Chapter 6: Intensity variations over time in resting BOLD fMRI exhibit spatial correlation patterns

consistent with a set of large scale cortical networks. However, visualizations of this data on the

brain surface, even after extensive preprocessing, are dominated by local intensity fluctuations that

obscure larger scale behavior. Our novel adaptation of non-local means (NLM) filtering, which we

refer to as temporal NLM or tNLM, reduces these local fluctuations without the spatial blurring

that occurs when using standard linear filtering methods. We show examples of tNLM filtering that

allow direct visualization of spatio-temporal behavior on the cortical surface. These results reveal

patterns of activity consistent with known networks as well as more complex dynamic changes

within and between these networks. This ability to directly visualize brain activity may facili-

tate the development of new insights into spontaneous brain dynamics. Further, temporal NLM

can also be used as a preprocessor for resting fMRI for exploration of dynamic brain networks.

We demonstrate its utility through application to graph-based functional parcellation, showing

significant improvements in quantitative agreement with regions identified independently using

task-based experiments and with probabilistic Brodmann areas as well as in test-retest evaluations

with in vivo data. Simulations with known ground truth functional regions demonstrate that tNLM

filtering based parcellation obtain a meaningful subdivision of the functional regions when number

of desired parcels is larger than number of the ground truth regions. Related publications include

[Bhushan et al., 2016, 2015a].
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Chapter 7 proposes a new framework for in vivo microstructural sub-division of the brain by fusing

information from multi-contrast MRI images and using machine learning based clustering meth-

ods. In the context of fusing information, we describe a normalization approach for orientation

dependent diffusion data that appropriately reorients the diffusion data to match the local cortical

geometry and allows direct comparison of the diffusion information. The preliminary use of this

approach for the subdivision of brain is demonstrated in our results.

Chapter 8 concludes the dissertation with a brief discussion of the main results of the dissertation and

ideas for future work that could build on these results.

Software implementation: We have implemented the methods presented in this thesis (as well as few

other methods used for evaluation) in MATLAB (The MathWorks, Inc., USA) and have made the

source code available to other investigators under GNU General Public License, version 2.0 from

http://neuroimage.usc.edu/. The distortion correction methods are also a part of the BrainSuite

software and are available as pre-compiled executable for Windows, Linux and Mac platforms

from http://brainsuite.org/. Publications related to the implemented methods include [Bhushan

et al., 2012, Shattuck et al., 2013a,b].

http://neuroimage.usc.edu/
http://brainsuite.org/


Chapter 2

Background

This chapter describes the background information that is helpful in understanding and following

the approaches discussed in upcoming chapters. Sec. 2.1 briefly review the MRI signal model, which is

followed by a brief description of the basic echo planar imaging (EPI) technique and intuitive explanation

of different types of artifacts that occur with EPI in Sec. 2.2. Sec. 2.3 presents an in-depth understanding

of the susceptibility-induced geometric distortion artifact in EPI images, which is the primary focus of

chapter 4 and 5. We briefly survey different approaches for distortion correction in Sec. 2.4 in the context

of neuroimaging application with particular emphasis on diffusion imaging and finish with mentioning

some other artifacts in diffusion MRI in Sec. 2.5.

2.1 MRI signal model

This section presents basic details of the signal model in MRI that is required to understand the MRI

artifacts discussed later. More rigorous details about MRI acquisition and reconstruction are available

in Brown et al. [2014c], Liang and Lauterbur [2000], and Bernstein et al. [2004]. In conventional MRI,

the acquired data is generally expressed as samples from the Fourier domain, commonly referred to as

“k-space”, of the object being imaged. So, the basic imaging equation for two-dimensional (2D) MRI is

expressed as a 2D Fourier transform [Liang and Lauterbur, 2000]:

S(Kx,Ky) =
∫∫

I(x, y) e−i2π(Kxx+Kyy) dx dy, (2.1)

where I is the 2D image of the object being imaged and S is the corresponding Fourier domain or k-

space representation. In 2D MRI acquisition a finite number of samples are observed in the k-space of

the image, i.e. observed data is the set of k-space samples {S(Kx,Ky)} corresponding to a finite number

of k-space locations (Kx,Ky). The most common strategy for acquiring the data in MRI is to sample

the k-space locations lying on a Cartesian grid, i.e. (Kx,Ky) ∈ {· · · ,−∆Kx, 0,∆Kx, 2∆Kx, · · · } ×

4
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{· · · ,−∆Ky, 0,∆Ky, 2∆Ky, · · · }, where ∆Kx and ∆Ky are the sample spacing along two k-space

dimensions and × represents the Cartesian product of the two sets. Further, it also common to acquire

the k-space samples in a sequential line-by-line fashion, i.e. first all k-space samples are acquired cor-

responding to a fixed Ky starting from minimum value to maximum value of Kx, which is repeated by

incrementing Ky by ∆Ky and so on. The set of k-space sample acquired for a fixed value of Ky is re-

ferred to as a line of k-space samples. Conventionally, the direction along which the lines of k-space are

acquired is referred to as the readout direction (here along the dimension of Kx of the Cartesian grid).

Similarly, the direction orthogonal to the readout direction (along the dimension of Ky of the Cartesian

grid) is referred to as the phase encoding direction (PED).

In MRI, the process of acquiring k-space samples at known k-space locations is achieved through use

of spatially linear magnetic gradient fieldsGx(t)x andGy(t)y along the two dimensions of the Cartesian

grid, such that the sample at the desired location (Kx,Ky) at time t is represented by

Kx = γ

2π

∫ t

0
Gx(t′)dt′ (2.2)

Ky = γ

2π

∫ t

0
Gy(t′)dt′ (2.3)

where, γ is the gyromagnetic ratio for hydrogen proton in units of radians per Tesla. In Cartesian sam-

pling, the acquisition of one line of k-space along the readout direction is typically achieved by turning

on the x-gradient while keeping the y-gradient off until the maximum value of Kx is achieved. Accord-

ing to above equations, the x-gradient (Gx) achieves acquisition along readout direction and, so, it is

referred to as the readout gradient. Similarly, the y-gradient (Gy) controls the acquisition along phase

encoding direction and is referred to as the phase encoding gradient.

As the data samples are sequentially recorded, the k-space samples are commonly represented as a

function of the acquisition time t by substituting the above equations in Eq. (2.1) as [Liang and Lauterbur,

2000, Haacke et al., 1999]

S(t) ∝
∫∫

I(x, y) e
−iγ
(
x
∫ t

0 Gx(t′)dt′+y
∫ t

0 Gy(t′)dt′
)

dx dy. (2.4)

The desired image (I) is reconstructed from the acquired k-space samples S(t) by first filling out the

sampled k-space matrix S(Kx,Ky) using the knowledge of eq. (2.2) and (2.3), which is followed by an

inverse Fourier transform to obtain I(x, y) according to eq. (2.1). Eq. (2.4) provides a very simplified

model of the data acquisition with MRI and does not describe or model several other effects in main

magnetic field (B0), radiofrequency (RF) pulse (also referred to as B1 field), gradient performance, re-

laxation, receiver arrays, etc. – all of which are also important for MR image generation [Bernstein et al.,

2004, Haacke et al., 1999]. The simplified expression in eq. (2.4) allows easier explanations of different

features of EPI, but it may not be the best data model for modern scanners.
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2.2 Echo-planar imaging sequence and artifacts

Echo-planar imaging (EPI) was invented by Nobel Laureate Sir Peter Mansfield in 1977 and has

been one of the most popular fast imaging technique since then [Mansfield, 1977, Stehling et al., 1991,

Mansfield, 2003, Ordidge, 1999, Schmitt, 2015]. The convention MR imaging acquires each line of k-

space in a separate RF excitation, which results in long scan-times [Bernstein et al., 2004]. EPI provides

the capability to acquire all the lines of k-space in a single RF excitation (i.e. single shot), which makes

it several folds faster than the conventional MR imaging1. EPI enables construction of a 2D image in

about 60-100ms, which would have required few minutes with convention MR imaging [Stehling et al.,

1991]. Mansfield’s group presented the first in vivo human and animal EPI images in 1981 [Ordidge

et al., 1981], which was closely followed by the first in vivo dynamic movie, using EPI, of a rabbit

heart in 1982 [Ordidge et al., 1982]. EPI was first utilized for clinical application in 1983 to study high

respiratory and heart rates of three children in the age range of 3-14 months [Rzedzian et al., 1983].

The interesting history of the evolution of EPI from its conception to widespread commercial use can be

found in Schmitt et al. [1998, chapter 1], Cohen and Schmitt [2012] and Schmitt [2015].

The rapid collection of data by EPI sequence is particularly useful for clinical and research applica-

tions where several observations or experiments are required in a single imaging session [Stehling et al.,

1991, Schmitt et al., 1998]. EPI’s fast acquisition of individual MR slices also naturally allows robustness

to subject motion and, at the same time, also enables the ability to observe dynamic characteristics in

vivo [Stehling et al., 1991]. That is the reason why EPI became the imaging sequence of choice for func-

tional, perfusion and diffusion imaging [Kwong et al., 1992, Stehling et al., 1991, Richard and Rzedzian,

1987, Schmitt, 2015, Schmitt et al., 1998, Poustchi-Amin et al., 2001]. EPI sequences have been widely

used in the study of temporal neuronal activity by blood-oxygen level dependent (BOLD) contrast, also

popularly referred to as functional MRI (fMRI) [Kwong et al., 1992, Stehling et al., 1991, Kwong, 1996].

Diffusion experiments also require observing several diffusion-weighted images (DWIs) sensitive along

different directions, which makes EPI a natural choice for diffusion imaging [Turner et al., 1991, Stehling

et al., 1991, Skare and Bammer, 2010].

EPI achieves substantial reduction in scan time, often by a factor of 10-20 times, as compared to

conventional acquisition but it is more prone to artifacts than the conventional acquisition [Fischer and

Ladebeck, 1998, Bernstein et al., 2004, Haacke et al., 1999, Brown et al., 2014a]. In this section, we

briefly describe the basic EPI pulse sequence and different types of artifacts in EPI. We start with a

short description of the rectilinear single-shot EPI (SSEPI) pulse sequence, which is sometimes also

1EPI has also been used for multi-shot acquisition of the k-space data, which also benefits from faster acquisition as com-

pared to conventional acquisition [Schmitt and Wielopolski, 1998, Wielopolski et al., 1998, Andersson and Skare, 2011, Skare

and Bammer, 2010, Pipe, 2014].
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(a)

RF

�

G readout

ADC

(b)

TR O Tes

G readout

ADC

Figure 2.1: A comparison of conventional and basic EPI readout sequences. (a) shows an RF excitation pulse with

conventional readout gradient. (b) Shows a simple EPI readout gradient. For both the methods, ADC shows the

duration during which the data is acquired.

referred to as ‘blipped EPI’. This is followed by an intuitive explanation of few artifacts in EPI including

geometric distortion artifact. In addition to artifacts discussed in this chapter, EPI images are also likely

to be affected by several other artifacts including low signal-to-noise ratio and spike-artifact [Macovski,

1996, Smith and Nayak, 2010, Josephs et al., 2007, spi, 2012, Haldar, 2011, Pierpaoli, 2010, Fischer and

Ladebeck, 1998]. However, the methods presented in this thesis primarily focus on improving the quality

of geometric distortion correction in diffusion MRI images. So, we largely assume in the remainder of

the thesis that other major EPI and diffusion MRI artifacts have been reasonably addressed using state-

of-the-art techniques. Further, discussions in this thesis are limited to rectilinear single-shot EPI images

as it has been, and still is, the most widely used sequence for diffusion MRI [Pipe, 2014, Miller, 2014,

Skare and Bammer, 2010].

2.2.1 Blipped single-shot EPI sequence

The main difference between SSEPI and conventional acquisition is that SSEPI acquires all the lines

of k-space after a single RF excitation, whereas conventional acquisition requires several repeated RF

excitations to acquire all the lines of the k-space [Mansfield, 1977, Stehling et al., 1991, Mansfield,

2003, Schmitt, 2015]. Figure 2.1 shows the difference between readout sequences of conventional and

EPI acquisition after the RF excitation. In conventional sequence, there is just one block of analog to

digital conversion (ADC) corresponding to one gradient echo, which acquires one line of k-space. In
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RF

TE

π/2

Gz

Tes τ

Gy

Gx

Figure 2.2: Pulse sequence for 2D blipped single-shot EPI sequence. The corresponding k-space traversal is

shown on the right. Refer to text for more detailed explanation.

comparison, EPI makes use of an oscillating bipolar readout gradient with several ADC blocks, which

allows multiple echos after a single RF excitation [Bernstein et al., 2004, Schmitt et al., 1998]. There are

two important features that differentiate EPI readout from the conventional readout. First, the combined

duration of all ADC blocks in EPI is an order of magnitudes longer than that in conventional acquisition

(see Fig. 2.1), which means that data is acquired for much longer duration after each RF excitation,

resulting in acquisition of much more data (or several lines of k-space) as compared to the conventional

acquisition. This makes EPI substantially efficient in terms of numbers of k-space samples acquired

per RF excitation, making EPI substantially faster. Second, the order of sampling of k-space data in

adjacent ADC blocks is opposite due to the bipolar nature of the EPI readout gradient. In comparison,

the conventional approach generally acquires all k-space sample with the same polarity of the readout

gradient. These two features of EPI are the prime factors that contribute to the sensitivity of EPI images

to several image artifacts.

Figure 2.2 shows the complete diagram of the ‘blipped’ SSEPI pulse sequence. The in-plane spatial

encoding for each 2D image is achieved by use of a readout (Gx) and a phase (Gy) gradients. As

described earlier, EPI uses a bipolar readout gradient to acquire the k-space lines i.e. the sign of Gx
changes from +ve to -ve in successive lines. The location of successive k-space line is adjusted by

application of a very short duration (τ ) phase encoding gradient Gy. As the phase-encoding gradient

turns on only for a fraction of a second, it is commonly represented by a sharp triangular shaped ‘blip’ in
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the pulse sequence diagrams (Gy in Fig. 2.2). The k-space traversal diagram for blipped SSEPI sequence

is shown in right side of the Fig. 2.2. If we ignore the ramps in the gradients switching, the k-space is

traversed in a rectilinear fashion, and that is why sometimes this sequence is also referred to as ‘rectilinear

SSEPI’. EPI acquires several lines of k-space in a single shot and the time taken between the acquisition

of successive k-space lines is called echo spacing (Tes), which is usually less than 1 ms. The bipolar

gradients Gx and blipped gradient Gy are applied such that the center of the 2D k-space is sampled at

the desired echo-time (TE). The total number of echos obtained after an RF excitation is called the echo

train length and is generally equal to the number of k-space lines in the simplest SSEPI. EPI sequences

are most widely used for 2D imaging [Bernstein et al., 2004, Schmitt and Wielopolski, 1998, Haacke

et al., 1999, Brown et al., 2014c]. So, in general, a 3D volume is constructed by acquiring several 2D

slices sequentially with SSEPI, where each of the slices is selectively excited by applying a z-gradient

(Gz) of appropriate magnitude.

2.2.2 N/2 Ghost artifact

The k-space trajectory of SSEPI, shown in Fig. 2.2, shows that the adjacent k-space lines are acquired

in opposite direction, which implies that the acquired k-space lines have to be time-reversed before the

standard Fourier-based reconstruction. In non-ideal situations, as in the presence of eddy currents, inho-

mogeneous field and small timing errors in engaging the ADC, the acquired k-space lines could offset

slightly from their intended true k-space location. The exact offset in the k-space locations depends on

several practical factors including the polarity of the readout gradient Gx [Fischer and Ladebeck, 1998,

Bernstein et al., 2004, Schmitt and Wielopolski, 1998, Brown et al., 2014a, Skare and Bammer, 2010]. As

EPI acquires adjacent k-space lines with opposite gradient polarity these inconsistencies in k-space sam-

pling location are very pronounced across adjacent k-space lines in EPI images. Such offset in k-space

lines leads to phase inconsistencies in the acquired data, and when such corrupted data is reconstructed

using Fourier transform, a ‘ghost’ image appears in the image domain that is displaced by halfway across

the image. These ghost images are frequently referred to as ‘Nyquist ghost’ or ‘N/2 ghost’. The pres-

ence of N/2 ghost can severely mislead the interpretation of the images and several approaches including

phase calibration, modified sampling, interlaced reconstruction and image processing techniques have

been developed to reduce the ghosting artifacts in the reconstructed EPI images [Schmitt and Wielopol-

ski, 1998, Buonocore and Gao, 1997, Fischer and Ladebeck, 1998, Buonocore and Zhu, 2001, Bernstein

et al., 2004, Skare and Bammer, 2010, Lee et al., 2016].
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2.2.3 T∗2 effects

As seen in Fig. 2.1, SSEPI acquires all lines of k-space in a single shot which results in substantially

longer readout time after each RF excitation as compared to conventional acquisition2. Acquisition of the

data over a longer interval causes significant signal decay of k-space samples due to T∗2 relaxation effect

[Fischer and Ladebeck, 1998]. The effect of this T∗2 relaxation is also different along the readout direction

(x) and phase encoding direction (PED; y), which can be intuitively understood by observing the time

intervals between sampling of the extremum k-space samples along both directions. From Fig. 2.1 we

can see that the time interval between sampling extremum k-space points along the readout direction is

TRO. In comparison, this time interval along PED is (Ny − 1)Tes (see Fig. 2.2; Ny is the total number

of k-space lines), which is longer than TRO by approximately a factor of Ny, as Tes ≈ TRO + τ (see

Figs. 2.1 and 2.2). The T∗2 relaxation effect causes exponential decay in the signal intensity with respect to

time and results into a k-space-position dependent signal demodulation. This signal demodulation can be

expressed as a multiplication of the true k-space data by a window whose magnitude tapers exponentially

along both readout and PED, which, however is much more severe along PED because of the longer T∗2
relaxation. Such demodulation of the k-space data results in the blurring of the reconstructed EPI image.

The T∗2 blurring effect can be reduced by shortening the total acquisition time TAcq = NyTes (which

is also roughly similar to the interval between sampling of extremum samples along PED). TAcq can be

shortened by shortening the TRO, Tes, and τ as much as possible and generally would require better

hardware or modified pulse sequence3.

The T∗2 effect also causes intra-voxel dephasing of the MR signal, which could affect EPI, especially

in the presence of inhomogeneous field and thick slices. The presence of local field inhomogeneity can

exacerbate the intra-voxel dephasing by lowering the T∗2 relaxation time, which may cause substantial

decay in the MR signal at TE resulting in very small detectable signal and is also referred to as ‘signal

dropout’. Signal dropout can be commonly seen around interfaces between different tissue types and can

be partially addressed by using thinner slices, which could require better hardware (stronger gradients

and a narrow RF bandwidth) [Fischer and Ladebeck, 1998, Bernstein et al., 2004]. Acquisition of the

data with smaller TE can help in increasing the intensity of the detectable MR signal, but is not always

feasible as TE also controls the desired image contrast. The pulse sequence shown in Fig. 2.2 is sensitive

2EPI has longer readout after each RF excitation but the total acquisition time is still substantially shorter than conventional

acquisition. The primary reason is that SSEPI sequences require only one RF excitation, while conventional acquisition can

require tens, or even hundreds, of RF excitations [Wielopolski et al., 1998, Bernstein et al., 2004]. The total repetition time

(TR) over several excitation (which are typically in order of seconds for each excitation) is order of magnitudes longer than the

increase in readout time in EPI.
3Multi-shot segmented EPI can also be used to shorten the echo train length (and effective TAcq), but it requires more

complex image reconstruction scheme and overall longer scan time (see sec. 2.4.5) [Schmitt and Wielopolski, 1998, Wielopolski

et al., 1998].
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Figure 2.3: A spin echo EPI (SE-EPI) sequence. Note the 180◦ RF pulse at TE/2 that appears before the blipped

EPI readout.

to T∗2 contrast by design and is widely used for observing BOLD signal in functional MRI scans [Stehling

et al., 1991, Kwong, 1996, Schmitt, 2015]. In some applications, like diffusion MRI, it may be desirable

to obtain a T2-weighted contrast, for which the spin echo technique can be combined with EPI as shown

in Fig. 2.3. Nonetheless, spin echo EPI (SE-EPI) also suffers from T∗2 blurring and intra-voxel dephasing

of MR but these artifacts are less severe in SE-EPI [Wielopolski et al., 1998, Fischer and Ladebeck,

1998].

2.2.4 Low pixel bandwidth artifacts

Another effect of the long readout times in EPI is low pixel bandwidth, particularly along PED,

which makes EPI sensitive to off-resonance effects [Fischer and Ladebeck, 1998]. Pixel bandwidth

refers to the difference in the precession frequency of the protons between the center of the adjacent

pixels (after application of the spatial encoding gradients) and is commonly expressed as the inverse

of the time interval between sampling the extremum k-space samples along readout and PED4 [Fischer

4The precession frequency at center of each pixel (and therefore the pixel bandwidth) is directly proportional to the strength

of the applied encoding gradients [Haacke et al., 1999, Brown et al., 2014c]. Further, the strength of the encoding gradients

control the time required to acquire samples in k-space. A stronger gradient lower the acquisition time as the interval between

sampling of the extremum k-space samples according to eqs. (2.2) and (2.3) (assuming field of view and resolution to be the

same). Hence, the pixel bandwidth is inversely proportional to the time interval between sampling of the extremum k-space

samples.
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and Ladebeck, 1998]. Following the discussion in the previous section, the pixel bandwidth along the

readout (x) direction is expressed as bRO = 1/TRO, while that along PED is given by bPED ≈ 1/TAcq =
1/(Ny × Tes) ≈ 1/(Ny × TRO) = bRO/Ny. Hence, the pixel bandwidth along PED is lower than that

along the readout direction by a factor of number of lines of k-space (Ny). Lower bandwidth causes

higher sensitivity to the off-resonance effects (described below). Chemical shift artifact and geometric

distortion are the two main effects of the off-resonance sensitivity in EPI [Fischer and Ladebeck, 1998,

Bernstein et al., 2004, Brown et al., 2014a, Skare and Bammer, 2010].

As the precession frequency encodes the spatial location of protons in MRI, the pixel bandwidth

(difference in the precession frequency between adjacent pixels) effectively controls the ‘error’ in the

location of reconstructed signal due to the errors in the precession frequencies. The errors in the desired

precession frequencies can originate because of various reasons including imperfections in the MRI

system and tissue composition of the sample. The protons in water and fat are the primary sources

of MR signal in the body; however most MR image reconstruction process operates at the precession

frequency of water-protons. The fat-protons have a precession frequency that is 214 Hz lower than that

of water-protons at 1.5 T, which introduces an error in the expected precession frequency [Haacke et al.,

1999, Fischer and Ladebeck, 1998]. Let’s take a typical example, where Ny = 128 and TRO = 0.6 ms,

then the corresponding pixel bandwidths would be bRO = 1667 Hz and bPED = 13 Hz. In this case, the

errors in the reconstructed location of the signal coming from fat components would be 214/1667 ≈ 0.13
pixel along readout direction and 214/13 ≈ 16.5 pixels along PED. Hence, EPI acquisition of a sample

containing both water and fat tissues would result in the fat signal to be shifted by 16.5 pixels along PED

w.r.t. their true location in the reconstructed image (ignoring 0.13 pixels shift along readout direction).

The resulting EPI image is an overlap of water-proton image and a shifted fat-proton image. This type

of chemical composition dependent artifact is known as the chemical shift artifact. Further, this error

scales proportionally with the field strength (the error in the location of reconstructed fat signal at 3 T

would be twice the error at 1.5 T) and so the EPI sequences almost always make use of a water-selective

excitation pulse to suppress signal from fat components [Fischer and Ladebeck, 1998, Bernstein et al.,

2004, Brown et al., 2014a, Skare and Bammer, 2010].

Lower pixel bandwidth, particularly along PED, is also the prime reason for susceptibility-induced

geometric distortion in EPI images. Next section describes this effect more rigorously.

2.3 Susceptibility-induced geometric distortion in EPI

In this section, we focus on the analytical understanding of the source of large geometric distortions

in EPI images in the presence of imperfections in the homogeneity of the main magnetic field (B0) over

the imaging volume. Fig. 2.4 shows an example of distortion in T2- and diffusion-weighted in vivo
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Figure 2.4: Example of distortion in a brain image acquired with EPI sequence. (A) An undistorted T1-weighted

anatomical image acquired using conventional imaging. (B) T2-weighted image acquired with EPI (T2W-EPI)

from a diffusion dataset. (C) The displacement map (in millimeters) computed from an acquired fieldmap. Edges

from the T2W-EPI image are overlaid in red on the T1-weighted image in (D) and vice-versa in (E) after rigid

alignment (using INVERSION approach described in chapter 4). Arrows point to areas with substantial distortion.

(F) The fractional anisotropy (FA) map derived from diffusion dataset acquired with EPI overlaid with edges from

the T1-weighted image in red.

dataset. Note that B0 inhomogeneity can also cause some more undesirable artifacts including incorrect

slice profile and exacerbated T ∗2 effects – for more details see Brown et al. [2014b] and Schmitt et al.

[1998].

The first source of inhomogeneity in B0 could arise from the practical imperfection in the magnet

itself due to limited length and other factors. However, the sample being imaged is usually also another

source of B0 inhomogeneity [Fischer and Ladebeck, 1998, Jezzard and Balaban, 1995]. Different regions

of the imaging volume may have very different magnetic susceptibility, for example, a region with air

will have different magnetic susceptibility than another region with brain tissue. This causes a change

in the magnetic field (or density of the magnetic flux) near the interface of substance with different

susceptibility, which is proportional to the susceptibility differences [Fischer and Ladebeck, 1998]. In

the brain, areas near the frontal sinus and ear canal have such interface between air and tissue. Note that

this inhomogeneity is spatially varying across the imaging volume and affects different parts of the image

differently. Shimming of the main field, which adds or subtracts small magnetic field of high moments,

is almost always used to reduce the inhomogeneity, but can not be entirely eliminated [Haacke et al.,

1999, Fischer and Ladebeck, 1998].

Assuming homogeneous main magnetic field and ignoring any T2 or T ∗2 relaxation, the observed

signal at time t after ADC is expressed by eq. (2.4) [Liang and Lauterbur, 2000, Brown et al., 2014c,
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Jezzard and Balaban, 1995], which is reproduced here:

S(t) ∝
∫∫

I(x, y) e
−iγ
(
x
∫ t

0 Gx(t′)dt′+y
∫ t

0 Gy(t′)dt′
)

dx dy (2.5)

where, I is the unknown 2D image of the slice being imaged with the readout gradient along x-direction

and the PED along y-direction. γ is the gyromagnetic ratio for hydrogen proton in units of radians

per Tesla and Gx(t′) and Gy(t′) are the readout and phase-encode gradients respectively. In presence

of a total B0 inhomogeneity of ∆B0(x, y, t) in units of Tesla5, combined across external (magnet) and

internal sources (sample itself), the observed signal is described by [Brown et al., 2014b, Fischer and

Ladebeck, 1998, Jezzard and Balaban, 1995]:

S(t) ∝
∫∫

I(x, y) e
−iγ
(
x
∫ t

0 Gx(t′)dt′+y
∫ t

0 Gy(t′)dt′+
∫ t

0 ∆B0(x,y,t′)dt′
)

dx dy. (2.6)

To simplify the expression further, let’s assume a uniform sampling in k-space, ignore any offset in k-

space lines, ignore the ramps in the gradients (assume square gradients), assume that B0 inhomogeneity

does not change with time (∀t,∆B0(x, y, t) = ∆B0(x, y)) and assume that the observed signal S(t)
corresponds to discrete index (m,n) in the k-space. Then, using the pulse sequence from Fig. 2.2:∫ t

0
Gx(t′)dt′ = m∆tGx (2.7)∫ t

0
Gy(t′)dt′ = n τ Gy (2.8)∫ t

0
∆B0(x, y, t′)dt′ = (m∆t+ nTes) ∆B0(x, y) (2.9)

where, ∆t is the time interval between sampling two adjacent k-space points, through ADC, along the

readout (x) direction. Substituting above in eq. (2.6), we get

S(t) ∝
∫∫

I(x, y) e−iγ(m∆tGxx+nτGyy) e−iγ(m∆t+nTes)∆B0(x,y) dx dy

∝
∫∫

I(x, y) e
−iγm∆tGx

(
x+ ∆B0(x,y)

Gx

)
e
−iγnτGy

(
y+ ∆B0(x,y)

Gy

Tes
τ

)
dx dy. (2.10)

Next we use a substitution function (x, y) = Φ(xe, ye) to change the integration variables, with assump-

tion of invertibility of the transforms, such that the inverse function (Φ−1) maps (x, y) to (xe, ye), which

5In most of the literature the B0 inhomogeneity map is referred to as ‘fieldmap’ and it is common to use the units of

rad/sec (or Hz) for fieldmap [Chang and Fitzpatrick, 1992, Jezzard and Balaban, 1995, Kadah and Hu, 1998, Andersson and

Skare, 2011, Andersson, 2014]. Fieldmap is generally measure by phase difference between two gradient echo images [Chang

and Fitzpatrick, 1992, Jezzard and Balaban, 1995, Andersson, 2014, Nayak and Nishimura, 2000], which is equivalent to

γ∆B0(x, y), where γ is the gyromagnetic ratio in units of rad/Tesla. Apart from phase differences, there are also other

techniques for fieldmap estimation [Hernando et al., 2008, 2010, Nayak et al., 2001, Funai et al., 2008, Dagher et al., 2014].
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are related as

xe = x+ ∆B0(x, y)
Gx

ye = y + ∆B0(x, y)
Gy

Tes
τ
. (2.11)

Then by using the integration by substitution method the signal equation (2.10) can be expressed as

S(t) ∝
∫∫

I
(
Φ(xe, ye)

)
e−iγm∆tGxxe e−iγnτGyye

∣∣∣∣d Φ(xe, ye)
d(xe, ye)

∣∣∣∣ dxe dye (2.12)

∝
∫∫

I
(
Φ(xe, ye)

) ∣∣∣∣d Φ(xe, ye)
d(xe, ye)

∣∣∣∣ e−iγm∆tGxxe e−iγnτGyye dxe dye (2.13)

∝
∫∫

I
(
Φ(xe, ye)

) ∣∣∣∣ d(x, y)
d(xe, ye)

∣∣∣∣︸ ︷︷ ︸
=Ie(xe,ye)

e−iγm∆tGxxe e−iγnτGyye dxe dye (2.14)

∝
∫∫

Ie
(
xe, ye

)
e−iγm∆tGxxe e−iγnτGyye dxe dye (2.15)

where,
∣∣∣ d(x,y)
d(xe,ye)

∣∣∣ is the determinant of the Jacobian of the transform Φ(xe, ye). Eq. (2.15) shows that

the Fourier transform based reconstruction will obtain the image Ie
(
xe, ye

)
which is related to the true

unknown image I(x, y) by

Ie
(
xe, ye

)
= I

(
Φ(xe, ye)

) ∣∣∣∣ d(x, y)
d(xe, ye)

∣∣∣∣ . (2.16)

Let’s consider the practical implications of the eq. (2.16) on the reconstructed EPI image. Ie
(
xe, ye

)
represents the signal intensity at the coordinate location (xe, ye) of the obtained EPI image Ie. From

the first part of the right-hand side of eq. (2.16), we see that the intensity in EPI image at coordinates

(xe, ye) is related to the intensity in the original (unknown) image I at coordinates Φ(xe, ye). The

function Φ : (xe, ye) 7→ (x, y) maps the coordinates (xe, ye) in EPI image to the coordinates (x, y)
in the original image, which is described by eq. (2.11)6. Eq. (2.11) shows that in the presence of non-

zero inhomogeneity (∆B0(x, y) 6= 0), the mapping between the coordinates is not an identity mapping

and, hence, the geometry of the spatial locations are not preserved in EPI image (as compared to the

original image). This is the source of the geometric distortion in EPI images. Further, the distortion

in the geometry of the spatial location also varies spatially as ∆B0(x, y) could be different at different

locations because of the susceptibility differences. In addition to the geometric distortion, the EPI signal

is also modulated by the determinant of the Jacobian term in the second part of the eq. (2.16). For

example, if the map Φ results into stretching of the EPI coordinates in a local area (which means the

6We actually describe the inverse function (Φ−1) in eq. (2.11) because it naturally follows from the change of the integration

variables and is simple to describe. The expression of the forward function Φ can be more complicated to describe and is

unnecessary for our purposes, as we will see later.
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original coordinate was compressed to map to EPI coordinates), then the determinant of Jacobian is

larger than one and results in hyper-intensity modulation in EPI images. Similarly, the compression of

the EPI coordinates results into hypo-intensity modulation in EPI images.

In the above discussion, we assumed that both Φ−1 and Φ can be described easily. Φ−1 is described

in eq. (2.11) in terms of ∆B0 and other EPI parameters. Depending on the nature of ∆B0, Φ−1 can be

a one-to-one and onto mapping, in which case it is straightforward to describe Φ. However, in practice

eq. (2.11) may not describe a one-to-one mapping (i.e. Φ−1 may be a non-injective mapping), in which

case Φ is more complicated in nature and makes the correction of the geometric distortion in EPI im-

ages a non-trivial task. The implication of such a non-injective mapping is discussed in more details in

section 2.4.

2.3.1 1-Dimensional approximation of EPI distortion

The distortion in 2D EPI images are commonly modeled as a 1-dimensional geometric distortion

[Chang and Fitzpatrick, 1992, Weisskoff and Davis, 1992, Bowtell et al., 1994, Jezzard and Balaban,

1995, Jezzard, 2012, Andersson et al., 2003, Munger et al., 2000, Studholme et al., 2000, Andersson and

Skare, 2011, Andersson, 2014, Bhushan et al., 2015b, 2014b, 2012]. Eq. (2.11) clearly shows that the

mapping Φ is a 2D mapping between the coordinates and, hence, the distortion is present in both the

readout and phase-encoding directions. There are two factors that differentiate the relative amount of

distortion along x and y direction: the relative strength of the gradients Gx and Gy, and the ratio Tes
τ

along PED. In practice, the strength of the gradientsGx andGy are similar for blipped EPI (Eq. (2.9) and

(2.11) may not hold correct for other types of EPI sequences). So, in general, the amount of distortion

along the directions differ by a factor of Tes
τ . From Fig. 2.2 we can see that this ratio is substantially

larger than 1.0 and hence results in larger distortion along PED (y) direction. This effect is also directly

related to the low pixel bandwidth along the PED as discussed in Sec. 2.2.4.

Let’s consider some numbers to get the practical perspective on the amount of distortion in each en-

coding direction. At 3 T, gradient coils with strengthG = 25 mT/m is commonly available and used [Mc-

Nab et al., 2013a, Fischer and Ladebeck, 1998]. The bandwidth of the inhomogeneity in main magnetic

field in the brain is typically around 100 Hz, which implies that for few pixels ∆B0 = 100 Hz/(γ/2π)
= 100/(42.56×106) T = 2.35 ×10−6 T. The echo spacing Tes is generally less than 1 ms and in com-

parison the blip duration τ is a fraction of Tes [Jezzard and Balaban, 1995], which gives us Tes
τ ≈ 100

for 128×128 pixel image. Putting these values in eq. (2.11), we get a displacement of 0.094 mm and

9.4 mm along x and y, respectively. For commonly used 2 mm×2 mm in-plane resolution, this translates

to a displacement of approximately 0.05 and 5 pixels along readout and PED, respectively. Further, this

shift depends on ∆B0 and would typically be different at different locations and several imaging regions

for the brain image can have larger displacements. Nonetheless, as seen above, the distortion along
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PED is a much bigger concern than that along the readout direction. Hence, it is common to approxi-

mate the susceptibility induced distortion only along phase encoding direction, which approximates the

coordinate-mapping to be a 1D mapping (see Munger et al. [2000] for a comparison with and without this

approximation). The 1D approximation modifies the mapping (Φ−1) between EPI coordinates (xe, ye)
and original coordinates (x, y) as:

xe ≈ x

ye = y + ∆B0(x, y)
Gy

Tes
τ
. (2.17)

Under 1D approximation we get the determinant of the Jacobian as
∣∣∣ d(x,y)
d(xe,ye)

∣∣∣ = ∂y
∂ye

, changing the

relationship between the reconstructed image Ie and I to following:

Ie
(
xe, ye

)
= I

(
Φ(xe, ye)

) ∂y
∂ye

. (2.18)

2.3.2 Pixel-shift representation of EPI distortion

Eq. (2.17) describes the relationship between the EPI and original image coordinates. However, this

expression may not be very useful in several clinical applications as the information about the exact val-

ues of gradient strength (Gy) and blip duration (τ ) is seldom available from the MRI scanner console. We

can express this with more commonly used parameters, such as pixel size and matrix size, by performing

some simple mathematical manipulations. We know from Fourier reconstruction equations that spacing

between k-space points along PED under square gradients assumption is given by [Liang and Lauterbur,

2000, Haacke et al., 1999]

∆ky = γ

2π

∫ τ

0
Gy(t′)dt′ =

γ

2πGyτ =⇒ 1
Gyτ

= γ

2π∆ky
. (2.19)

Further, from Nyquist sampling theorem we know that 1
∆ky = Ly, where Ly is the field of view along the

y-direction (or more precisely, the spatial interval along y over which the reconstructed image repeats

itself). If we define the pixel size along y as ∆y and number of pixels along y as Ny, then Ly =
Ny∆y =⇒ 1

∆ky = Ny∆y. Substituting this into the above equation we get:

1
Gyτ

= γ

2πNy∆y. (2.20)

Using eq. (2.20) in eq. (2.17), we get:

ye = y + γ

2π∆B0(x, y)TesNy∆y (2.21)

=⇒ ye
∆y = y

∆y + γ

2π∆B0(x, y)TesNy (Dividing both sides by∆y)

=⇒ ỹe = ỹ + γ

2π∆B0(x̃, ỹ)TesNy (Rewriting in terms of pixel coordinates) (2.22)
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where, ỹe and ỹ represent the coordinates in the EPI and original image, respectively, in units of pixels.

Hence, the pixel (x̃, ỹ) in the original image is shifted by γ
2π∆B0(x̃, ỹ)TesNy pixels along the phase

encoding direction due to the geometric distortion in EPI image.

2.3.3 Matrix operator representation of EPI distortion

Eq. (2.22) is a very useful expression that forms the basis of the widely used pixel-shift method

[Jezzard and Balaban, 1995, Jezzard, 2012]. However, it is also desirable to express the forward model

of distortion as matrix operation on the original image [Munger et al., 1998, 2000, Kadah and Hu, 1998,

Andersson et al., 2003, Bhushan et al., 2013, 2014b]. The distortion correction problem is frequently

an ill-posed problem, and matrix operator representation provides an opportunity to leverage a variety of

advanced approaches for solving ill-posed linear inverse problems (see sec. 2.4.1 for a longer discussion).

We can express the unknown original image I with a total of Nv = NxNy pixels as a column vector s
of length Nv. Similarly, the observed distorted EPI image Ie can be expressed as a column vector d of

length Nv, which are related as

d = D s (2.23)

where, D is a Nv × Nv distortion matrix operator, which is constructed based on the knowledge of

∆B0(x, y) and expresses eq. (2.18) as a single matrix operation. The matrix D is a highly sparse matrix

because of the local nature of EPI distortion and can reflect relationship across several pixels easily, in

a similar fashion as in Weis and Budinský [1990]. Note that the 1D approximation is not a requirement

for the matrix D to be sparse, and even 2D (or 3D) modeling of the distortion could be represented as

a sparse matrix operator [Kadah and Hu, 1998, Munger et al., 2000]. To obtain the corrected image s,

the linear system in eq. (2.23) can be solved using a variety of methods and can also be combined with

known priors about the image [Bhushan et al., 2013, 2014b, Sutton et al., 2003, Andersson et al., 2003].

Here, we have represented the observation (d) in the image domain, however, similar matrix operators

can also be represented for the k-space data [Kadah and Hu, 1998, Weisskoff and Davis, 1992, Munger

et al., 2000, Sutton et al., 2003].

2.4 Distortion correction approaches for EPI images

Section 2.3.1 and 2.3.2 provide the analytical expressions that establish the relation between the

observed distorted EPI image Ie and the original (unknown) image I . Eq. (2.18) and (2.21) can be used

to estimate I when all other parameters (γ, ∆B0, Tes, Ny, ∆y) are known and when the transformation

Φ is invertible. Depending on the application or situation some of these conditions may not be satisfied.

γ is the gyromagnetic ratio, which is a constant for proton and Tes, Ny, and ∆y are all parameters of
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the EPI acquisition itself, which are known. However, ∆B0 is the field inhomogeneity map which can

not be retrieved from a single arbitrary EPI image and generally requires additional image acquisition

[Jezzard and Balaban, 1995, Jezzard, 2012, Andersson and Skare, 2011]. Several approaches have been

developed for distortion correction7 of EPI images and most of the approaches, and their respective

correction quality, differ in the type of modeling and additional information that is used for the correction.

The additional information could be an accurate knowledge of the fieldmap (through additional image

acquisition) and/or prior knowledge about different characteristic of the image. In this section, we briefly

describe some commonly used approaches to correct distortion in EPI images.

It should be noted here that eq. (2.10) and all other expressions derived from it, in this chapter and

forthcoming chapters, are describing the relationship between complex-valued images (both distorted

and undistorted). However, methods described here and in next chapters do not explicitly use the phase

information from the complex-valued images as only magnitude images are available or used in most

applications. Nonetheless, the use of complex-valued images provides additional phase information,

which can be used to apply additional constrains for improved distortion correction [Gai et al., 2013,

Sutton et al., 2003].

2.4.1 Pixel-shift method

When the fieldmap (γ∆B0) is known, then it is straight forward to use eq. (2.18) and (2.21) to

estimate undistorted image Î from distorted Ie, such that

Î
(
x, y

)
= Ie

(
Φ−1 (x, y)

) ∂ye
∂y

∣∣∣∣
x,y

. (2.24)

From eq. (2.17) and (2.21) we get Φ−1 (x, y) =
(
x, y + γ

2π∆B0(x, y)TesNy∆y
)

and

∂ye
∂y

= 1 + TesNy∆y
∂

∂y

(
γ

2π∆B0(x, y)
)

= 1 + TesNy∆y
d
dy

(
γ

2π∆B0(x, y)
)
. (2.25)

Substituting these in previous equation we get the final expression of the estimated undistorted image Î

Î
(
x, y

)
= Ie

(
x, y + γ

2π∆B0(x, y)TesNy∆y
)1 + TesNy∆y

d
dy

(
γ

2π∆B0(x, y)
) ∣∣∣∣∣

x,y

 . (2.26)

7In some clinical applications, it may not be critical to correct the images for distortion as large structures such as a quadrant

of the brain could be the region of interest and the diagnostic interpretation would be unlikely to change due to presence of

distortion in such a large region.
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Above equation can also be modified, in similar fashion as eq. (2.22), to completely operate in the pixel-

coordinates of the images for computational convenience:

̂̃I(x̃, ỹ) = Ie

(
x̃, ỹ + γ

2π∆B0(x̃, ỹ)TesNy

)1 + TesNy
d
dỹ

(
γ

2π∆B0(x̃, ỹ)
) ∣∣∣∣∣

x̃,ỹ

 . (2.27)

It should also be noted here that the fieldmap (γ∆B0) in all above equations is assumed to be available in

the correct/undistorted coordinates. Fieldmap is generally measured by a phase difference between two

gradient echo images, which, unlike EPI images do not suffer from severe geometric distortion artifact

[Andersson and Skare, 2011, Chang and Fitzpatrick, 1992, Jezzard and Balaban, 1995].

The pixel-shift representation in eq. (2.27) provides a simple and valuable analytical relationship

which has been, and still is, widely used along with linear interpolation for distortion correction of EPI

images [Weisskoff and Davis, 1992, Jezzard and Balaban, 1995, Jezzard, 2012, Andersson and Skare,

2011, Andersson, 2014, Studholme et al., 2000, Bhushan et al., 2015b, 2012, Pierpaoli et al., 2010].

However, there is an important implicit assumption made in this approach: the mapping between EPI

and original coordinates is invertible, i.e. Φ and Φ−1 form a bijection. Unfortunately, this might not

always be true. It is common for EPI brain images to have large distortions around the frontal sinuses

and ear canal, which results in a mapping where several voxels in original image maps to 1-2 voxels in

EPI image resulting in compression of information from several true voxels into few observed voxels.

This causes the mapping to be non-invertible (i.e. many-to-one mapping – the classic case of an ill-posed

problem) that can make eq. (2.27) unstable and inaccurate [Andersson et al., 2003, Jones and Cercignani,

2010]. This can be appreciated easily when the distortion correction problem is posed in matrix form, as

described in sec. 2.3.3 [Munger et al., 1998, 2000, Andersson et al., 2003, Andersson, 2014].

Another factor that could limit the accuracy of correction using the pixel-shift method with linear

interpolation is its ‘perceived’ raster nature [Weis and Budinský, 1990]. The original sample being

imaged is continuous objects and hence the original image I is also a continuous image. Acquired

EPI images are acquired at a finite resolution (generally 2-6 mm isotropic in-plane resolution), which

provides approximately the ensemble of intensities in a pixel/voxel of the continuous image. The pixel-

coordinates represents the center location of the pixel/voxel, which may not be sufficient to describe the

full physical phenomenon of the distortion. Consider a situation when there is a large stretching in the

geometry of the original image’s coordinate locations due to EPI distortion. In this scenario, the signal

from, say 2 pixels, would stretch to a larger number of pixels, say 20 pixels. For correction of these 2

pixels, the pixel-shift method [Jezzard and Balaban, 1995, Jezzard, 2012] with linear interpolation under

1D assumption would only make use of at most 4 pixels, which could be highly inaccurate.

The matrix representation, as described in sec. 2.3.3, allows the modeling of these types of effects
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easily and accurately, where the distortion corrected image can be obtained by

ŝ = D+d (2.28)

where D+ is the Moore-Penrose pseudoinverse of D. For well-posed problems, in the absence of any

rasterization effects, both eq. (2.28) and (2.26) should produce the same results. See Weisskoff and Davis

[1992] for a comparison of the pixel-shift and matrix operator method and Weis and Budinský [1990]

for a detailed discussion about the continuous and raster interpolations.

In practice, the distortion correction problem (eq. (2.23)) may not be well-posed as the mapping

between EPI and original coordinates described by eq. (2.17), could be a non-injective mapping. This

causes the solutions of eq. (2.28) or (2.26) to be inaccurate or unreliable, in regions with non-injective

mapping of the coordinates [Chang and Fitzpatrick, 1992, Andersson et al., 2003, Jones and Cercignani,

2010].

2.4.2 Reversed gradient method

The reversed gradient (RG) method addresses the ill-posed nature of the distortion-correction prob-

lem by using additional acquisitions to collect more information about the original image [Chang and

Fitzpatrick, 1992, Bowtell et al., 1994, Andersson et al., 2003, Morgan et al., 2004, Holland et al., 2010,

Embleton et al., 2010, Gallichan et al., 2010]. The main idea of RG method originates from the observa-

tion that if the polarity of the phase encoding blips is reversed in Fig. 2.2 then the direction of distortion

(under 1D approximation) is also reversed. This observation can be explained by noticing the effect of

the polarity ofGy in eq. (2.17). The RG method uses two EPI images with reversed phase encoding blips

to estimate the undistorted image. This can be easily understood with matrix notations, but has been de-

scribed and implemented in variety of ways (Eg. using line integrals and conservation of total integral

in [Chang and Fitzpatrick, 1992, Bowtell et al., 1994, Morgan et al., 2004, Embleton et al., 2010]). Two

“reversely” distorted images, d+ and d−, are acquired using the reversed phase encoding blips, such that

the respective distortion matrix operators are D+ and D− (subscripts denote the polarity of the blips).

Then the undistorted image s can be estimated by solving the linear system:d+

d−

 =

D+

D−

 s. (2.29)

The RG method has one clear benefit – it uses two observations with different distortion matrices,

and hence this linear system should be better posed than eq. (2.28) or (2.26) that generally obtains much

better results than pixel-shift method [Bhushan et al., 2014b, 2013, Holland et al., 2010]. Another benefit

of RG method is that the fieldmap can be estimated from d+ and d− itself, dropping the requirement for

an additional acquisition for fieldmap [Ruthotto et al., 2012, Holland et al., 2010, Morgan et al., 2004,
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Bowtell et al., 1994, Andersson et al., 2003]. However, it should be noted that the RG method requires

twice the number of EPI images as compared to the previous approaches, which could be limiting in

some situations as the time required in acquiring twice the set of images could be much longer than

the scan-time required for the fieldmap. Gallichan et al. [2010] proposed using a dual-echo approach to

collect RG data where the second echo has reversed phase-encoding blips, so that the increase in scan

time is modest (much lower than two-times). However, as the TE is different for both the echo, the

second echo has larger T2 weighting (i.e. different contrast) and lower SNR, which make the fusion of

the information from two RG images challenging and non-trivial. Note that eq. (2.29) assumes that the

same undistorted (unknown) image s is observed using two different distortion operators. Hence, RG is

very challenging to apply in applications where the data is temporal in nature i.e. the information in the

images is constantly changing with time, for example in fMRI experiments.

As described above, the conventional RG method uses images acquired with two different PEDs.

However, the idea can be generalized to acquire images with more than two PEDs, at the cost of even

longer scan time, to obtain much more accurate correction. For example, we use four different PED to

obtain the reference images for comparison of different distortion correction methods in chapter 5. In

particular, we obtain four differently distorted images, dL,dR,dA and dP , with corresponding distortion

matrices DL,DR,DA and DP , which is used obtain the corrected image by solving the linear equation
dL
dR
dA
dP

 =


DL

DR

DA

DP

 s (2.30)

where, subscriptsL,R,A andP represents the phase encoding along Left-to-right, Right-to-left, Anterior-

to-posterior, and Posterior-to-anterior, respectively (phase encoding and readout direction are swapped

on the 2D plane to change PED from left-right to anterior-posterior). We refer to the corrected image

thus obtained using 4 phase-encoded images as “4-PED full”. In chapter 5, we present an interlaced

q-space sampling scheme for diffusion MRI, which is a novel sub-sampling scheme for RG method that

does not increase the scan-time at all as compared to the original acquisition while improving the quality

of distortion-correction to that of RG method [Bhushan et al., 2014b, 2013].

2.4.3 Registration based approaches

Registration based methods are useful in applications where the fieldmap is not acquired, but other

undistorted high-resolution anatomical images8 are acquired. Several neuroimaging studies do not ac-

8Note that the anatomical images can also be affected by several artifacts, including susceptibility and gradient non-linearity,

leading to the distortion of the images along all the three dimensions [Brown et al., 2014b, Jovicich et al., 2006], Bernstein
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quire the fieldmap for a variety of reason such as lowering the scan time, but almost always acquire

a high-resolution T1- or T2-weighted anatomical image. Registration-based approaches estimate the

unknown fieldmap in a non-rigid image registration framework by making use of the undistorted T1-

or T2-weighted anatomical image. In this framework the EPI image is undistorted with an estimated

fieldmap (using eq. (2.26)) such that the similarity between the anatomical image and undistorted EPI

image is maximized – i.e. in image-registration jargon, a deformation field is estimated using the anatom-

ical image as the registration template while EPI image is warped according to eq. (2.26) to maximize

the similarity between the two images [Kybic et al., 2000, Studholme et al., 2000, Irfanoglu et al., 2011,

Tao et al., 2009, Huang et al., 2008, Bhushan et al., 2015b, 2012]. As compared to the classical image-

registration there are two key difference in this approach that should be addressed before using an off

the shelf image registration tool for this purposes. First, the deformation field, which is estimated by

registration, should be constrained to only deform the EPI image along PED, as argued in Sec. 2.3.19.

Second, the un-warping of EPI should follow the physics of distortion i.e. the un-warping of EPI images

should also apply the Jacobian modulation as in eq. (2.18). It should be noted here that in most appli-

cations, the contrast of anatomical image and EPI will not be identical, and so these approaches should

have the robustness to contrast differences. Several registration-based methods have been developed for

this purpose, and they differ in some of the choices they make: the contrast of anatomical image, the

nature of the similarity metric, parameterization of the deformation field, the regularization model and

the optimization metric [Kybic et al., 2000, Studholme et al., 2000, Irfanoglu et al., 2011, Tao et al.,

2009, Huang et al., 2008, Bhushan et al., 2015b, 2012, Gholipour et al., 2006, Yao and Song, 2011,

Ardekani and Sinha, 2005, Pierpaoli et al., 2010, Wu et al., 2008] (also see discussion in [Andersson and

Skare, 2011, Andersson, 2014]). A more detailed discussion and review of registration-based methods

are included in chapter 4.

It is useful to be aware of the relative performance of the two class of distortion corrections meth-

ods, registration-based and fieldmap-based, with in vivo images. Fig. 2.5 shows an example of correc-

tion using different approaches on an in vivo image, where distortion-corrected EPI images are overlaid

with edges obtained from the high-resolution T1-weighted anatomical image. The overlay images show

that all corrected images have similar alignment of anatomical structures, however, there are some dif-

et al. [2004, Chapter 13]. However, the size of distortion in anatomical images acquired using conventional scheme is order of

magnitudes smaller than that in EPI images in most cases [Brown et al., 2014b], Bernstein et al. [2004, Chapter 13]. Hence, in

practice the anatomical images act as a good undistorted template.
9It can argued that 1-dimensional approach is an approximation and so the deformation field should be allowed to un-warp

along both direction. However, the distortion along readout direction is typically in range of 1/20th of a voxel and in our

experience allowing flexibility along both directions results into much lower quality of correction. In our opinion, 2D non-rigid

registration shows such behavior because of the ill-posed nature of problem and so is more stable with 1D constraints. Also,

vast majority of registration based distortion correction methods use 1D constrain (see chapter 4 and its references).
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Figure 2.5: Qualitative examples of distortion corrected in vivo images with different fieldmap- and registration-

based methods. Each column shows (top) an axial and (bottom) a sagittal slice of the distortion-corrected T2-

weighted EPI image using a particular method. All images are overlaid by edges from the anatomical T1-weighted

image in red. The original distorted T2-weighted EPI is not shown. NMI is an acronym for normalized-mutual

information [Studholme et al., 1999] and INVERSION is a registration method introduced in chapter 4. See text

for more description.

ferences. It can be noticed that edges align better with anatomical information for images corrected

with fieldmap-based methods (first three columns) as compared to registration-based methods (last two

columns). This is expected since the fieldmap-based methods already have access to the information

about the non-uniformity of the magnetic field. In contrast, registration-based methods estimate this

information from the image registration process. Among fieldmap-based method, 4-PED full shows sub-

stantially better alignment than others as it uses 4-times more information than others (see eq. (2.30))

and can be practically used as a comparison reference for other methods. Least-squares and pixel-shift

corrected images are obtained by solving eq. (2.28) and (2.27), respectively. As discussed in Sec. 2.4.1,

we notice that least-squares approach shows better correspondence to anatomical edges than pixel-shift

method, most likely due to the more accurate modeling of image distortion with the matrix representa-

tion. Among registration-based approaches, normalized mutual information (NMI) based method shows

a poor performance in areas with severe distortion as can be seen in frontal areas of the brain, most likely

due to challenges with optimization of the non-smooth NMI cost function (see chapter 4 for a detailed

discussion). INVERSION (Inverse contrast Normalization for VERy Simple registratION) is a novel

method based on the use of the simpler sum of squared differences cost function, that robustly aligns T1-

and T2-weighted images by leveraging known contrast relationships between these two contrast in the
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brain [Bhushan et al., 2015b, 2014a] (also see chapter 4). Note that we do not show exhaustive results for

all fieldmap- or registration-based methods reported in the literature. However, Fig. 2.5 shows the repre-

sentative qualitative performance of few of the approaches and could be useful for guiding the design of

acquisition protocols for future studies.

2.4.4 Point spread function based approach

Point spread function (PSF) mapping methods use an estimate of the PSF at each pixel/voxel in

the image for distortion correction [Chung et al., 2011, Zaitsev et al., 2004, Zeng and Constable, 2002,

Robson et al., 1997]. The PSF at each pixel is mapped by acquiring several reference EPI scans, with

additional phase encoding gradients [Robson et al., 1997, Zaitsev et al., 2004]. The PSF captures the

effect of inhomogeneity which, unlike fieldmap, can be directly applied to the k-space data without the

need for any phase unwarping and result in good distortion correction [Chung et al., 2011, Zeng and

Constable, 2002]. However, the main limiting factor of PSF based approach is the requirement of several

additional reference scans – for an ideal 1D PSF mapping along PED of a Nx×Ny image, Ny reference

scans are required, resulting in Ny-fold increase in scan time (although some effort has been made to

reduce scan time [Zaitsev et al., 2004, Zeng and Constable, 2002]). Another important factor is that

the estimated PSF cannot be easily shared across images with different contrasts (even in case different

images suffer from same inhomogeneity artifact) as the PSF is sensitive to phase changes and would

require separate PSF mapping for each fMRI frame or diffusion-weighted image, making it impractical

for these applications. See Andersson and Skare [2011] for a detailed discussion of these methods in the

context of diffusion MRI.

2.4.5 Pulse sequence based approaches

There are several approaches that reduce EPI artifacts, including geometric distortion, by modifying

the EPI pulse sequence to reduce the effective echo spacing (Tes) and acquisition time (TAcq) [Andersson

and Skare, 2011, Skare and Bammer, 2010, Pipe, 2014, Wielopolski et al., 1998]. Probably the most

effective among these is the use of parallel imaging in conjunction with EPI, which can reduce the TAcq
approximately by a factor of, say, R by only acquiring every Rth k-space lines [Skare and Bammer,

2010]. It introduces an aliasing along PED that can be un-aliased by using the multi-channel information

with techniques like SENSE and GRAPPA [Deshmane et al., 2012, Skare and Bammer, 2010]. The

effective reduction in TAcq helps to increase the bandwidth along PED and reduces several artifacts by

a factor of R (geometric distortion, eddy current distortion, T ∗2 effects, chemical shift). See Fig. 12.7 in

Skare and Bammer [2010] for an example of parallel imaging that reduces the chances of misdiagnosis

in an acute stroke patient. Similar to several parallel imaging techniques, this may also require the
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acquisition of calibration scans, which can be achieved without large penalty on the total scan time.

Another added advantage of using parallel imaging is that it can reduce the EPI scan time even further,

allowing acquisition of more slices in the same overall repetition time.

Similar to parallel imaging, interleaved EPI increases the effective bandwidth along PED by only ac-

quiring everyRth k-space lines after each RF excitation [Wielopolski et al., 1998, Schmitt and Wielopol-

ski, 1998]. Interleaved EPI is different in the sense that it fills up the missing k-space lines by acquiring

those lines in consecutive RF excitations [Wielopolski et al., 1998, Schmitt and Wielopolski, 1998]. This

results in set ofR interleaved k-space data, which are put together for reconstructing the EPI image – this,

however, requires the tough task of matching the phases of different shots, which is done by acquiring an

additional set of navigator scans [Skare and Bammer, 2010, Wielopolski et al., 1998]. A small mismatch

of the phase information results in the appearance of several ghosts in the reconstructed image (similar

effect to Nyquist ghosts) and may render the image useless [Skare and Bammer, 2010]. Interleaved EPI

also needs longer scan times than SSEPI due to the requirement of several repeated acquisitions.

Another similar set of methods makes use of multi-echo segmented EPI approach, where a smaller

segment of the k-space is acquired during each echo, which can reduce Tes for each segment [Andersson

and Skare, 2011, Skare and Bammer, 2010, Pipe, 2014]. The short-axis readout propeller EPI (SAP-EPI)

[Skare and Bammer, 2010] and Readout-segmented EPI (RS-EPI) [Pipe, 2014] are two such approaches.

RS-EPI acquires the k-space segments along the readout direction while SAP-EPI acquires the segments

in a propeller fashion (radially outward from the center of the k-space). SAP-EPI has an advantage that

it acquires the center of the k-space in each segment and so is more robust for the correction of phase

differences across segments without additional scans. RS-EPI, on the other hand, needs a navigator

scan to help correct phase differences in each segment. Both methods achieve a substantial reduction

in distortion and enable high-resolution imaging, however, requires much longer scan times than SSEPI

due to the repeated acquisitions.

There are few more tricks to lower distortion in EPI images [Skare and Bammer, 2010, Wielopol-

ski et al., 1998]. Another trick is to use ramp sampling, which samples the data also during the gradient

ramps (so ADC would also be triggered during ramp in Fig. 2.1). This allows to shorten the total duration

of readout gradients (TRO) [Skare and Bammer, 2010], however this requires either non-uniform trigger-

ing of ADC during the ramp or re-gridding of k-space samples or both to get equidistant sampled k-space

data, suitable for Fourier-based reconstruction [Schmitt and Wielopolski, 1998, Wielopolski et al., 1998].

See Fig. 12.15 in Skare and Bammer [2010] for an example of the effect of ramp sampling. Another ap-

proach, if possible, could be to get better hardware capable of higher gradient strength and faster slew

rate (the rate at which gradient strength can be changed) [Fischer and Ladebeck, 1998]. Higher gradient

strength directly lowers the distortion (eq. (2.11)), and faster slew rate lowers the time spent during the

ramps – combination of both of them further lowers the total readout time (TRO, Tes and TAcq) reducing
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several of the EPI artifacts. However, faster slew rate can also induce a larger eddy current resulting in

larger eddy current distortion (see sec. 2.5.1).

It should be noted here that, in practice, a combination of several of these tricks and techniques, such

as ramp sampling, parallel imaging, etc., are employed in clinical and research scans. This improves

the image quality substantially, however, does not eliminate the artifacts, and images may still need

additional artifact correction step for accurate analysis and interpretation.

2.5 Other artifacts in diffusion MRI

We described several artifacts in EPI image in previous sections of this chapter. EPI sequence is

widely used for diffusion MRI experiments owing to EPI’s fast image acquisition [Pipe, 2014, Miller,

2014, Skare and Bammer, 2010]. Diffusion MRI also suffers from some additional artifacts that are

unique or more pronounced due to diffusion encoding [Pierpaoli, 2010, Jones and Cercignani, 2010,

Skare and Bammer, 2010]. In this section, we briefly describe two common artifacts with diffusion MRI
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Figure 2.6: Conventional ‘Stejskal-Tanner’ spin echo pulse sequence for diffusion MRI. It is similar to spin echo

EPI sequence shown in Fig. 2.3 with the addition of diffusion sensitization gradients, which are shown here as

shaded gradients. The physical direction of the diffusion sensitivity in 3D can be adjusted by appropriately setting

the Gx, Gy and Gz gradient in the shaded part, the vector sum of which is shown here as Gd. ∆ is the diffusion

time – the interval over which protons are allowed to diffuse before observing their effect on the signal. δ is the

time interval during which the diffusion sensitization gradients are turned on.
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that are caused due to eddy current and subject motion. Note that there are a number of other artifacts

that are also important to consider such as physiological noise (e.g., cardiac pulsation induced) [Pierpaoli,

2010], phase errors due to motion during diffusion encoding [Bammer et al., 2011], mechanical vibration

[Yadav et al., 2011] etc., but are not described in this section (also see [Pierpaoli, 2010, Jones and

Cercignani, 2010], [Jones, 2011, Section III]).

It is helpful to understand the basic nature of diffusion MRI experiment to fully appreciate the con-

sequences of these artifacts on the interpretation of the diffusion data. Fig. 2.6 shows the conventional

‘Stejskal-Tanner’ spin echo pulse sequence, which encodes the diffusion processes along one direction

Gd. To gather the diffusion information in 3D, the diffusion MRI experiment generally acquires several

of such EPI images by repeating the acquisition with unique Gd in each repetition (for more details see:

Turner et al. [1991], Turner [1998], Pipe [2014] and Jones [2011]). Hence, the diffusion data consists

of several ‘diffusion-weighted’ EPI images, each of which is a T2-weighted spin echo image which is

further weighted by the diffusion properties along a particular direction Gd.

2.5.1 Eddy current induced distortion

As seen in Fig. 2.6, diffusion sequence heavily uses the gradient to achieve diffusion and spatial

encoding. Such rapid change in magnetic field also induces a small electric current, referred to as eddy-

current (EC), in the nearby conductor and coils, which in turn induces another small magnetic field

gradients. These EC-induced gradients can be expressed as another set of inhomogeneity in the B0 field

which results in distortion with same principals as that described in sec. 2.3 (another interpretation could

be that these EC-induced gradients are set of undesired spatial encoding gradients that affect the way

k-space samples are collected). Under the simplistic assumption that these eddy currents are small and

constant over the data acquisition, the reconstructed images are ‘distorted’ in relatively simpler fashion.

EC-induced gradients along different directions affect the images differently – xy-shear (EC-induced

gradients along readout x), compression/stretching along y (EC-induced gradients along phase encod-

ing) and slice dependent y-shift (EC-induced gradients along z) [Andersson and Skare, 2011, Skare and

Bammer, 2010]. In practice, it is a combination of all three of these, and so the EC-induced distortion

is commonly parameterized by three parameters of a simple affine transformation for each EPI image,

which are generally estimated using image registration approaches [Andersson and Skare, 2011, Pier-

paoli, 2010, Skare and Bammer, 2010].

The nature of the exact set of EC induced in the coils would depend on the set of gradients which

were used before the EPI readout. From Fig. 2.6 we can see that diffusion gradients are used immedi-

ately before the EPI readout, hence, the diffusion gradients will have the largest effect on the induced

EC gradients. As the diffusion experiment, by design, uses different diffusion encoding gradients at each

repetition, the EC induced distortion will also be different for each diffusion-weighted image. This can
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cause different diffusion-weighted images to misalign (even if there was no subject motion) and can in-

troduce inaccuracy when all diffusion-weighted images are combined for further analysis and processing

without an EC correction step. EC-induced distortion is commonly corrected by using a registration-

based approach, where each diffusion-weighted image volume is linearly aligned (affine transformation)

to a common template (a volume without any diffusion weighting is a common choice) [Pierpaoli, 2010].

However, two things should be noted in the context of EC correction: First, the distortion depends on

the location of the slice and the order in which the slices were acquired, and second the distortion can

also cause intensity modulation due to stretching and compression [Jones and Cercignani, 2010]. Hence,

the commonly used EC correction approach of a single affine transformation for each diffusion-weighted

volume may not be sufficient or accurate (see Jones and Cercignani [2010] for detailed analysis of these

effects). Further, EC-induced gradients can also affect the diffusion weighting gradient as there could be

some residual EC from an earlier set of gradients, effectively introducing error in the desired diffusion

weighting, which is not easy to correct using image processing methods [Pierpaoli, 2010].

An improved hardware design and use of advanced pulse sequences is generally more effective in

minimizing eddy current effects. The split diffusion-weighting gradients with twice RF refocused pulses

is a very effective way to substantially reduce the EC induced distortion in diffusion-weighted images

with a small decrease in the efficiency [Pipe, 2014, Reese et al., 2003, Skare and Bammer, 2010].

2.5.2 Subject Motion

Diffusion MRI scans can require long scan time depending on the application, and it may not always

easy for the subject to maintain a rigid posture, especially for unhealthy subjects. As diffusion MRI

are almost always acquired using SSEPI, the result of subject motion is different from the conventional

acquisition. SSEPI is very fast 2D imaging technique, so most subject motion do not corrupt the 2D

image itself, but it may result in misalignment of different 2D slices and different diffusion-weighted

images. Further, the desired diffusion encoding can also be affected, as the relative direction of diffusion

sensitization gradients changes due to the subject motion. This could be corrected by appropriately

applying the rotation (estimated from subject motion correction) to the diffusion encoding direction

before further analysis [Jones and Cercignani, 2010]. When the subject motion is low, different diffusion-

weighted images may appear out of alignment and can generally be corrected by a rigid alignment with

6 degrees of freedom. However, the choice of registration similarity measure can be very challenging

as different diffusion-weighted images are sensitive to diffusion along different directions and can have

very different contrast [Pierpaoli, 2010]. This can be partially addressed by interleaving several volumes

without any diffusion weighting (which will have T2-weighted contrast acquired with EPI; T2W-EPI)

in the diffusion sequence and using the displacement parameters, under smooth motion assumption,

estimated by co-registering these T2W-EPI images (which is easier as they all will have same contrast)
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[Pierpaoli, 2010].

When the subject motion is large, as frequently in the case of fetal examination and in subjects with

medical conditions such as Parkinson’s, then the motion correction becomes more challenging because

different slices of the same diffusion-weighted images may not align well. Further, the slice orientation

may also change from one slice to other, and some areas of the imaging region may be acquired multiple

times while other areas may go unobserved. Jiang et al. used a slice to volume registration approach

to address such motion correction, where individual diffusion-weighted slices were registered to a ref-

erence 3D volume acquired using a multislice snapshot imaging [Jiang et al., 2009, 2007a,b]. Diffusion

encoding directions were also corrected for individual slices and the aligned diffusion-weighted images

were sampled in the coordinate location of the reference 3D volume. To address the possibility of the

missing data, authors over-sampled the imaging region by repeating the diffusion scan 3-4 times with

different diffusion encoding gradients, which increased the chances of sampling almost all the regions at

least once [Jiang et al., 2007a].



Chapter 3

Review: Parcellation of the cerebral cortex

In this chapter, we review several approaches that have been used to study and map the microstruc-

tural organization of the brain. Section 3.1 reviews early histological approaches to studying and parcel-

lating the brain, while section 3.2 reviews recent non-invasive approaches using MRI to obtain similar

parcellations in vivo.

3.1 Brief history of architectonic mapping

Brain biochemistry, electrical properties, structural organization and connectivity have all been stud-

ied for the purposes of improving our understanding of how the brain works. These studies range across

scales from molecular and single cell studies through mesoscale studies of groups of neurons to the

whole brain and system-level models [Swanson, 2012, Arbib, 2002, Swanson and Bota, 2010, Pechura

and Martin, 1991, Bear et al., 2007]. One important avenue of research is that of the structure of the cere-

bral cortex, the outermost layer of the cerebrum [Amunts and Zilles, 2015, Zilles and Amunts, 2010].

In the late nineteenth and early twentieth century several neuroanatomists, including Oskar Vogt, Cécile

Vogt, Korbinian Brodmann, Otfried Foerster, Alfred Walter Campbell, Grafton Elliott Smith, Constantin

F. von Economo and Georg N. Koskinas, used histological staining methods to investigate variations in

the layered structure of the cerebral cortex [Geyer and Turner, 2013, Zilles and Amunts, 2010, 2012].

They primarily studied cytoarchitectonic patterns (cellular and laminar architecture of the cell bodies)

using Nissl staining and myeloarchitectonic patterns (laminar architecture of the myelin sheaths) using

Weigert staining [Zilles and Amunts, 2010, Elston and Garey, 2013, Nieuwenhuys, 2013, Amunts and

Zilles, 2015]. These studies found that the cerebral cortex had consistent and marked regional variability,

i.e. the cerebral cortex could be subdivided, or parcellated, into regions with locally homogeneous cyto-

and myelo-architecture. These patterns were published as maps of cortical architecture [Nieuwenhuys,

2013, Elston and Garey, 2013, Zilles and Amunts, 2010, Zilles et al., 2015b,a, Zilles and Amunts, 2012].

31
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(a) (b)

Figure 3.1: Cytoarchitectonic maps derived from histological studies by (a) K. Brodmann [Brodmann, 1909,

Elston and Garey, 2013] and (b) C. F. von Economo [von Economo and Koskinas, 1925, Triarhou, 2013]. Areas

with homologous cytoarchitecture are shown with same color or pattern. For a detailed discussion of each area

please see respective references.

Among these, Brodmann’s cortical map, shown in Fig. 3.1(a) [Brodmann, 2006, 1909], gained huge

popularity and is still being used by neuroscientists as a reference map for localization of the in vivo data

[Geyer and Turner, 2013, Zilles and Amunts, 2010].

Brodmann started his famous cytoarchitectonic work in 1901 along with the Vogts at their private

brain research institute in Berlin (which later became part of Berlin University) [Nieuwenhuys, 2013,

Elston and Garey, 2013]. Vogt’s institute was also interested in understanding the theory of evolution in

the brain [Zilles and Amunts, 2010, Brodmann, 2006, Geyer and Turner, 2013]. To this end, they started

a comparative study of micro-architecture across brains of human, non-human primate and other mam-

mals [Zilles and Amunts, 2010, Geyer et al., 2011, Brodmann, 2006, Geyer and Turner, 2013]. Brodmann

started working on cytoarchitectonic mapping using Nissl staining technique and identified several ar-

chitectonic patterns which were found across brains of several species. He used the same numbering

scheme for all the brains (human and non-human) to indicate homologies between the cytoarchitecture

of the regions. This resulted in a total of 44 areas in the human cortex, which are frequently referred as

Brodmann’s areas (BA) and is shown in Fig. 3.1(a), numbered from 1 to 52 with some gaps (as the cy-

toarchitectonic patterns corresponding to the missing numeric labels could not be identified in the human

cortex) [Zilles and Amunts, 2010, Geyer et al., 2011, Triarhou, 2013, Zilles et al., 2015b].

During this time, the Vogts focused on studies of the myeloarchitecture in the cortex and, similar

to Brodmann, identified several homologous regions (a total of around 200 regions; much more than

Brodmann’s but with comparable subdivisions of major cortical areas) [Geyer et al., 2011, Triarhou,

2013, Nieuwenhuys, 2013]. Vogt and Vogt also believed that “the fact that all of the cortical areas dis-

tinguished display a specific structural organization indicates that all of these areas subserve a specific
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function” [Vogt and Vogt, 1919, Nieuwenhuys, 2013, Geyer et al., 2011]. They studied the functional sig-

nificance of the architectonic areas in stimulation studies in monkeys, where they reported that the sites

with similar stimulation response lay within same architectonic area and that the stimulation responses

changed across architectonic areas [Geyer et al., 2011, Vogt and Vogt, 1919, Nieuwenhuys, 2013]. They

produced maps of the motor specialization in human cortex by transferring the functional localization

results in monkeys, obtained with electrical stimulation studies, through the cytoarchitectonic mapping

they had obtained across human and non-human primates [Vogt and Vogt, 1926, Penfield and Boldrey,

1937, Clarke and Dewhurst, 1995]. These maps had a close resemblance to those produced by Otfrid

Foerster, a German neurologist and neurosurgeon, through electrical stimulation of epilepsy patients

[Vogt and Vogt, 1926, Penfield and Boldrey, 1937, Clarke and Dewhurst, 1995]. However, “The Vogts

and their associates knew, of course that some of these units are involved in particular sensory or motor

functions, but in general they refrained from speculating on the specific functions of the remaining units.”

– [Nieuwenhuys, 2013]. It should also be noted here that not all the associates of Vogt’s institute believed

in the ‘complete’ functional segregation of the cortex, eg. Brodmann believed that higher level cognitive

functions are not associated with one particular region and could employ several areas widely distributed

across the cortex [Nieuwenhuys, 2013, Brodmann, 2006, 1909].

The study of the micro-architectonics in the cerebral cortex was not limited to the Vogt’s institute

even in the early 20th century (see Clarke and Dewhurst [1995] for a summary of work done from 1870

to 1936). Several other neuroanatomists, including Campbell, Smith, von Economo, and Koskinas, also

independently mapped the cell architecture in the first half of the 20th century, which resulted in similar

looking architectonic maps of the cerebral cortex [Zilles and Amunts, 2010, Geyer and Turner, 2013,

Zilles and Amunts, 2012, Zilles et al., 2015a,b, Toga and Mazziotta, 2002, Clarke and Dewhurst, 1995].

Fig. 3.1(b) shows the cytoarchitectonic map delineated by von Economo and Koskinas [Triarhou, 2013]

(see Zilles and Amunts [2010] and Zilles and Amunts [2012] for several other cortical maps). Despite

the similarities, there were large differences between the maps which can most likely be attributed to

individual differences in the subjects and differences in the staining and slicing techniques [Zilles and

Amunts, 2010, Triarhou, 2013].

The later half of the 20th century saw several advancements in techniques to study brain which pro-

vided further evidence of the regional architectonic variations. The architectural parcellation of cortex

was also indicated at the neurochemical level by imaging studies of the receptor binding sites for several

neurotransmitters using autoradiography [Zilles et al., 1991, 2002a,b, Amunts and Zilles, 2015]. These

studies also revealed that the boundaries defined by regional changes in receptor bindings matched the cy-

toarchitectonic boundaries in Brodmann’s maps across several regions of the cortex [Zilles et al., 2002a,b,

Zilles and Palomero-Gallagher, 2001, Amunts and Catani, 2015, Geyer et al., 2011]. With advances

in electrophysiological technology the cytoarchitectonic studies were combined with intra-cortical mi-
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crostimulation, similar to [Vogt and Vogt, 1919] but with sophisticated instruments, which replicated

the earlier findings of the close correspondence between areas with homologous micro-architecture and

stimulation responses in non-human primates [Luppino et al., 1991, Matelli et al., 1991, Zilles et al.,

2002b, Iwamura et al., 1985, 1983a,b].

Non-invasive imaging technology matured rapidly in the late 20th and early 21st century, and today

it has become possible to study anatomy and function in vivo, primarily by use of magnetic resonance

imaging (MRI). However, despite several decades of development in MRI technology it is still challeng-

ing to study architectonics across the entire cortex in vivo [Geyer and Turner, 2013]. Current in vivo

image quality is not sufficient to resolve cortical layers so that cyto- and myelo-architectonic regions

must be inferred indirectly from currently available contrast mechanisms as we describe below. There

are several advantages of studying the cortical architectonics in vivo [Geyer, 2013]. It would enable si-

multaneous mapping of architecture and function [Zilles et al., 2002b]. Like the brain, MRI images are

3D in nature and so are more suitable to study and represent the highly folded cortex as compared to 2D

histological slices, which for morphological studies of layer thickness require that the laminar pattern

matches the slicing orientation [Amunts et al., 2013, Triarhou, 2013]. Further, in vivo methods would

allow studies of large populations, which could be instrumental in addressing the confounding issues

with earlier studies with small samples size and inter-subject variability (see [Zilles et al., 2015a] and its

references). In the next section, we will review recent promising approaches which aim to enable in vivo

study and parcellation of the cerebral cortex based on architectonic variations.

3.2 Approaches for in vivo cortical parcellation using MRI

MRI enables in vivo acquisition of both functional and structural images and has emerged as a popular

neuroimaging technique1[Rorden and Karnath, 2004, Turner and Geyer, 2014, Geyer and Turner, 2013].

The MRI signal is sensitive to a wide range of properties of the soft tissue including T1-relaxation,

T2-relaxation, T∗2-relaxation, water proton density, water diffusion, and blood oxygenation and allows

versatile soft-tissue contrast by adjustment of the sensitivity to different properties. This versatility in

imaging multiple tissue parameters in vivo makes MRI a powerful tool for studying the brain [Filler,

2009]. There are three broad classes of approach for cortical parcellation with MRI: (a) macroanatomy-

based, which uses structural information visible to the naked eye such as sulcal and gyral landmarks, (b)

microanatomy-based, which uses properties intrinsic to the microstructure such as cell/myelin density,

pattern and chemical composition, and (c) connectivity-based, which uses properties extrinsic to the

1Several other techniques also allow 3D imaging of structure and/or function in vivo such as positron emission tomography

(PET), Computerized tomography (CT), electroencephalogram (EEG), Magnetoencephalography (MEG) etc., however we will

focus on MRI in this chapter.
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(micro and macro) structure such as anatomical and functional connectivity.

3.2.1 Macroanatomy-based parcellation

T1-weighted image provides excellent gray and white matter tissue contrast and is widely used to

obtain anatomical landmarks in neuroimaging studies [Damasio, 2005, Brant-Zawadzki et al., 1992,

Toga and Mazziotta, 2002, Toga, 2015]. The cortical folding pattern in human (and non-human) cortex

is phylogenetically the oldest feature and is stable across subjects at a gross level [Fischl, 2013, Fischl

et al., 2008, Mangin et al., 2015, Zilles and Palomero-Gallagher, 2015]. This means that similar sets of

folding patterns can be identified between 3D MRI images of two cortices and can be used to establish

a point-to-point mapping between the cortices. If one of the cortices is already labeled (by a procedure)

then these labels can be transferred to the second unlabeled cortex through the established point-to-point

mapping, as done in several popular registration-based methods and software tools [Yeo, 2015, Talairach

and Tournoux, 1988, Collins, 1994, Evans et al., 1993, Miller et al., 1993, Thompson and Toga, 1996,

Christensen et al., 1997, Collins et al., 1995, Joshi et al., 2012, 2009a, 2007, Shattuck and Leahy, 2002,

Shattuck et al., 2013a,b, 2001, Tzourio-Mazoyer et al., 2002, Dale et al., 1999, Fischl et al., 2002, 2004,

Fischl, 2012, Van Essen et al., 2012, Clarkson et al., 2010, Desikan et al., 2006]. The labeled cortex

(and full brain) is generally referred to as the ‘atlas’, and the labeling of the atlas can be achieved by

a variety of techniques such as manual delineation of gyrus, architectonic labeling, functional labeling

etc. [Damasio, 2005, Yeo, 2015, Toga and Thompson, 2001]. This widely used approach provides a

technique to parcellate the cortex (or full brain) using a labeled atlas, which is driven by the macro-

anatomic landmarks and features [Toga and Thompson, 2001, Toga, 2015, Toga and Mazziotta, 2002].

One of the early spatial normalization approaches was developed by Talairach and Tournoux [Ta-

lairach and Tournoux, 1988]. They provided an atlas that was marked with coarse Brodmann areas (BAs)

without borders and used simple rotation and piece-wise scaling along different directions to map a brain

to their atlas [Talairach and Tournoux, 1988, Mazoyer, 2008, Brett et al., 2002]. Talairach normalization

allowed reporting results in a standard coordinate space2, which became popular in functional imaging.

However, due to the use of simple piece-wise linear deformation model in this approach, the alignment

of the brains were coarse in nature (only overall space and size) [Brett et al., 2002]. Since then several so-

phisticated deformation models have been developed that used non-rigid registration based approaches to

align the volumetric 3D brain images [Johnson and Christensen, 2002, Woods et al., 1998, Friston et al.,

2The Montreal Neurological Institute (MNI) also published a series of MNI template brains which were created by averaging

T1-weighted images across several subject to reflect average neuroanatomy and was adopted by International Consortium

of Brain Mapping (ICBM) as an international ‘standard space’, which has been widely used in neuroimaging studies [Brett

et al., 2002, Collins, 1994, Evans et al., 1993, 1992]. Also see: http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach (Last

accessed: January 20, 2016)

http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach
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1995, Ashburner and Friston, 1999, Shen and Davatzikos, 2003, Joshi et al., 2007, Holden, 2008, Derek

L. G. Hill and Hawkes, 2001, Oliveira and Tavares, 2012]. These approaches used information and land-

marks in the 3D volume to drive the non-rigid registration and achieved overall better alignment of the

anatomical information as compared to Talairach normalization [Johnson and Christensen, 2002, Woods

et al., 1998, Friston et al., 1995, Shen and Davatzikos, 2003, Joshi et al., 2007]. Since these approaches

did not explicitly model or constrain the cortical surfaces for the registration, the aligned images showed

a poor correspondence of the cortical features across the brains [Fischl et al., 1999, Shen and Davatzikos,

2003, Joshi et al., 2007, Anticevic et al., 2008].

Estimation and modeling of the cortical surfaces from 3D volumetric images provide more natural

and direct set of cortical features across different brains [Sandor and Leahy, 1997, Van Essen et al., 1998].

A number of normalization approaches were developed that used information derived from the cortical

surfaces to drive the spatial normalization of the brain, which can be broadly categorized as landmarks-

based and shape-based [Sandor and Leahy, 1995, Thompson and Toga, 1996, Sandor and Leahy, 1997,

Thompson et al., 2000, Joshi et al., 2004, Wang et al., 2005, Fischl et al., 1999, Dale et al., 1999, Pantazis

et al., 2010, Yeo, 2015]. The landmark-based approaches use manually or automatically defined cortical

landmarks contours to constrain the registration and provide flexibility to be customized for a particular

application [Joshi et al., 1997, Thompson et al., 2000, Thompson and Toga, 2002, Van Essen et al.,

1998, Van Essen, 2004, 2005, Glaunès et al., 2004, Pantazis et al., 2010]. The shape-based methods

use shape features such as surface curvature and sulcal depth over the cortex to drive the alignment

and allows automated processing without any user input [Fischl et al., 1999, Tosun et al., 2004, Wang

et al., 2005, Goebel et al., 2006, Joshi et al., 2012]. These surface-based approaches provided accurate

identification of the anatomical regions by transferring information from a labeled atlas [Pantazis et al.,

2010, Van Essen et al., 1998, Postelnicu et al., 2009, Joshi et al., 2012, Yeo, 2015]. Several of these

volumetric and surface-based approaches for spatial normalization to a brain templates are also available

as software tools including SPM3 [Friston et al., 1995, Tzourio-Mazoyer et al., 2002], FSL4 [Jenkinson

et al., 2012, Jenkinson and Smith, 2001], BrainSuite5 [Shattuck and Leahy, 2002, Joshi et al., 2007,

2012], and FreeSurfer6 [Fischl et al., 2004, Fischl, 2012] (see https://www.nitrc.org/ for more exhaustive

listing).

3SPM website: http://www.fil.ion.ucl.ac.uk/spm/ (Last accessed: January 20, 2016)
4FSL website: http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/ (Last accessed: January 20, 2016)
5BrainSuite website: http://brainsuite.org/ (Last accessed: January 20, 2016)
6FreeSurfer website: http://freesurfer.net/ (Last accessed: January 20, 2016)

https://www.nitrc.org/
http://www.fil.ion.ucl.ac.uk/spm/
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
http://brainsuite.org/
http://freesurfer.net/
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3D microarchitectonic atlas

Macro-anatomic features such as sulci and gyri also provided the topographic images for reporting

localization results for much of the early micro-architectonic, stimulation, and lesion studies in the 20th

century [Damasio and Damasio, 1989, Vogt and Vogt, 1926, Penfield and Boldrey, 1937]. Availabil-

ity of high quality in vivo structural and functional MRI images motivated the use of macroanatomical

landmarks to understand the relationship between in vivo findings and micro-architectonic details either

by ad hoc visual comparison or through the use of Talairach/MNI coordinates. This direct comparison

is useful, however, has several known limitations [Brett et al., 2002, Zilles and Amunts, 2010, Caspers

et al., 2013, Geyer et al., 2011]. First, most of the architectonic maps, like Brodmann’s, are based on

a single individual, which does not account for variability across population [Zilles and Amunts, 2010,

Caspers et al., 2013, Geyer et al., 2011, 1999, Amunts et al., 1999]. Second, the architectonic maps are

reported on 2D projections of the topographical landmarks without a systematic spatial reference system,

which limits their usability with 3D images or cortical surfaces as they cannot be warped [Fischl, 2013,

Caspers et al., 2013, Geyer et al., 2011]. The BA labels in the Talairach atlas were not defined by histo-

logical study of the brain and were transferred by visual inspection of gross anatomy resulting in coarse

labels without borders between labels, as noted in the original atlas – “The brain presented here was not

subjected to histological studies and the transfer of the cartography of Brodmann usually pictured in two

dimensional projections sometimes possesses uncertainties.” [Brett et al., 2002, Talairach and Tournoux,

1988]. Third, BAs were reported only on the outer exposed part of the cortex, missing the depiction on

more than half of the intra-sulcal cortex hidden inside the cortical folds [Caspers et al., 2013, Geyer et al.,

2011, Zilles et al., 1988, Triarhou, 2013]. Fourth and most importantly, the correspondence between the

macroanatomic borders and microanatomic borders are known be limited outside few primary cortices

as noted by Brodmann himself: “The borders do not match, with a few exceptions, sulci and gyri of the

cortical surface, or any other external morphological features.” [Zilles and Amunts, 2010, Amunts et al.,

2007, Zilles and Palomero-Gallagher, 2001, Caspers et al., 2013, Geyer et al., 2011, Geyer, 2013, Turner

and Geyer, 2014, Fischl, 2013, Fischl et al., 2008]. All of these factors lead to the lack of quantitative

certainty in in vivo studies using BA, which is defined based on gross anatomy [Amunts et al., 2000,

2007, Geyer et al., 2000].

An approaches to address some of the above mentioned limitations is to use a 3D atlas with labels

derived from microanatomy [Zilles and Amunts, 2010, Amunts and Zilles, 2015, Roland et al., 1997,

Roland and Zilles, 1998, 1994, Toga et al., 2006]. JuBrain7 is the result of such an effort, which is a

probabilistic atlas derived from 10 postmortem brains [Mohlberg et al., 2012, Caspers et al., 2013]. In

this approach 10 postmortem brains are processed using histological staining for cell bodies to obtain

7JuBrain website: http://www.jubrain.fz-juelich.de/ (Last accessed: January 20, 2016)

http://www.jubrain.fz-juelich.de/
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cytoarchitectonic maps of the cortex and sub-cortical nuclei [Caspers et al., 2013, Bludau et al., 2014].

These histological slices are reconstructed together to get 3D histological volumes and cortical (inner

and pial) surfaces for each individual brain, which are then spatially normalized to a template space

to obtain the cytoarchitectonic labels in the template space [Bludau et al., 2014, Caspers et al., 2013,

Fischl, 2013, Fischl et al., 2008]. This allows computation of a probabilistic measure of the presence

of each cytoarchitectonically defined BA in each voxel/vertex of the template space, which can then be

used for other studies [Mohlberg et al., 2012]. BigBrain8 is a similar initiative where one postmortem

brain is processed with a ultra-high resolution of 20 micrometers for histological studies and combined

to obtained a cytoarchitectonically labeled 3D volume [Amunts et al., 2013]. Such ultra-high resolution

allows analysis of microarchitecture along the entire cortical ribbon after 3D reconstruction, which is

generally challenging with histological studies as not all cortical areas are cut orthogonal to the pial cortex

[Amunts et al., 2013]. Amunts and Zilles [2015] provide a list of software packages which provides such

microarchitectonic atlases.

Such microarchitectonic atlases allow in vivo parcellation of the cortex by transferring micro-anatomic

labels of the atlas brain (probabilistic or discrete) to another brain by matching topographical landmarks

[Amunts et al., 2014, Amunts and Zilles, 2015]. However, it would be preferable if the labels are derived

directly from the individual’s microstructure itself and then the inter-subject cortical mapping could be

achieved by matching the microstructural features [Geyer, 2013, Geyer et al., 2011]. Methods discussed

in the next section are geared towards this goal.

3.2.2 Microanatomy-based parcellation

Traditionally, the cortex has been parcellated microanatomically by studying the cyto-, myelo- and,

more recently, receptor architectonics, all of which have been observed to have good lower level func-

tional localization as we discussed in Sec. 3.1 [Zilles and Palomero-Gallagher, 2001]. The in vivo char-

acterization of such microarchitectonic signals with MRI has been an active area of research over the

past two decades [Turner and Geyer, 2014, Geyer and Turner, 2013]. MRI contrasts have been observed

to be more sensitive to differences in myeloarchitecture as compared to that of cytoarchitecture [Eickhoff

et al., 2005, Turner, 2013, Turner and Geyer, 2014, Geyer et al., 2011]. Myelin content affects several

MR parameters of the associated protons including T1, T2, T∗2, magnetization transfer and the water dif-

fusion properties in the presence of bundles of myelinated axons [Barkovich, 2000, Geyer et al., 2011,

Turner, 2013, Turner and Geyer, 2014]. Note that not all the studies, and particularly earlier approaches,

reviewed in this section obtain a ‘parcellation’ i.e. microarchitectonic sub-division of the cerebral cortex.

However, these studies provide very useful and important evidence that microarchitectonic features can

8BigBrain website: https://bigbrain.loris.ca/main.php (Last accessed: January 20, 2016)

https://bigbrain.loris.ca/main.php
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be seen in in vivo and ex vivo MRI images, which could be later exploited to obtain such a parcellation.

3.2.2.1 Relaxation-based MR contrast

Most common MR sequences are sensitive to the indirect effects of the myelin content i.e. the

observed signal is generated by ‘myelin water’ (MW), the water pool trapped inside the myelin sheaths,

and not the myelin itself [Alonso-Ortiz et al., 2015, Wilhelm et al., 2012, Laule et al., 2007]. MW has

restricted movement and is known to have relatively lower T1 and T2 relaxation times as compared to

water outside myelin sheaths, hence MW generally causes hyper intensity in T1-weighted images and

hypo-intensity in T2-weighted images [Barkovich, 2000, Laule et al., 2007, Alonso-Ortiz et al., 2015,

Wilhelm et al., 2012]. MW also lowers T∗2 relaxation time, most likely due to local microscopic magnetic

inhomogeneities introduced by myelin [Roth et al., 2015, Deistung et al., 2013, Hwang et al., 2010], and

results into hypo-intensity in T∗2 maps and weighted images [Deistung et al., 2013, Hwang et al., 2010,

Cohen-Adad, 2014, Cohen-Adad et al., 2012]. These properties of MW justify relaxation-based MR

contrast as a popular choice to study microarchitectonic in vivo and indeed T1 and T2 parameters have

been observed to be related to microstructural features [Harkins et al., 2015] and with myelin content

[Barkovich, 2000, Laule et al., 2007, Ganzetti et al., 2014, Sereno et al., 2012, Lutti et al., 2014, Geyer

et al., 2011, Geyer, 2013]. Several approaches have been proposed which use these properties to provide

surrogate bio-markers of myelin in the cortex in vivo [Turner, 2013, Turner and Geyer, 2014, Ganzetti

et al., 2014].

In order to directly observe the architectonic details in different cortical layers in MRI images, one

would need ultra high resolution images, better than 200 µm or 0.2 mm with good SNR [Fischl, 2013],

as the primate cortex has a highly folded structure and is on an average 2-4 mm thick with six cortical

layers [Fischl, 2013, Turner, 2013, Geyer, 2013]. Few studies have been able to achieve such ultra-high

resolution in ex vivo and/or in vivo images (see Turner [2013] and Fischl [2013] for a detailed review).

The stria of Gennari is a heavily myelinated band of axons that runs parallel to the cortical surface in

the striate cortex in occipital cortex, and many studies have tried to localize it in in vivo images. Clark

et al. [1992] could identify the striate cortex in a 3 mm thick in vivo proton density weighted image

with an in-plane resolution of (0.391 mm)2 acquired at 1.5 T, which however required about 40 minutes

of scan time per slice (4 averages). A decade later, Barbier et al. [2002] could acquire 62 T1-weighted

slices in vivo in about 45 minutes (8 averages) with voxel size of 0.35 × 0.35 × 0.6 mm3, which visu-

alized the stria of Gennari (also beautifully seen in the ex vivo proton density images they acquired with

110 µm isotropic resolution). The stria of Gennari was also visualized in in vivo anatomical scans by

using T1-contrast images with voxel size of 0.3 × 0.3 × 1.5 mm3 at 3 T [Bridge et al., 2005, Clare and

Bridge, 2005], where the authors also quantitatively compared its location to the primary visual cortex

(V1) region identified using fMRI confirming that the visualization was not an imaging artifact. Duyn
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et al. [2007] demonstrated the use of phase information from gradient-echo images with a voxel size of

0.24 × 0.24 × 1.0 mm3 to obtain very high contrast-to-noise ratio images of the cortical profile at 7 T,

which also demonstrated a high-contrast profile for identification of the stria of Gennari. Turner et al.

[2008] used in vivo quantitative T1-maps at 3 T to visualize the stria of Gennari with almost isotropic

voxels (0.4 × 0.4 × 0.5 mm3), which allowed the exploration of the strias running along any direction

in the folded cortex. Trampel et al. [2011] replicated this visualization at 7 T, yielding higher SNR im-

ages, using turbo spin echo sequence with (0.5 mm)3 voxels and also demonstrated the presence of the

stria of Gennari in congenitally blind subjects. The stria of Gennari has also been identified in healthy

subjects using T∗2 maps, which also show a pattern of myelination similar to that of T1-maps [Cohen-

Adad et al., 2012, Cohen-Adad, 2014]. Sánchez-Panchuelo et al. [2012] studied the correspondence

of the primary visual cortex (V1) as identified by high-resolution anatomical images (quantitative T∗2
maps with (0.4 mm)3 voxels and T1-weighted MPRAGE images with 0.4× 0.4× 0.6 mm3 voxels) and

with retinotopic mapping by using functional MRI at 7 T. They found that T∗2 maps show better contrast

than MPRAGE in identifying the stria of Gennari, and it corresponds well with the functional region

obtained by retinotopic mapping. Sánchez-Panchuelo and colleagues also studied the correspondence

between functional response in somatosensory cortex (S1) to that of anatomical MR measurements (cor-

tical thickness, magnetization transfer ratio and signal intensity in phase sensitive inversion recovery

images) and found them to be correlated but not always significantly [Sánchez-Panchuelo et al., 2014].

Walters et al. [2003] used in vivo T1-weighted images with 0.556 × 0.556 × 0.5 mm3 voxel size

acquired at 1.5 T with surface coils to demonstrate that the intensity profiles across cortical laminar

matched the myeloarchitectonic features in V1 and V5. In a similar approach, Eickhoff et al. [2005]

compared the intensity profile across laminae in in vivo T1-weighted image to that of in histologically

stained slices and found that the T1-weighted intensity profile matches myeloarchitecture better than

cytoarchitecture. Sigalovsky et al. [2006] estimated quantitative R1 = 1/T1 map at 1.3×1.0×1.3 mm3

acquired at 1.5 T and found that high R1 areas always contained the Heschl’s gyrus and also showed

hemispherical differences, suggesting myelinated auditory regions. Similarly, Sereno et al. [2012] used

the whole brain quantitative R1 maps acquired at 3 T with (0.8 mm)3 voxels and demonstrated close

correspondence in the spatial pattern over cortex to that of the early myelinating areas [Lutti et al., 2014].

Geyer et al. [2011] also demonstrated the presence of microarchitectonic features at 7 T in in vivo T∗2-

weighted images and T1 maps, obtained from MP2RAGE sequence [Geyer, 2013, Bazin et al., 2014],

acquired with voxels of size (0.6 mm)3 and (0.4 mm)3 respectively. Geyer et al. [2011] also used the

image intensity values sampled at equidistant points between inner and pial-surface as a feature vector at

each point on the cortical surface for automated segmentation of the primary visual cortex (V1) from the

rest. Barazany and Assaf [2012] used a series of inversion-recovery image with variable inversion times

(voxel size of approximately 0.43×0.43×1.5 mm3) to estimate T1-relaxation time in each voxel, which
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was used with k-means algorithm to automatically cluster different layers of the cortex in rat and human

brain in vivo. The obtained clusters for the rat-brain were also compared with the histological stainings

and were found to agree to a certain degree. Augustinack and colleagues explored the parcellation of

medial-temporal cortices in ex vivo studies which provided more evidences that MR contrasts shows

similar features as revealed by myelin and Nissl staining [Augustinack et al., 2010, 2013a,b, 2014].

Images with multiple MR contrasts have also been fused together to explore the myelin content in the

cortex. Ratios of T1- and T2-weighted images (T1w/T2w ratio) has been popularly used as a surrogate for

myelin volume in the cortex, and demonstrate close resemblance to the published early developmental

myelin maps obtained using histological studies [Glasser and Van Essen, 2011, Glasser et al., 2014,

Van Essen and Glasser, 2014, Shafee et al., 2015, Ganzetti et al., 2014, 2015]. The spatial variation

in T1w/T2w ratio in human subjects also shows homologies with non-human primates [Glasser et al.,

2014] and with probabilistic BA areas [Glasser and Van Essen, 2011], suggesting the measure’s ability to

capture similar information. Some recent improvements have also been suggested, which propose to use

better calibration of intensities [Ganzetti et al., 2014] and model partial volume effects in T1-weighted

and T2-weighted images [Shafee et al., 2015]. Similarly, ratios of T1- and T∗2-weighted images (T1w/T∗2)

has also been proposed as a surrogate for myelin content at 7 T, which allowed identification of the

heavily myelinated regions in the medial Heschl’s gyrus [De Martino et al., 2012, De Martino et al.,

2015]. The intensities in T1- and T2-weighted images were also used as a set of two features for refined

localization of the primary auditory cortex in a maximum likelihood framework, which was initially

localized based on curvature [Wasserthal et al., 2014]. [Mangeat et al., 2015] proposed to fuse T∗2 and

magnetization transfer ratio, after regressing out the variability which could be introduced by cortical

thickness and B0 orientation dependent contrast, to get another surrogate myelin measure.

It should be noted here that the approaches discussed in this section are insightful but assumes a very

simple model of the underlying tissue structure in the cortex. The estimated relaxometry parameters

and corresponding ‘weighted’ images assume a single compartment model, i.e. the tissue structure and

composition are homogeneous inside each voxel. As seen in several stained histological slices, ultra-high

resolution ex vivo images and electron micrographs, the micro-architecture of the cortex is very complex

and contain several different types of components and cells including neurons, pyramidal cells, glia

cells, astrocytes, nerve fibers, and blood vessels, resulting in the presence of a complicated combination

of lipids, proteins and water in each voxel [DeFelipe et al., 2002, Laule et al., 2007, Amunts and Zilles,

2015, Alonso-Ortiz et al., 2015, Guleria and Kelly, 2014, Roth et al., 2015]. The MR signal is affected

by several different properties of these components, for example, T1 contrast is not only specific to

the volume of myelin in a voxel but is affected by the axon diameter [Harkins et al., 2015] and iron

concentration [Ogg and Steen, 1998]. The simple models, used in the approaches reviewed earlier in this

section, are not very accurate for quantitative evaluation, can be difficult to interpret and can often lead
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to confounding observations [Sandrone et al., 2015]. There are a number of approaches that do models

these complexities and could be useful for more accurate quantification [Laule et al., 2007, Alonso-

Ortiz et al., 2015, Wilhelm et al., 2012]. As we mentioned earlier, it is very difficult to directly image

myelin, as the myelin lipids and cholesterol have extremely small T1 and T2 relaxation times at the field

strength of most MR scanners [Alonso-Ortiz et al., 2015, Wilhelm et al., 2012, Laule et al., 2007]. So,

most of the MR observation are indirect effects of myelin-water interactions which can confound any

quantitative interpretations of myelin [Alonso-Ortiz et al., 2015, Wilhelm et al., 2012]. Wilhelm et al.

[2012] explored a technique for direct detection and quantification of myelin by using ultra-short echo

time for MR experiments, which is promising for the myeloarchitectonic quantification.

3.2.2.2 Diffusion-based MR contrast

A close observation of the myeloarchitectonic maps from stained histological slices (or from the

early literature) shows that the microarchitectonic differences across different regions of the brain are

not only limited to relative differences in myelin volume but more in the pattern of the myelination.

Also, quite often theses difference are subtle and hence a simple single component relaxometry model

may not be able to differentiate between these regions. Figure 3.2 shows an example of the histological

slices with myelin staining from a macaque brain. Diffusion MRI is sensitive to the ensemble Brownian

motion of the water molecules in the voxel that is undergoing restricted diffusion in the presence of

different types of tissue structures [Jones, 2011, Basser and Jones, 2002, Beaulieu, 2014]. Hence the

diffusion MRI contrast is directly affected by the volume, density, orientation and pattern of the neurons

and myelinated sheaths in their axons9, making it a very good candidate for studying microarchitectonic

details in the cortex.

The highly folded nature of the cortex in adult human subjects makes it difficult to study diffusion

properties with isotropic voxel resolution of about 2–3 mm, which is typically achievable in clinical scan

times. Nonetheless, there has been considerable effort to study diffusion properties of the cortical gray-

matter in vivo during the last 5-10 years. Diffusion properties in the cortex have been relatively widely

studied in in vivo brain development studies, in part because pre-term fetal brains are substantially less

folded than adult brains [McKinstry et al., 2002, McNab et al., 2013b]. These studies show that the

diffusion properties in the developing cortex are maximally anisotropic at a gestation age of 26 weeks

9The exact relationship between the observed diffusion weighted signal in a voxel and the volume, density, orientation and

pattern of the myelinated sheaths is quite complicated and can be affected by several other factors such as the presence of other

cell bodies in the voxel and the experiment design [Beaulieu, 2002, 2014, Ackerman and Neil, 2014]. However, the presence

of myelinated axons have been observed to affect the MR diffusion contrast across several studies [Beaulieu, 2009, Song et al.,

2002, Tyszka et al., 2006] (see publications by Beaulieu [Beaulieu, 2002, 2009, 2011, 2014] and Jones [2011, Section II – The

Basics of Diffusion MRI] for detailed and explanatory review of the topic).
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Figure 3.2: Example of histological slices with Weil myelin staining. The coronal view is shown in the top and

zoomed in views of different regions (indicated by colored rectangles) are shown in the bottom row. The images

of stained slices were obtained from brainmaps.org10 [Mikula et al., 2007, Web].

and approaches isotropic behavior at a gestation age of about 36 weeks [McKinstry et al., 2002, Maas

et al., 2004, Deipolyi et al., 2005, Mukherjee and McKinstry, 2006, Hüppi, 2011, Zhang et al., 2011,

Dudink et al., 2015]. Cortical diffusion properties have also been studied in several ex vivo animal

studies with fixed rat brain [Wedeen et al., 2004, Jespersen et al., 2010] and ferret brain [Kroenke et al.,

2009, Jespersen et al., 2012]. These show anisotropic radial diffusion patterns in the cortex that are

in close agreement with histological and microscopic results. Jaermann et al. [2008] used a dedicated

miniature phased array detector at 3 T to obtain high-resolution in vivo diffusion images (2.5 mm thick

slices with an in-plane resolution of 0.58 × 0.58 mm2 at b-value of 1400 s/mm2), which demonstrated

anisotropic diffusion in the cortex perpendicular to the pial surface. McNab et al. [2009] demonstrated

a similar radial anisotropic pattern in the cortex in an ex vivo study with fixed human brain. In contrast

to previous studies, [Anwander et al., 2010] demonstrated that the diffusion processes are not always

radial to the cortical surface in the cortex but are tangential in nature in somatosensory cortex in an in

vivo study across 6 human subjects with voxel size of (1.5 mm)3 at b-value of 1000 s/mm2 using a 3 T

whole body MR scanner. This study was further extended by McNab and colleagues, where the authors

10Image are obtained under Creative Commons Attribution 3.0 License for academic purposes from: http://brainmaps.org/

ajax-viewer.php?datid=21&sname=m21&vX=-287.5&vY=-123.198&vT=1 (Last accessed: January 20, 2016).

http://brainmaps.org/ajax-viewer.php?datid=21&sname=m21&vX=-287.5&vY=-123.198&vT=1
http://brainmaps.org/ajax-viewer.php?datid=21&sname=m21&vX=-287.5&vY=-123.198&vT=1
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replicated the tangential behavior in the somatosensory cortex in an in vivo study with 6 human subjects

(voxel size of 1.0 mm isotropic) and with one macaque (voxel size of 0.7 mm isotropic) at b-value of

1000 s/mm2 on 3 T MR scanner [McNab et al., 2011, 2012, 2013b]. These studies also reported that the

orientation of the principal diffusion component in most of the human cortex, except for somatosensory

areas, is largely radial in nature.

Truong et al. [2014] used multishot constant-density spiral EPI to obtain in vivo images with 3 mm

slice thickness and high in-plane resolution of 0.625× 0.625 mm2 at 3 T and studied the variation of the

anisotropy in the cortex as a function of cortical depth across three subjects. They found that most of

the cortical regions showed primarily radial diffusion orientation and that the anisotropy is consistently

highest in the middle of the cortical laminae. Haroon et al. [2010] examined the complexity of the

diffusion processes by estimating the probability of observing 1, 2, 3 or >3 fiber orientations in each

voxel using a model-based residual bootstrapping approach on the acquired diffusion data [Haroon et al.,

2009]. The authors found that cortical gray matter voxels have a high probability of having 3 or more

fiber orientations, indicating higher complexity of the diffusion processes, which was consistent across

different subjects and different cortical regions (identified using macro-anatomical landmarks). Nagy

et al. [2013] used features derived from first acquisition of the diffusion data to train a three-way classifier

for three different cortical areas (extended middle temporal area, superior temporal sulcus, and angular

gyrus determined either by retinotopic experiments or by using cortical folds), which they then used to

classify the regions in a second acquisition of the same subject. The authors acquired diffusion data with

a 3 T scanner with isotropic spatial resolution of 2.3 mm at b-value of 1000 s/mm2 and computed a total

of 27 orientation-invariant and cortical-normal dependent features, at each vertex on the cortex, derived

from spherical-harmonic fitting of the apparent diffusion coefficient. They reported good classification

accuracy, 80-82%, on the second acquisition of the same subjects showing good test-retest reproducibility

of the diffusion features. They also tried k-means clustering on the computed features to cluster the whole

cortex into 40 different clusters, which was inconclusive and did not obtain a meaningful set of clusters

[Nagy et al., 2012, 2013].

High field MR scanners (>3 T) have also been used for exploration of the diffusion properties in the

cortex. [Augustinack et al., 2010] acquired high-resolution ex vivo anatomical images at 7 T (0.1 mm

isotropic resolution) and diffusion images at 4.7 T (0.3 mm isotopic resolution), which allowed direct

visualization of the perforant pathway with two different fiber tracking methods. Fixed samples of visual

cortex have been studied at 9.4 T to visualize the stria of Gennari in ex vivo diffusion images (spatial

resolution of 0.188× 0.188× 0.376 mm3, b=1159 s/mm2, 4 averages), which showed that the voxels in

and around the stria do not show a preferential principal diffusion direction while other regions of the

cortex show preference along the perpendicular to the cortical surface [Leuze et al., 2011]. In a similar

study at 11.7 T, the stria of Gennari was observed to have lower diffusion anisotropy than the rest of the
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primary visual cortex using diffusion tensors at an isotropic spatial resolution of 0.3 mm [Kleinnijenhuis

et al., 2011a]. These observations were further explored across two ex vivo samples by computing the

fiber orientation distribution from the diffusion data, which demonstrated that the voxels in the stria of

Gennari had two large fiber orientations, one perpendicular to the cortex and another primarily parallel to

the cortex [Kleinnijenhuis et al., 2013a, 2011a]. The diffusion tensor anisotropy profile was also found

to follow a similar pattern to the intensity profile of gradient-echo images along the normal to the cortical

surface [Kleinnijenhuis et al., 2013a, 2011a]. [Leuze et al., 2014] used diffusion tractography in a fixed

sample from visual cortex with an isotropic spatial resolution of 0.242 mm, where they identified different

cortical layers that demonstrated different intra-cortical connectivity. The preferential diffusion direction,

as observed in several in vivo and ex vivo human MR experiments, was also confirmed with histological

staining for myelin and with polarized light imaging [Kleinnijenhuis et al., 2011a,b, Leuze et al., 2014].

Exploring the diffusion pattern in the visual cortex further through ex vivo studies, Kleinnijenhuis et al.

[2013b] used NODDI, a multi-compartment tissue model [Zhang et al., 2012], and found that it has

better sensitivity to microstructural details than fractional anisotropy maps derived from diffusion tensor

modeling, and that the observed diffusion orientation pattern matches well with histological staining

[Kleinnijenhuis et al., 2013c, Tariq et al., 2015]. Aggarwal et al. [2015] used a 3D diffusion-weighted

gradient and spin echo sequence at 11.7 T to obtain a voxel size of 0.092×0.092×0.092 mm3 with fixed

samples from different brain regions coming from three subjects: prefrontal, primary motor, primary

somatosensory and primary visual. They reported an important finding that these regions, which are

known to have distinct microarchitectonic details, also show distinct and region specific diffusion MR

signals as well as show good agreement with histological sliver impregnation of the same specimens.

Recent advances in diffusion acquisition now allow high-resolution full brain in vivo imaging at

high-field in human subjects. Diffusion imaging at high-field strength is generally more challenging

because single-shot EPI, which is widely used for diffusion imaging [Pipe, 2014, Miller, 2014], suffers

from severe susceptibility-induced geometric and blurring artifact at higher field strengths. Heidemann

et al. [2010] used segmented EPI with parallel imaging at 7 T to obtain diffusion images with less

blurring and susceptibility artifacts at a spatial resolution of 1.1×1.1×3.0 mm3 (b=1000 s/mm2), which

demonstrated the ability to study anisotropy in the cortex at high resolution. Improving the acquisition

further, Heidemann et al. [2012] introduced an adapted EPI sequence with a combination of zoomed

imaging and parallel acquisition (ZOOPPA) which allowed high-resolution (1.0 – 0.8 mm isotropic)

diffusion imaging at 7 T of a partial field of view (50% view) in little over an hour with 60 diffusion

encoding directions at b=1000 s/mm2. ZOOPPA allowed high-resolution imaging of focused regions

and revealed sub-millimeter details of the diffusion properties in both white-matter and cortical areas in

vivo.

Most of the studies reviewed above are exploratory studies which visualize or demonstrate some in-
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sightful properties of diffusion MRI in the cortex. However, with the exception of [Nagy et al., 2012,

2013], none of these methods obtain a parcellation of cortex based on diffusion properties. [Nagy et al.,

2012, 2013] reported a parcellation based on k-means clustering of the features derived from the ap-

parent diffusion coefficient, which, however, did not show a very meaningful parcellation. This could

be an effect of several factors such as relatively lower spatial resolution (2.3 mm isotropic) of the dif-

fusion data, a relatively simple diffusion model based on apparent diffusion coefficient, a limited set of

derived features, or use of simple k-means based classification approach. Recent advances in multi-slice

and super-resolution MR imaging allow reconstruction of in vivo diffusion images at an isotropic spatial

resolution of 0.6-0.7 mm, which are promising for such cortical studies [Setsompop et al., 2015, Haldar

et al., 2016, Setsompop et al., 2016]. There are also several advanced diffusion models which could

be used such as the orientation diffusion function (ODF) [Tuch, 2004, Descoteaux et al., 2007, Haldar

and Leahy, 2013, 2012], NODDI [Zhang et al., 2012], AxCaliber, Charmed, or the ball-and-stick model

(see [Alexander, 2008, 2005] and Jones [2011, Section II and V]). A more advanced set of features such

as axon diameter [Duval et al., 2014, McNab et al., 2013a] can also be used for clustering purposes.

However, it should be noted that most publications use features that are orientation invariant and so are

potentially not capturing all the information contained in the diffusion data which is inherently orien-

tation dependent in anisotropic media. We present an advanced orientation normalization scheme for

diffusion MRI dataset in chapter 7, which allows use of all the orientation dependent information for di-

rect comparison across different points on the cortex. It should also be noted that several of the obtained

features are correlated with the curvature of the cortex [Kleinnijenhuis et al., 2015], which probably

should be regressed out before parcellation.

3.2.3 Connectivity-based parcellation

The approaches described in the previous section explore the ability of MRI to mimic microarchi-

tectonic studies as classically performed with histological staining in early 20th century by Vogts, Brod-

mann, von Economo and others [Brodmann, 1909, Vogt and Vogt, 1919, von Economo and Koskinas,

1925]. These approaches were focused on studying the properties in the cortex that manifest due to the

microarchitecture (cyto-, myelo-, and receptor-architecture) of the underlying tissue using MR images,

which could later be used for parcellation of the cortex based on regional similarity of the microarchi-

tecture. In this section, we discuss another class of approach that uses ‘connectivity’ based properties

in the cortex to obtain a connectivity-based parcellation (CBP) using MRI images. The ‘connectivity’

in this context can be broadly defined as a set of input and output connections to a small local region of

the cortex (or brain). CBP is inherently different from microarchitectonic approaches as it uses proper-

ties or “fingerprints” derived from its connection with external regions to drive the parcellation, whereas

the microarchitectonic approach uses properties derived from its internal composition and architecture
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[Behrens et al., 2010, Passingham et al., 2002]. CBP sub-divides the cortex (or region of interest) into

small regions based on a similarity measure of their connectivity fingerprints to other parts of the cortex

or brain. Historically, these connectivity fingerprints were first defined using diffusion MRI observations

by computing connectivity between different regions of the brain using probabilistic or deterministic

tractography [Behrens et al., 2003, Behrens and Johansen-Berg, 2005, Behrens et al., 2010]. There is

also another type of CBP that uses “functional fingerprints” derived from correlation measures on rest-

ing functional MRI (rfMRI) to obtain the parcellation [Kim et al., 2010, Cohen et al., 2008, Eickhoff

et al., 2015]. So the CBP approach can be classified based on structural connectivity (i.e. presence of ax-

onal pathways connected to the region) or functional connectivity (i.e. presence of correlated functional

or electrophysiological responses). In spite of the differences in the measure of connectivity in these

two approaches, they are closely related [Johansen-Berg et al., 2005, Passingham et al., 2002, Johansen-

Berg et al., 2004, Behrens and Johansen-Berg, 2005, Beckmann et al., 2009b, Knösche and Tittgemeyer,

2011].

The CBP approach is much more widely studied than the microarchitectonic approach with MRI

and several different variations of CBP have been reported, in terms of the measure of connectivity or

the region of interest to be sub-divided or a combination both, as can be found in several review papers

[Eickhoff et al., 2015, Klein et al., 2014, Thirion et al., 2014, Sporns, 2014, Biswal, 2015, Eickhoff

and Müller, 2015, Smith et al., 2013b, Cloutman and Lambon Ralph, 2012, Knösche and Tittgemeyer,

2011, Behrens et al., 2010, Margulies et al., 2010, van den Heuvel and Hulshoff Pol, 2010, Thirion et al.,

2006, Behrens and Johansen-Berg, 2005]. In this section, we will briefly review the use of connectivity

and functional fingerprinting for cortical parcellation. Note that large-scale brain network modeling

and analysis is closely related to CBP but is not a focus of this chapter [Sporns, 2014, Wig et al., 2011].

Nonetheless, CBP is an important component of brain network analysis as the subdivisions obtained from

CBP can form the nodes of a brain network or graph with the edges defined by a measure of connectivity

across subdivisions [Sporns, 2014, Wig et al., 2011, Mars et al., 2016, Qi et al., 2015, Andellini et al.,

2015, Stam, 2014, Taylor et al., 2014, Sporns, 2013, de Reus and van den Heuvel, 2013, van den Heuvel

and Hulshoff Pol, 2010, Rubinov and Sporns, 2010].

Structural CBP is obtained in vivo by use of diffusion MRI images which allow non-invasive charac-

terization of the long-range axonal pathways through a variety of diffusion models and tractography tech-

niques [Jones, 2011, Section IV], [Johansen-Berg and Behrens, 2014, Section III]. A connectivity profile

or fingerprint is obtained at each point in the region to be parcellated by using the point as a “seed point”

through which the diffusion tracks are computed to obtain the connectivity information to either the en-

tire brain or a predetermined subset of the brain. The later allows incorporation of prior knowledge from

connectivity studies in animal models, histological and postmortem studies, which make the obtained

parcellations easier to interpret [Behrens et al., 2003, Wiegell et al., 2003, Behrens and Johansen-Berg,
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2005, Behrens et al., 2010, Cloutman and Lambon Ralph, 2012, Bzdok et al., 2013, Klein et al., 2007].

On the other hand computing connections across the entire brain allows parcellation without any prior

hypothesis [Klein et al., 2014, Cloutman and Lambon Ralph, 2012, Moreno-Dominguez et al., 2014].

The connectivity profile, computed at each seed point, can be used to compute the similarity of

each seed point to other seed points and expressed as a similarity matrix. This similarity matrix can

be used in turn to obtain the set of final parcels using clustering techniques such as k-means, Gaussian

mixture model, spectral clustering, or hierarchical trees [Knösche and Tittgemeyer, 2011, Klein et al.,

2014, Cloutman and Lambon Ralph, 2012, Behrens et al., 2010]. This process obtains a parcellation for

each individual separately, which can be advantageous as the obtained parcellation is directly related to

individual’s anatomy and connectivity. However, a meaningful parcellation should have consistent char-

acteristics across subjects while still retaining individual differences [Knösche and Tittgemeyer, 2011,

Klein et al., 2014]. Some method incorporate this assumption in the parcellation scheme itself and use

multi-subject or population-based clustering, which improves the ability to use and interpret the result-

ing parcellation [Nanetti et al., 2009, O’Muircheartaigh et al., 2011, Lefranc et al., 2016, Knösche and

Tittgemeyer, 2011, Chong et al., 2016, 2015]. One of the most crucial steps in the above process is

the estimation of the connectivity fingerprinting, which depends on a combination of following: the

quality of diffusion data, goodness of the diffusion model and the accuracy of the tracking algorithm

[Johansen-Berg and Behrens, 2014, Knösche and Tittgemeyer, 2011]. Hence, it is important to optimize

these depending on the application and region of the interest as well as understand its limitations [Jones

et al., 2013, Jones, 2011, 2010, Jones and Cercignani, 2010, Johansen-Berg and Behrens, 2014, Knösche

and Tittgemeyer, 2011]. Structural CBP has been used to parcellate sub-regions of the cortex (medial

frontal cortex, inferior frontal cortex, precentral gyrus, postcentral gyrus, inferior parietal cortex), and

sub-cortical gray matter structures (thalamus, basal ganglia, amygdala etc.) as well as the entire cortex

[Klein et al., 2014, Cloutman and Lambon Ralph, 2012, Knösche and Tittgemeyer, 2011, Behrens et al.,

2010, Klein et al., 2007]. These parcellations have been used to study differences between normal and

diseased population [Wang et al., 2015, Schönknecht et al., 2013]. The parcellations obtained with struc-

tural CBP have also been found to have close agreement with histological parcellations [Bzdok et al.,

2013, Johansen-Berg et al., 2005].

Functional CBP follows a similar method to structural CBP to obtain the parcellation but uses func-

tional fingerprinting to obtain the similarity matrix [Eickhoff et al., 2015, Thirion et al., 2014, Biswal,

2015, Eickhoff and Müller, 2015, Smith et al., 2013b, Margulies et al., 2010, van den Heuvel and Hul-

shoff Pol, 2010, Thirion et al., 2006]. Resting functional MRI (rfMRI) uses spontaneous fluctuations

in brain activity to obtain the fingerprint by computing the correlations of the rfMRI data between seed

points and the rest of the brain [Cohen et al., 2008, Kim et al., 2010, Eickhoff et al., 2015]. The func-

tional correlation matrix have been used to obtain the final set of parcels using a variety of clustering
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techniques such as k-means, spectral clustering, and hierarchical clustering [Smith et al., 2013b, Thirion

et al., 2014, Blumensath et al., 2013, Margulies et al., 2010, Craddock et al., 2012, Wig et al., 2014a,b,

Yeo et al., 2011, Yeo, 2015]. It is also common to transfer the rfMRI data from several subject to a ‘stan-

dard’ space to obtain a functional parcellation in the standard space by combining the data across the

population. This improves the sensitivity to functional fingerprinting differences by use of substantially

more data and obtains better quality parcels as well as facilitating comparison of parcels across subjects

[Shou et al., 2014, Calhoun et al., 2009, Beckmann et al., 2009a, Erhardt et al., 2011, Shen et al., 2010,

Chong et al., 2016, 2015].

Another interesting approach, meta-analytic connectivity modeling (MACM), uses meta-data anal-

ysis of task fMRI activation maps [Eickhoff et al., 2011, Laird et al., 2013, Langner et al., 2014].

MACM uses meta-information reported in several thousand independent studies, from databases such

as http://www.brainmap.org/, about the activations obtained in response to certain task/stimuli in fMRI

experiments. MACM uses the reported meta-data to obtain a co-activation matrix, i.e. for each seed

point, MACM finds all the brain voxels which have been reported to show coactivation across any task-

experiment to form one row of the coactivation matrix. The co-activation matrix is then used as a sim-

ilarity matrix for parcellation or the spatial maps corresponding to each seed point can be merged in a

hierarchical fashion to obtain clusters [Eickhoff et al., 2011, Laird et al., 2013, Langner et al., 2014].

Connectivity-based parcellation is a rapidly evolving area of research, and several variations of the

approaches described above have been used to explore brain connectivity and parcellation [Eickhoff

et al., 2015, Klein et al., 2014, Thirion et al., 2014, Sporns, 2014, Biswal, 2015, Eickhoff and Müller,

2015, Smith et al., 2013b, Cloutman and Lambon Ralph, 2012, Knösche and Tittgemeyer, 2011, Behrens

et al., 2010, Margulies et al., 2010, van den Heuvel and Hulshoff Pol, 2010, Thirion et al., 2006, Behrens

and Johansen-Berg, 2005]. It should be noted that all the CBP methods are data driven and while the

resulting parcellations explain the data in some way, they are not hypothesis driven and do not necessarily

represent a ‘true’ neurobiological parcellation of the brain [Eickhoff et al., 2015, Craddock et al., 2013,

Biswal et al., 1995, Biswal, 2015]. Among the different CBP approaches, structural CBP has the most

direct neurobiological interpretation, i.e. the delineated parcels most likely reflect regions connected by

true axonal pathways. As indicated earlier, the structural-connectivity based parcellations have also been

found to show close agreement with some histological parcellation [Bzdok et al., 2013, Johansen-Berg

et al., 2005].

Unlike the structural CBP, parcellations obtained from functional CBP and MACM are not as easy

to interpret [Eickhoff et al., 2015]. The neurobiological nature of the spontaneous fluctuations in rfMRI

and their relation to structural connectivity and function is not entirely understood [Eickhoff et al., 2015,

Cloutman and Lambon Ralph, 2012], which confounds the interpretation of functional CBP parcels. An-

other confounding factor is the choice of cluster number, which is usually decided heuristically based on

http://www.brainmap.org/
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an examination of results with several parameters [Eickhoff et al., 2015, de Reus and van den Heuvel,

2013]. Despite the difficulty in interpreting parcellations, CBP provides useful spatial maps of complex

brain organization which can be used to generate spatial hypotheses for functional or structural segrega-

tion, which can be tested with a variety of other techniques and modalities to provide useful new insights

into the cortical organization.



Chapter 4

Registration-based distortion correction of
diffusion MR images

Diffusion MRI is a non-invasive imaging technique that can provide quantitative and qualitative in-

formation about microstructural tissue properties in vivo [Le Bihan and Johansen-Berg, 2012, Johansen-

Berg and Behrens, 2009, Jones, 2011]. Neuroimaging studies frequently make use of high resolution

T1-weighted anatomical images to identify and delineate neuro-anatomical structures as well as study

different properties of the brain such as thickness and volume [Toga and Mazziotta, 2002, 2000, Toga,

2015, Shattuck and Leahy, 2002, Shattuck et al., 2001, Joshi et al., 2007, 2012, Fischl, 2012, Fischl et al.,

2004]. Quantitative information about diffusion processes can be combined with T1-weighted anatom-

ical images in order to quantify the microstructural characteristics of neuro-anatomical structures and

the white matter connections between them. In order to jointly analyze these images, they must first be

co-registered [Jones and Cercignani, 2010, Irfanoglu et al., 2012, Pierpaoli, 2010].

There are two primary challenges in accurate co-registration of T1-weighted and diffusion images.

First, diffusion MRI frequently uses EPI sequence for data acquisition, which results in localized susceptibility-

induced distortions in the reconstructed diffusion weighted images (DWIs) as a result of inhomogeneities

in the B0 field [Pipe, 2014, Miller, 2014, Skare and Bammer, 2010]. As we discussed in chapter 2, these

distortions can be particularly pronounced in regions where susceptibility is rapidly changing, such as at

the interfaces of soft tissue, air and bone [Andersson and Skare, 2011, Jezzard and Clare, 1999, Jones

and Cercignani, 2010]. Second, co-registration of T1-weighted and diffusion images (distorted or undis-

torted) is difficult because the images are sensitive to different physical properties of the underlying

tissue and exhibit very different image contrast [Pierpaoli, 2010]. This makes it an inter-modal regis-

tration problem [Oliveira and Tavares, 2012, Derek L. G. Hill and Hawkes, 2001, Jenkinson and Smith,

2001]. As reviewed briefly in chapter 2, when an accurate estimate of the B0 fieldmap is available, several
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methods can be employed for accurate correction of the localized susceptibility-induced EPI distortion

[Andersson and Skare, 2011, Jezzard and Balaban, 1995, Jezzard, 2012, Jenkinson et al., 2012, Munger

et al., 2000, Kadah and Hu, 1998, Bhushan et al., 2013, 2014b, Andersson et al., 2003, Gallichan et al.,

2010]. However, accurate B0 fieldmap information is not available in many neuroimaging studies be-

cause of variety of reasons such as limited scan time [Jezzard and Balaban, 1995, Jezzard, 2012, Jones

and Cercignani, 2010].

In this chapter we present a novel registration-based technique for EPI distortion correction in ab-

sence of a fieldmap. Our technique can also be used for accurate rigid alignment with anatomical images.

4.1 Review of registration-based approaches

Image registration has been used to correct the distorted EPI image without a fieldmap in several

reported methods [Studholme et al., 2000, Kybic et al., 2000, Ardekani and Sinha, 2005, Bhushan et al.,

2012, Pierpaoli et al., 2010, Wu et al., 2008, Huang et al., 2008, Gholipour et al., 2006, Yao and Song,

2011, Irfanoglu et al., 2011, Tao et al., 2009]. In these methods the distortion field is generally estimated

by a non-rigid alignment of the distorted EPI image with no diffusion weighting (i.e. a T2-weighted

(T2W) EPI image with a diffusion b-value of 0 s/mm2) to an anatomical image with negligible geomet-

ric distortion. These methods differ in some of the assumptions and choice they make for the registration

process: the contrast of anatomical image, the nature of the similarity metric, parameterization of the

deformation field, the model of unwarping the distorted image, the regularization model and the opti-

mization method. All of these choice have their own limitations and advantages and can have substantial

impact the final outcome.

A T2W-EPI image is commonly used in registration-based methods because it shows similar image

structure to an anatomical image, is almost always acquired in quantitative diffusion studies and man-

ifests very similar distortion as different DWIs [Bhushan et al., 2012, Pierpaoli et al., 2010, Wu et al.,

2008, Huang et al., 2008, Gholipour et al., 2006, Yao and Song, 2011]. Most methods use a T2-weighted

anatomical image since these have similar contrast to the T2W-EPI image [Kybic et al., 2000, Ardekani

and Sinha, 2005, Pierpaoli et al., 2010, Wu et al., 2008, Huang et al., 2008]. However, we are interested

to use T1-weighted anatomical images as they are frequently acquired in brain-mapping studies to de-

lineate cortex and sub-cortical anatomical structures [Shattuck and Leahy, 2002, Shattuck et al., 2001,

Joshi et al., 2007, 2012, Fischl, 2012, Fischl et al., 2004]. Few previously reported method did use T1-

weighted anatomical images for this purpose [Studholme et al., 2000, Gholipour et al., 2006, Yao and

Song, 2011], however there are some key difference between them. Yao and Song [2011] and Wu et al.

[2008] did not use the constraints based on the physics of the EPI distortion, as described in chapter 2,

which could limit the accuracy of the correction. Studholme et al. [2000] did use the physics-based
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constraints but chose to not use spatial regularization during the registration process, which in our expe-

rience may lead to some severe singularities in some cases. Further, since the contrast of a T1-weighted

anatomical image is different from that of the T2W-EPI image, previous approaches using T1-weighted

images [Bhushan et al., 2012, Gholipour et al., 2006, Yao and Song, 2011] use standard inter-modality

cost functions that are insensitive to contrast differences (e.g., mutual information (MI) [Maes et al.,

1997, Viola and Wells III, 1997, Studholme et al., 1999] or correlation ratio (CR) [Roche et al., 1998]).

However, it is known that both MI and CR lead to non-convex and non-smooth optimization problems

that can be challenging to solve, specially in case of non-rigid registration [Oliveira and Tavares, 2012,

Derek L. G. Hill and Hawkes, 2001, Pluim et al., 2003, Tsao, 2003, Pluim et al., 2004, Jenkinson and

Smith, 2001, Jenkinson et al., 2002].

In this chapter, we propose a new approach, INVERSION (Inverse contrast Normalization for VERy

Simple registratION), that exploits the approximately inverted contrast relationship between T1- and T2-

weighted brain images to transform the contrast of one image into the contrast of the other. This means

that the complicated inter-modal registration problem can be simplified to an intra-modal registration

problem, which is easier to solve and is less sensitive to highly-misaligned images. INVERSION can

be used for both co-registration of T1-weighted anatomical and diffusion images and for fieldmap-free

susceptibility-induced distortion correction1. INVERSION (along with NMI- and CR-based approach)

is implemented in MATLAB (The MathWorks, Inc., USA) and the source code along with the pre-

compiled binaries are available from http://brainsuite.org under the terms of the GNU General Public

License, version 2.

4.2 Inter-modal image registration

Image registration finds a spatial transformation of a moving image (I1) which aligns it to a static

image (I2). The spatial transform is typically represented as a deformation map φ : X2 → X1 from the

static image coordinate X2 to moving image coordinate X1. The optimal deformation map (φ̂) can be

estimated by solving [Derek L. G. Hill and Hawkes, 2001, Oliveira and Tavares, 2012]

φ̂ = arg min
φ

[D (I2, I1 ◦ φ) + αR(φ)] (4.1)

where D(·) measures dissimilarity between the images, I1 ◦φ is the transformed moving image such that

(I1 ◦ φ) (X2) = I1 (φ(X2)), R(·) is a regularization function that penalizes non-smooth deformation

maps, and α is a regularization parameter.
1Diffusion MRI images can also be subject to other forms of distortion and misalignment, e.g., due to eddy currents, gradient

nonlinearities, motion etc. (see chapter 2 and it references). In this work, similar to previous approaches [Bhushan et al., 2012,

Ardekani and Sinha, 2005, Gholipour et al., 2006, Yao and Song, 2011], we assume that these other sources of distortion are

negligible.

http://brainsuite.org
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The choice of dissimilarity measure D(·) is crucial for accurate registration of the images and it is

desirable that D(·) be sensitive to slight differences in alignment between the images. Several inten-

sity based dissimilarity measures have been developed, which are suitable for different applications and

image modality. Here we briefly review few measures which are relevant to the distortion correction

approaches (see Derek L. G. Hill and Hawkes [2001] and Oliveira and Tavares [2012] for broader review

of different dissimilarity measures).

The sum of squared differences (SSD) is a simple and intuitive dissimilarity measure based on

pixel/voxel intensity differences. If we express the moving image I1 after transformation with defor-

mation φ as I1 ≡ I1 ◦ φ for brevity of the notation, then the SSD dissimilarity is expressed as [Derek L.

G. Hill and Hawkes, 2001]

DSSD(I2, I1) = 1
Nv

∑
X∈Ω

[
I2(X)− I1(X)

]2
, (4.2)

where Ω represents the set of voxels that are present in both the images and Nv is the cardinality of Ω.

SSD is a well-behaved measure in images with similar contrast which may differ only by addition of

Gaussian noise [Derek L. G. Hill and Hawkes, 2001, Viola, 1995]. SSD is a common choice for regis-

tration based distortion correction methods which use T2 [Kybic et al., 2000, Ardekani and Sinha, 2005,

Pierpaoli et al., 2010, Wu et al., 2008, Huang et al., 2008] However, SSD is generally not appropriate for

inter-modal registration problems [Derek L. G. Hill and Hawkes, 2001, Viola, 1995].

Mutual information [Viola and Wells III, 1997, Maes et al., 1997] and correlation ratio [Roche et al.,

1998] are common dissimilarity measures that depend on the relationship between the distributions of

the image intensities and have been used widely in inter-modal registration [Oliveira and Tavares, 2012,

Derek L. G. Hill and Hawkes, 2001, Jenkinson and Smith, 2001]. Normalized mutual information (NMI)

is a variant of MI that is less sensitive to changes in the overlap in images as compared to MI itself

[Studholme et al., 1999] and is defined as

DNMI(I2, I1) = H(I1, I2)
H(I1) +H(I2)

(4.3)

where H(I1, I2) = −
∑
i,j p(i, j) log p(i, j) is the standard joint entropy computed from joint intensity

histogram p(i, j) of I1 and I2; and H(I1) and H(I2) are the marginal entropies computed similarly, but

using the marginal histograms for I1 and I2 in place of the joint histogram. We used a Parzen window

estimate [Duda et al., 2001] for all histograms and used only the intensities from voxels in the overlapping

region of the two images.

Correlation ratio (CR) measure the functional relationship between the images and is defined as

[Roche et al., 1998]

DCR(I2, I1) =
∑K
k=1Nk Var(I2,k)
Nv Var(I2) (4.4)
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where I2,k = {I2(ω);ω ∈ Ωk}, Ωk = {ω ∈ Ω; (k−1)
K ≤ I1(ω) < k

K } is the kth iso-set of I1 in the image

overlap region Ω, and Nv and Nk are the cardinalities of Ω and Ωk respectively. In our implementation,

we also used cost apodization for CR similar to that described in [Jenkinson et al., 2002].

The key difference between these dissimilarity measures is about assumption about the relationship

between the intensities of the images (after alignment): SSD assumes intensity to be same, CR assumes

a functional dependence (based on variance of the intensity distribution) and MI-based measures assume

statistical dependence (based on entropy of the intensity distribution) [Sarrut et al., 2013]. Because of

this, NMI and CR are suitable for inter-modal registration, however as noted earlier, these measure are not

always well-behaved and can be challenging to optimize over large number of registration parameters as

in case of non-rigid registration [Oliveira and Tavares, 2012, Derek L. G. Hill and Hawkes, 2001, Pluim

et al., 2003, Tsao, 2003, Pluim et al., 2004, Jenkinson and Smith, 2001, Jenkinson et al., 2002]. We

use the INVERSION approach, described next, to first transform the contrast of the T2W-EPI image to

look like that of the T1-weighted image (and vice versa), effectively matching the contrast of the images,

which allows us to exploit the nice properties of the SSD cost function for distortion correction.

4.3 INVERSION

INVERSION is motivated by the fact that both T1- and T2-weighted images from the same subject

have similar anatomical structure but have an approximately inverted contrast relationship. Specifically,

the image intensities are ordered such that white matter > gray matter > CSF in a T1-weighted anatom-

ical image, while CSF > gray matter > white matter in a T2-weighted image. In the INVERSION

method, we define the dissimilarity measure between T1-weighted anatomical image IT1 and a corre-

sponding T2W-EPI image IEPI as

DINV(IEPI, IT1) = DSSD

(
FIT1(IEPI), IT1

)
+ βDSSD

(
FIEPI(IT1), IEPI

)
(4.5)

where FIT1(IEPI) transforms the intensity of IEPI to match the contrast of IT1, FIEPI(IT1) transforms

the intensity of IT1 to match the contrast of IEPI and β is a scalar weighting parameter determined

experimentally. We assume, without loss of generality, that the intensities of both IT1 and IEPI are

normalized to lie in the range [0,1] and express the first contrast matching transform as

FIT1(IEPI) =
[
fIT1,IEPI

(
1− IEPI

)
·MIEPI

]
(4.6)

where MIEPI is a binary image representing the brain mask for the T2W-EPI image and fIT1,IEPI(·) is a

monotonically increasing histogram matching function which is computed by matching the histograms

of intensities inside the brain masks of the anatomical image IT1 and the inverted T2W-EPI image (1 −
IEPI). FIEPI(IT1) is expressed in a similar fashion as FIT1(IEPI) i.e. by interchanging IT1 and IEPI. We
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Figure 4.1: An example of INVERSION in an in vivo dataset. (a) shows corresponding slices from (i) the T1-

weighted image, (ii) the intensity transformed T2W-EPI image, (iii) the intensity transformed T1-weighted image,

and (iv) the original T2W-EPI image. (b) Intensity transformation maps F(·) in INVERSION for voxels inside the

brain mask for the dataset shown in (a).

use histogram matching because both the T2W-EPI and T1-weighted image are acquired for the same

subject and should depict the same tissues and tissue boundaries, but may differ in the intensities of each

tissue. As a result, an intensity transformation should be able to approximately match the histogram

of the images. We used our implementation of the histogram matching method described in [Gonzalez

and Woods, 2002] to estimate fIT1,IEPI(·). In our studies, the brain masks are obtained by intensity

thresholding of the T2W-EPI image and by using the BrainSuite software [Shattuck et al., 2001] for the

T1-weighted image. An example of the INVERSION intensity transformation is shown in Fig. 4.1 for an

in vivo dataset.

INVERSION is similar in concept to previous methods that estimate synthetic image contrast [Fris-

ton et al., 1995, Mercier et al., 2012, Choi et al., 2011, Miller et al., 1993, Roy et al., 2013, Meyer, 2007,

Kroon and Slump, 2009, Guimond et al., 2001]. Specifically, some MRI-PET [Friston et al., 1995] and

MRI-ultrasound [Mercier et al., 2012] co-registration methods also use image contrast transformations,

though these transformations are generally quite complicated and depend on an initial tissue segmenta-

tion. Choi et al. [Choi et al., 2011] use a similar contrast transformation to enhance registration-based

distortion correction, but do not use physics-based constraints on the non-rigid deformation field [Ander-

sson and Skare, 2011, Studholme et al., 2000]. Other approaches use a multiple-contrast atlas to estimate

image intensities for different modalities, either using a non-rigid registration framework [Miller et al.,

1993] or using a patch-based sparse intensity prediction approach [Roy et al., 2013]. These approaches

require solving large optimization problems, whereas INVERSION is computationally cheaper and does

not require the construction of an atlas. INVERSION also has similarities to a histogram bin transforma-

tion approach [Meyer, 2007] for registration of MRI and CT images, although that approach requires user

interaction to setup the intensity bin mapping between the histograms of the images while INVERSION
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Figure 4.2: Example of distortion in a human brain T2W-EPI image acquired with EPI sequence. (A) An undis-

torted T1-weighted anatomical image. (B) T2W-EPI image from a diffusion dataset. (C) The displacement map (in

millimeters) computed from an acquired fieldmap. Edges from the T2W-EPI image are overlaid in red on the T1-

weighted image in (D) and vice-versa in (E) after rigid alignment (using INVERSION approach described later).

Arrows point to areas with substantial distortion. (F) The fractional anisotropy (FA) map derived from diffusion

dataset overlaid with edges from the T1-weighted image in red.

is completely automated. In other similar registration methods, a contrast relationship is estimated by

using the joint histogram [Kroon and Slump, 2009] or by assuming a polynomial relationship between

the intensities of different images [Guimond et al., 2001]. Both these approaches perform nicely when

the registration parameters are initialized well, but poorly otherwise. INVERSION uses an intensity

mapping that matches the histograms of the two images so that registration works well even for large

displacements between the two images.

4.4 Co-registration and distortion correction using INVERSION

As reviewed in section 2.3, EPI images can contain geometric distortions in the presence of B0

inhomogeneity. An in vivo example is shown in Fig. 4.2: while the T1-weighted image has negligible

geometric distortion, the T2W-EPI image is substantially distorted. This leads to discrepancies between

the two images when they are rigidly aligned to each other without distortion correction. Specifically, it

can be noticed that image edges do not align correctly in distorted regions. We assume a standard DWI

acquisition in which all images have the same EPI phase encoding direction (PED), as used in the vast

majority of modern DWI acquisitions.2

2In cases where data is available with multiple different PEDs, the method described in this chapter is likely to be suboptimal

relative to that described in chapter 5, which belong to class of more advanced methods that leverage additional information
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Our registration-based distortion correction is initialized using a simple rigid alignment of the T2W-

EPI and T1-weighted anatomical images (described in Section 4.4.1), which is followed by non-rigid

registration to estimate the distortion (described in Section 4.4.2). Note that even if the DWIs have

been distortion corrected using other methods, a rigid alignment is required for co-registration of the T1-

weighted anatomical image and diffusion images. As a result, the rigid registration approach described

in Section 4.4.1 is still useful in, e.g., cases where a B0 fieldmap was acquired.

4.4.1 Rigid alignment using INVERSION

For rigid alignment, we set the T2W-EPI image (IEPI) as the static image and we seek to estimate

a rigid transformation φR1 : XEPI → XT1 that maps the EPI coordinate XEPI to the corresponding

T1-weighted anatomical coordinate XT1. The optimal rigid transformation φR1 is estimated by solving

φ̂R1 = arg min
φR1

DINV
(
IEPI, IT1 ◦ φR1

)
(4.7)

where IT1 ◦ φR1 is the transformed T1-weighted anatomical image. The rigid transformation φR1 is

parametrized by a vectors of six elements, representing translational and rotational components. Note

that the contrast matching functions FIEPI(·) and FIT1(·) are independent of rigid alignment and only

need to be calculated once as a pre-computation before the actual registration process begins. In our

experience, we found that the first contrast matching term in Eq. (4.5) is sufficient to obtain an accurate

rigid alignment, so we set β = 0 in eq. (4.5) while solving Eq. (4.7), which also lowers the computational

requirements.

We use a two step method to achieve robustness to local minima for large transformations while

solving Eq. (4.7). Our first step involves a coarse grid search to quickly initialize with reasonable rotation

parameters. Similar to other approaches [Oliveira and Tavares, 2012, Derek L. G. Hill and Hawkes, 2001,

Jenkinson and Smith, 2001], we use the centroids (center of mass) of each image to define the origins of

their respective coordinate systems. Then we evaluate the registration cost function for each of several

different rotations from a coarse grid defined over the three Euler angles. To enhance computational

speed, this step is performed using low resolution images, which are generated by applying a Gaussian

blur with a full-width at half-maximum (FWHM) of 5mm, followed by downsampling. For typical

datasets (such as those shown in our results), this first stage requires 15-20 seconds to search over 2197
different rotations (stepsize of 15◦ over range of −90◦ to 90◦ for each Euler angle) on a modern 4-core

2.10GHz processor.

The second step applies a simple gradient descent approach to refine the registration parameters, ini-

tialized with the best rotation parameters found in the first step. We use numerically-computed gradients

about the structure of multi-PED data [Bhushan et al., 2013, 2014b, Andersson et al., 2003, Gallichan et al., 2010, Chang and

Fitzpatrick, 1992, Bowtell et al., 1994, Morgan et al., 2004, Holland et al., 2010].
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and a multi-resolution approach. Our two-step approach does not guarantee finding the globally-optimal

solution, but is both fast and simple. In addition, our experience suggests that the well-behaved nature of

the INVERSION cost function makes our approach robust to local minima and increases the chances of

accurately aligning the images.

4.4.2 Distortion correction using INVERSION

Susceptibility-induced geometric distortions in diffusion MRI images are commonly modeled as

being 1-dimensional as they occur primarily along the PED and are generally negligible along the readout

and slice directions (see section 2.3.1). We can express the deformation due to B0 inhomogeneity as a

map φ∆B0 : XU → XEPI which maps the coordinate XU = (xU, yU, zU) in an ideal undistorted image

to the erroneous coordinate XEPI = (xEPI, yEPI, zEPI) in a distorted EPI image. Assuming that the PED

is oriented along the y-axis, the ideal undistorted image IU and distorted EPI image IEPI are related as

(see section 2.3.1 for details)

IU ≈
∂yEPI

∂yU

(
IEPI ◦ φ∆B0

)
. (4.8)

Further,

XEPI = φ∆B0(xU, yU, zU) (4.9)

=
(
xU, yU + γ∆B0(xU, yU, zU)NTesλy, zU

)
(4.10)

where ∆B0 is the B0 inhomogeneity (units of T), γ is the gyromagnetic ratio (42.57× 106 Hz/T for pro-

tons), Tes is the echo spacing in seconds, N is the number of phase encoding steps in the EPI acquisition

and λy is the spatial resolution of each voxel along the PED in appropriate units.

In the absence of a fieldmap, we estimate ∆B0 by registering the distorted IEPI to the undistorted

anatomical images3 IT1 in a non-rigid registration framework. This requires estimation of a non-rigid

deformation map (φ∆B0) which would undistort IEPI and a rigid transformation φR2 : XU → XT1 which

would align IT1 to the undistorted image IU. The optimal map is obtained by solving

[φ̂R2 ; φ̂∆B0 ] = arg min
[φR2 ;φ∆B0 ]

[
DINV

(
∂yEPI

∂yU

(
IEPI ◦ φ∆B0

)
, IT1 ◦ φR2

)
+ αR(φ∆B0)

]
(4.11)

whereR is a regularizer explained later and α is a scalar weighting parameter determined experimentally.

DINV(·) is defined in eq. (4.5) with β equal to the ratio of mean intensities of IT1 and IEPI. In principle, we

3Note that the anatomical images can also be affected by several artifacts, including susceptibility and gradient non-linearity,

leading to the distortion of the images along all three dimensions [Brown et al., 2014b, Jovicich et al., 2006], Bernstein et al.

[2004, Chapter 13]. However, the size of distortion in anatomical images acquired using conventional scheme is order of

magnitudes smaller than that in EPI images in most cases [Brown et al., 2014b], Bernstein et al. [2004, Chapter 13]. Hence, in

practice the anatomical images act as a good undistorted template.
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could have estimated a rigid transformation that maps the undistorted EPI image to the T1 image, instead

of the other way around. The choice shown in Eq. (4.11) was motivated by computational efficiency.

We parameterize φ∆B0 as the outer product of 1D cubic B-spline kernels with uniformly spaced control

points and coefficients Ci,j,k corresponding to the (i, j, k)th control point, such that [Rueckert et al.,

1999]

φ∆B0(XU ) = φ∆B0(xU , yU , zU )

=
∑
i,j,k

Ci,j,k B
(
xa
δ
− i
)
B
(
ya
δ
− j

)
B
(
za
δ
− k

)
(4.12)

where B is the cubic B-spline kernel [Bartels et al., 1987] and δ is the spacing between the control points

in all the directions. In order to constrain the deformation along the PED, we only allow the y-coefficient

of Ci,j,k to change while solving Eq. (4.11). We repeat and interpolate the end control points so that the

deformation field is well-behaved everywhere, including along the boundary [Bartels et al., 1987]. We

use a regularizer that penalizes the roughness of the control-point coefficients as described in [Chun and

Fessler, 2009]. In our framework it is expressed as

R(φ∆B0) = 1
2
∑
i,j,k

∑
n∈N (Ci,j,k)

||Ci,j,k −Cn||2 (4.13)

whereN (Ci,j,k) is the set of control-points that are neighbors of Ci,j,k. This penalty encourages smooth-

ness of the deformation field [Chun and Fessler, 2009].

We solve Eq. (4.11) using a multi-resolution approach, which helps to avoid local minima and enables

faster computation [Oliveira and Tavares, 2012, Derek L. G. Hill and Hawkes, 2001]. Prior to solving

Eq. (4.11), we rigidly align the T1-weighted image to the distorted T2W-EPI image using the method

described in sec. 4.4.1. The contrast matching functions FIEPI(·) and FIT1(·) depend on the estimate of

φ∆B0 (as the intensities in the T2W-EPI image are modulated by the Jacobian of the transformation)

and so they should, ideally, be updated at each iteration. However, we found that changes in the contrast

matching function were negligible at each iteration and so we only compute once at the beginning of each

level of the multi-resolution approach. In our implementation the B-spline control points are refined

twice, starting from a separation of 28mm to final separation of 7mm, in a multi-resolution approach

using the Lane-Riesenfeld Algorithm [Lane and Riesenfeld, 1980]. We use a simple gradient descent

method for all the optimization and use analytical expressions for the gradients for efficient computation.
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Dataset-1 Dataset-2 Dataset-3

T1-weighted

TE=3.09ms TE=3.09ms TE=3.5ms

TR=2530ms TR=2530ms TR=2500ms

TI=800ms TI=800ms TI=1200ms

1×1×1 mm3 1×1×1 mm3 1×1×1 mm3

Diffusion

TE=88ms TE=115ms TE=85ms

TR=10000ms TR=10000ms TR=6000ms

Tes=0.85ms Tes=0.69ms Tes=0.81ms

2×2×2 mm3 2×2×2 mm3 1.4×1.4×3.0 mm3

b=1000s/mm2 b=2500s/mm2 b=1000s/mm2

GRAPPA 2× – GRAPPA 2×

B0 Fieldmap
TE1=10ms TE1=10ms TE1=4.92ms

TE2=12.46ms TE2=12.46ms TE2=7.38ms

Table 4.1: Acquisition parameters for the in vivo datasets used for evaluation. The diffusion datasets differ mainly

in echo spacing (Tes), the use of parallel imaging, contrast parameters (TE, TR, and TI), b-values and resolution.

4.5 Datasets for evaluation

4.5.1 Simulation data

We evaluated the performance of the INVERSION method using simulated and multiple in vivo

datasets. For simulations, we used images available from BrainWeb (http://brainweb.bic.mni.mcgill.ca/

brainweb/) [Cocosco et al., 1997]. Although the BrainWeb phantom is artificially simple in contrast and

image features, the availability of ground truth offers useful insight into the performance of the method.

We used a simulated T2-weighted spin echo image (TR=10000m, TE=120ms, Flip angle=90◦, 2mm slice

thickness) as the undistorted T2W-EPI image and also simulated a corresponding T1-weighted MPRAGE

image with 1mm isotropic resolution. To simulate EPI distortion, we used a real B0 inhomogeneity map

taken from an in vivo scan as ground truth distortion map and used a least-squares time segmentation

approach to model the effects of field inhomogeneity on k-space data [Sutton et al., 2003, Gai et al.,

2013]. We also added Gaussian noise to the modulus distorted image (in the image domain). The

simulated distorted EPI image is shown in Fig. 4.7(b).

4.5.2 Experimental data

We also evaluated performance using a total of 22 in vivo single-shot EPI diffusion brain scans. All

scans were acquired on 3T scanners and B0 fieldmaps were used as references to evaluate the registration-

http://brainweb.bic.mni.mcgill.ca/brainweb/
http://brainweb.bic.mni.mcgill.ca/brainweb/
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Figure 4.3: Behavior of different dissimilarity measures as a function of misalignment by (a) translation along

the x-axis and (b) rotation along the x-axis. Different lines represent different level of smoothing applied to both

images and illustrate behavior at different resolutions. The full-width at half-maximum (FWHM) of the Gaussian

smoothing is reported in units of millimeters (mm).

based deformation estimates. These 22 scans are divided into three different groups with different acqui-

sition parameters, as summarized in Table 4.1. The differences in acquisition parameters ensures a more

comprehensive evaluation of the proposed method.

Dataset-1 was a single-subject dataset, with the acquisition specifically designed to yield a good

distortion-corrected reference image. Specifically, we used a specialized acquisition scheme for dataset-

1 where we acquired each diffusion image with 4 different PEDs, which were combined to form a

distortion-corrected reference image using the accurate 4-PED full method described in [Bhushan et al.,

2014b]. Datasets-2 and 3 represent typical diffusion images from ongoing neuroscience studies. Dataset-

2 includes 10 subjects that were scanned at the University of Southern California under a grant to Hanna

Damasio, PI, from the Air Force Office of Scientific Research (FA9620-10-1-109). Dataset-3 includes

11 subjects obtained from the NKI-Rockland sample [Nooner et al., 2012].
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4.6 Results

4.6.1 Evaluation of dissimilarity measures

We studied the behavior of the different dissimilarity measures by observing how the different mea-

sures change when a T1-weighted image is misaligned from a corresponding co-registered T2W-EPI

image. We used the accurate 4-PED full distortion corrected T2W-EPI image from dataset-1 for these

experiments in order to avoid confounding factors due to distortion present in the diffusion datasets. To

generate a gold standard co-registration, the T1-weighted image was rigidly registered to the T2W-EPI

image using a manual procedure in Rview (http://rview.colin-studholme.net). The co-registered image

pair was visually confirmed to have accurate alignment. Figure 4.3 illustrates the behavior of the dif-

ferent dissimilarity measures as we misalign the T1-weighted image by applying translation or rotation.

Since multi-resolution approaches are commonly used for registration, this comparison is performed with

several different degrees of Gaussian smoothing. Since CR is not a symmetric measure [Roche et al.,

1998], i.e., DCR(I1, I2) 6= DCR(I2, I1), we have plotted the two different versions of the CR measure

that result from the two different possible choices of I1. For the INVERSION measure, we use β = 0 in

these experiments as both the terms in eq. (4.5) are based on SSD and we observed no improvement in

performance by including the second term for rigid registration.

We show the behavior of misalignment with only translational components in Fig. 4.3(a) and with

only rotational components in Fig. 4.3(b). The translation experiment (Fig. 4.3(a)) shows that the be-

havior of all cost functions is smooth when the Gaussian smoothing is large. Having a smooth cost

function makes it easier to accurately solve the optimization problem, and helps justify the use of a multi-

resolution approach. However, we observe that both the CR and NMI measures exhibit non-convex be-

havior when the translation is large. In contrast to CR and NMI, the INVERSION dissimilarity measure

has a convex appearance even for large translational misalignment. The shape of this function suggests

that it might be better-suited than CR and NMI for robustly finding the translational components.

The rotation experiment (Fig. 4.3(b)) shows similar behavior i.e. all cost functions are smooth when

the Gaussian smoothing is large. However, all cost functions show non-convex behavior at large ro-

tational misalignment and have local minima away from the globally-optimal solution for all levels of

Gaussian smoothing. This means all the method could struggle to converge to the optimal solution us-

ing local optimization methods. This justifies our use of coarse grid search in Sec. 4.4.1 to find a good

initialization with a limited number of cost evaluations. Fig. 4.3(b) shows that among all measures, the

INVERSION measure has the widest area around the optimal solution which is well-behaved, especially

for large Gaussian smoothing. This suggests that it has a higher chance of finding a good initial estimate

in the coarse search over the rotation parameters and could avoid the need for multi-start optimization.

Expanding on our previous experiment, we next examined the characteristics of the different dis-

http://rview.colin-studholme.net


64 Chapter 4. Registration-based distortion correction

0 5 10 15 20 25
0

5

10

15

20

25

RMS size of applied transform (mm)

R
e

s
id

u
a

l 
R

M
S

 e
rr

o
r 

(m
m

)

Performance without any initialization

 

 
NMI

CR

INVERSION

Figure 4.4: Performance of different dissimilarity measures as a function of the applied transformation in a rigid

registration experiment without any initialization.

similarity measures by performing rigid registration, without any initialization, of the T1-weighted and

T2W-EPI images after applying known rigid transformations to the T1-weighted image. Specifically, we

applied 96 known rigid transformations: 32 with only translation, 32 with only rotation and 32 with both

translation and rotation. For each trial and each dissimilarity measure (NMI, CR, and INVERSION), a

6-parameter rigid registration was performed without any initialization and the residual root mean square

(RMS) error in the rigid alignment was computed for each trial. The RMS errors were computed using

the method described in [Jenkinson and Smith, 2001, Jenkinson, 2000] where we represent the rigid

transformations as 4×4 affine matrices. Specifically, for each applied (known) rigid transformation A,

we obtain an estimated transformation Â from the registration procedure. The RMS error in millimeters

is then given by dRMS =
√

1
5a

2 Tr(M>M) + t>t where a is the radius of the brain region (with a spher-

ical approximation), while M is a 3×3 matrix and t is a column vector of length 3 computed according

to [ M t
000 0 ] = Â−1A−I. For CR based registration, we used the T2W-EPI image as I1, since as suggested

by Fig. 4.3, this leads to a better-behaved cost function and higher accuracy.

The results of this evaluation are shown in Fig. 4.4. In the absence of any initialization, the CR and

NMI based methods perform well for small misalignments (approximately less than 10 mm) but perform

poorly when the misalignment is large. This observation is consistent with the relatively flat behavior of

these measures and presence of local minima that was observed in Fig. 4.3. In contrast, the INVERSION

method consistently showed good performance across all transformations and was robust to large trans-

formation even without any initialization. This demonstrates the well-behaved nature of INVERSION

over a wider region around the optimal solution. However, it should be noticed that whenever the NMI
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Figure 4.5: Result of the rigid registration procedure an in vivo image from Dataset-2 dataset (after distortion

correction using fieldmap). The T2W-EPI image is overlaid by edge maps from the MPRAGE image in red (left)

after initialization, (center) after INVERSION, and (right) after NMI-based refinement. NMI-based refinement

adds a very subtle improvement which can be best noticed around edges of ventricles. Note that all other results

presented in this chapter do not use any NMI-based refinement.

based measure performed well, it showed lowest error among all the measures. This could probably be

explained by the fact that it makes the fewest assumptions about the different images, and is therefore

the least sensitive to assumption violations. This motivated us to use the NMI based registration as a re-

finement step after INVERSION in our implementation in BrainSuite Diffusion Pipeline (BDP) software

(http://brainsuite.org/). Fig. 4.5 shows a result of such refinement (note that all other results presented in

this chapter do not use any NMI-based refinement). It can be noticed that most edges are well aligned

with sulci and gyri after INVERSION and the NMI-based refinement adds a very subtle improvement.

4.6.2 Comparison with existing methods for rigid-alignment

We also compared INVERSION to two registration methods provided in the FMRIB Software Li-

brary (FSL) [Jenkinson et al., 2012] in a rigid registration experiment similar to that described in the

previous section. We used the default settings with 6 degrees of freedom on FMRIB’s Linear Image

Registration Tool (FLIRT version 6.0) as the first method which uses a CR-based cost function in a hy-

brid global-local optimization approach for inter-modal rigid-registration [Jenkinson and Smith, 2001,

Jenkinson et al., 2002]. For the second method we used EPI-Reg (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/

FLIRT/UserGuide#epi_reg) which uses a boundary-based cost function [Greve and Fischl, 2009] along

with FLIRT’s global-local optimization approach. These two methods were selected for comparison be-

http://brainsuite.org/
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT/UserGuide#epi_reg
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT/UserGuide#epi_reg
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Figure 4.6: (a) Comparison of INVERSION to existing methods in a rigid registration experiment. (b) Box-and-

whisker plot showing the summary of performance of different methods. The line inside the box represents the

median RMS error and the whiskers extend to minimum and maximum RMS error.

cause FLIRT is widely used for affine registration by brain-mapping community and because EPI-Reg is

specifically designed for registration of EPI images to anatomical (e.g. T1-weighted) images. We applied

194 known (randomly generated) rigid transformations to the pre-registered T1-weighted MPRAGE im-

age from the previous section and used all the methods to estimate the rigid deformation. We used the

accurate 4-PED full distortion corrected T2W-EPI image from dataset-1 as the static image for all the

methods to avoid confounding factors due to distortion. Fig. 4.6(a) and (b) compares the performance

of different methods in this experiment. The results show that all the three methods show low RMS

error across all applied transformations. EPI-Reg performs better than FLIRT in most cases, which is ex-

pected as EPI-Reg is specifically tailored for registration with EPI images and uses a sophisticated tissue

classification for boundary-based cost function. The proposed INVERSION method shows consistent

behavior and the lowest RMS error for most of the applied transformation. Fig. 4.6(b) summarizes of

the performance across all the applied transformation and indicates that the INVERSION based method

outperforms all the other methods in this comparison.

4.6.3 Evaluation of INVERSION-based distortion correction

We first evaluated the proposed distortion correction method using the BrainWeb simulation data,

comparing the distortion field estimated by INVERSION with the ground truth B0 inhomogeneity map.

Fig. 4.7(a) shows this comparison as a joint-histogram, which was computed using a Parzen-window

estimate of the binned voxel counts. For ideal distortion correction, the joint histogram should be con-

centrated along the 45◦ line where the estimated distortion is equal to the true distortion. As seen in
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Figure 4.7: Performance of INVERSION-based distortion correction in the simulated BrainWeb dataset. The

scatterplot of estimated displacement versus ground true displacement (calculated from the applied fieldmap) is

shown as a joint histogram in (a). Note that the colorbars use a logarithmic scale to enhance visualization of the

results for both minimally and severely distorted voxels. (b) Qualitative result of the INVERSION based correction

in (top) an axial and (bottom) a sagittal slice. T2W-EPI images are overlaid with edge maps from the T1-weighted

MPRAGE image in red.

Fig. 4.7(a) our distortion estimate closely follows the ground truth. The mean absolute error in the dis-

placement estimate was 0.8± 1.4 mm inside the brain mask. Fig. 4.7(b) shows a qualitative result of the

corrected T2W-EPI images with edge maps from the anatomical image overlaid in red. It can be noticed

that edges align well with sulci and gyri accurately after INVERSION based distortion correction.

Next, we evaluated the performance of the proposed registration-based distortion correction method

using several in vivo datasets. We measured performance by comparing the INVERSION displacement

field against that from the corresponding fieldmap. We also compared the performance of the proposed

method to that of a NMI-based distortion correction method, described in [Bhushan et al., 2012]. A

MI-based method was used for this comparison because it has been used for EPI distortion correction

in several previous approaches [Studholme et al., 2000, Pierpaoli et al., 2010, Wu et al., 2008, Bhushan

et al., 2012, Gholipour et al., 2006, Yao and Song, 2011] and because MI-based methods are widely used

for inter-modal registration [Studholme et al., 1999, Viola and Wells III, 1997, Oliveira and Tavares,

2012, Derek L. G. Hill and Hawkes, 2001]. We present the results using the two methods for dataset-1 in

Fig. 4.8. Fig. 4.8(a) shows the joint-histogram of the displacement estimates and the reference inside the

brain-mask. As seen in the figure, the NMI-based method performs well for small distortions, but has

large deviations from the 45◦ line for larger distortions. In contrast, the joint histogram for the INVER-
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Figure 4.8: Performance of registration-based distortion correction in dataset-1. (a) The joint-histogram of the

reference displacement (calculated from the fieldmap) and estimated displacement using (left) NMI and (right)

INVERSION based method. (b) Box-and-whisker plots showing the absolute error in displacement estimated using

NMI and INVERSION based distortion correction methods across (left) minimally distorted and (right) severely

distorted voxels. The box extends from 25th to 75th percentile with the interior line representing the median and

the whiskers extending from 10th to 90th percentile. (c) Qualitative comparison of distortion correction methods in

(top) an axial and (bottom) a sagittal slice. Fieldmap based correction is shown as a reference for comparison. The

distortion-corrected T2W-EPI images are shown overlaid with edge maps from the T1-weighted MPRAGE image

in red. Arrows point to areas with inaccurate distortion correction in the NMI-based correction. (d) Visualization

of the absolute errors (in mm) in displacement relative to the fieldmap estimated by INVERSION and NMI-based

methods in (top) an axial and (bottom) a sagittal slice.
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SION method is more concentrated around the 45◦ line indicating overall better estimation of distortion

field in most areas. Fig. 4.8(b) summarizes the performance of both the methods across all the voxels. For

easier comparison we divide all the voxels in two sets, one set with minimal distortion (less than 2mm of

reference displacement) and the other with severe distortion (more than 2mm of reference displacement).

The INVERSION approach shows overall lower absolute error in the displacement estimates for all the

voxels as compared to NMI-based distortion correction. Fig. 4.8(c) shows a qualitative comparison of

the corrected T2W-EPI images with edge maps from the anatomical image overlaid in red. We also show

the corrected T2W-EPI images using the acquired fieldmap for reference. From the overlay images, it

can be noticed that both the registration-based methods show similar alignment of anatomical structures,

however there are some differences. The NMI based correction shows poorer performance in areas with

severe distortion as can be seen in frontal and occipital areas of the brain. The INVERSION based dis-

tortion correction shows better correspondence than NMI to the reference correction, as seen in regions

indicated by arrows. Fig. 4.8(d) shows absolute errors in the displacement estimates as compared to that

calculated from the fieldmap. The NMI based method shows larger errors around air-tissue boundaries,

especially in frontal areas of the brain, while INVERSION based correction shows overall lower errors

in all areas.

Next we compared the performance of INVERSION and NMI relative to the measured fieldmap

using 21 scans from datasets-2 and 3. Fig. 4.9(a) shows the pooled joint-histogram of displacement es-

timates and reference displacement values for all subjects. Similar to previous observations, the joint

histogram for the INVERSION method follows the 45◦ line indicating overall better estimation of dis-

tortion as compared to NMI-based method. Fig. 4.9(b) shows the histogram of absolute errors in the

displacement estimates as compared to the fieldmap displacement for minimally and severely distorted

voxels. Both registration methods show good and similar performance for minimal distortion. However,

the NMI-based method had substantial error for severely distorted voxels. A summary of performance

of both the method for individual subjects is shown in Fig. 4.9(c) for severely distorted voxels (perfor-

mance was similar for both the methods for minimally distorted voxels). Of the two methods, INVER-

SION shows lower median error and lower range of absolute errors for all subjects. Runtimes for the

INVERSION-based approach were in the range of 6-15 minutes for all subjects, while the NMI-based

method had runtimes from 10-30 minutes. Both methods were implemented in MATLAB on a 4-core

2.10GHz processor.

4.7 Discussion

Our results demonstrate that INVERSION can accurately co-register diffusion MRI and T1-weighted

anatomical images. INVERSION improves the robustness of co-registration by using the simpler and
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Figure 4.9: Performance of registration-based distortion correction with 21 subjects from dataset-2 and 3. (a) The

pooled joint-histogram of the reference displacement (calculated from the fieldmap) and estimated displacement

using (left) NMI and (right) INVERSION based methods for all subjects. Note that the colorbars use a logarithmic

scale. (b) Histogram of the absolute errors in displacement estimate for (left) minimally and (right) severely

distorted voxels. (c) Box-and-whisker plot showing the absolute error in the displacement estimated in severely

distorted areas for each subject using NMI and INVERSION based distortion correction method. The box extends

from 25th to75th percentile with the dot inside the box representing the median error and the whiskers extend from

10th to 90th percentile. Subjects from dataset-2 have labels starting with ‘A’ and subjects from dataset-3 have labels

starting with ‘N’.
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smoother SSD dissimilarity measure by exploiting the approximately inverted contrast relationship in

T2- and T1-weighted images of the human brain. This approach could also be applied to other multi-

modal registration problems with similar contrast relationships.

It should be noted that more accurate correction of distorted EPI images can be performed in the

presence of a fieldmap and/or more advanced acquisition schemes [Andersson and Skare, 2011, Jezzard

and Balaban, 1995, Jezzard, 2012, Jenkinson et al., 2012, Munger et al., 2000, Kadah and Hu, 1998,

Bhushan et al., 2013, 2014b, Andersson et al., 2003, Gallichan et al., 2010]. Hence, we recommend the

use of these approaches when they are available. However, even in such cases, INVERSION can still be

useful for rigid alignment of the diffusion images to the T1-weighted anatomical image.

The intensity transformation used by INVERSION is only approximate, and this is especially true

in regions with partial voluming between different tissue types. This is evident when looking at the

boundaries between the white matter and the ventricles in Fig. 4.1. This difference is caused by both

mismatched resolution and the fact that INVERSION should ideally be applied to white matter and

cerebrospinal fluid separately when both are present within the same voxel (the inverse of the sum is not

the same as the sum of the inverses). For rigid transformations, the low dimensionality of the transform

appears to provide some level of robustness against this problem so that the final registration errors are

small as shown in Fig. 4.6. For nonrigid transformations, we found that the symmetric measure, where

we map intensities from T1 to EPI as well as from EPI to T1, reduces sensitivity to this effect producing

improved results relative to mapping in only one direction.

INVERSION uses a coarse search for initialization of rotation parameters followed by a local op-

timization strategy to solve Eq. (4.7), which does not guarantee to find the optimally-global solution.

Multi-start hybrid global-local optimization approaches [Jenkinson and Smith, 2001, Jenkinson et al.,

2002] could be used in place of our search-based initialization scheme. However, as shown in the results

section, the smoothness of our dissimilarity measure makes the search-based initialization followed by

local optimization robust to local minima.

Use of INVERSION requires a background segmentation as the background does not contribute any

MR signal and should appear dark in both the diffusion and anatomical images. This pre-processing step

is straightforward for most images with reasonable SNR, as the background can be easily detected based

on intensity thresholding.

Another factor which can limit the use of INVERSION are images with inhomogeneous intensi-

ties resulting from bias fields, severe susceptibility-induced distortion, and other related sources. Bias

fields are uncorrected intensity nonuniformities that can have a variety of causes [Sled and Pike, 1998,

Simmons et al., 1994]. In case one of the images suffers from a severe bias field, the inverted contrast

relationship may no longer be a reasonable approximation. However the confounding effects of bias field

are not limited to the INVERSION approach, and other dissimilarity measures based on MI and CR will
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also have similar problems resulting from bias fields. Our acquired in vivo data had minor bias fields,

but we did not notice any issues with INVERSION. In principle, bias field correction software [Shattuck

et al., 2001, Sled et al., 1998] can be applied in cases where the scanner produces images with severe

bias fields.

Similarly, areas affected by severe susceptibility-induced distortion may not follow the inverted con-

trast relationship, since susceptibility-induced distortion can change local tissue intensities. It is possible

that severely distorted voxels may bias results when they are included in estimation of the contrast match-

ing function. In order to reduce the effects of these severe intensity distortions, the contrast matching

function could be estimated at each iteration while solving Eq. (4.11). Another approach could be to

identify the severely distorted voxels and exclude them from the estimation of the contrast matching

function. However, in our experience, the number of highly distorted voxels was small compared to

the number of minimally distorted voxels in our images and the estimation of the histogram-matching

function did not change substantially because of these voxels.

4.8 Conclusion

We described a new method for the correction of susceptibility-induced distortion in diffusion im-

ages and the co-registration of diffusion images with T1-weighted anatomical images. Our method com-

bines an appropriate mathematical model based on the physics of distortion in EPI images, with prior

information about the contrast relationships between T1 and T2-weighted brain images. Evaluations

of our method with in vivo datasets demonstrate improved distortion correction relative to normalized

mutual information in diffusion weighted images in the absence of a fieldmap and robust alignment

with T1-weighted anatomical images. Our methods are implemented in a freely available software

(http://brainsuite.org/).

http://brainsuite.org/


Chapter 5

B0-distortion correction in diffusion MRI
using interlaced q-space sampling and
constrained reconstruction

Diffusion MRI provides quantitative information about tissue microstructure that is not available

through any other noninvasive imaging technology, and is routinely used in a wide variety of clinical and

neuroscience applications [Jones, 2011, Tournier et al., 2011, Le Bihan and Johansen-Berg, 2012]. Quan-

titative diffusion MRI experiments acquire multiple Diffusion Weighted Images (DWIs) corresponding

to different q-space samples. These DWIs are typically acquired using fast pulse sequences like Echo-

Planar Imaging (EPI) to reduce acquisition time and minimize certain motion artifacts. As described

in Sec. 2.3, EPI is sensitive to B0 inhomogeneities because of low bandwidth along the phase encoding

direction (PED). This leads to geometric distortion in reconstructed EPI images, which is particularly

strong near the frontal sinuses and in the temporal lobes in the brain. Geometric image distortions can

confound interpretation of the data and limit the accuracy of multimodal image analyses [Jones and

Cercignani, 2010, Irfanoglu et al., 2012].

Multiple methods have been proposed to correct distortion in EPI images, as briefly reviewed in

Sec. 2.4. One common approach, described in Sec. 2.3.2, uses a measured B0 fieldmap to model the

geometric warping observed in the EPI images, and generates a corresponding unwarping transform

which is used to correct the distortions [Jezzard and Balaban, 1995]. This approach, which we will refer

to as the ‘single-PED method,’ is widely used, but can be inaccurate in areas of substantial distortion

[Jones and Cercignani, 2010].

There are two typical ways that severe geometric distortion artifacts manifest in EPI images: sig-

nal pile-up and signal stretching [Jezzard and Balaban, 1995]. Signal pile-up occurs when signal from

73
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multiple spatial locations is erroneously mapped to the same spatial location. On the other hand, signal

stretching occurs when signal that should be mapped to one voxel is spread across multiple voxels. Of

these two, stretching is a one-to-many mapping that is relatively easy to correct, while pile-up correction

is an ill-posed many-to-one mapping that is very difficult to correct using the single-PED method [Jones

and Cercignani, 2010, Munger et al., 2000]. Distorted EPI brain images often contain both pile-up and

stretching artifacts simultaneously in different image regions [Jezzard and Balaban, 1995].

In EPI, geometric distortions occur primarily along the PED (see Sec. 2.3.1), and a pile-up artifact

can be converted into a stretching artifact (and vice versa) by reversing the PED [Morgan et al., 2004,

Chang and Fitzpatrick, 1992]1. The previously proposed reversed-gradient (RG) method, described in

Sec. 2.4.2, uses this fact to substantially improve distortion correction relative to the single-PED method.

The RG method acquires two DWIs for each q-space sample, each with a different PED so that they have

opposite distortion characteristics. The complementary information from these two images allows sub-

stantially better distortion correction than the single-PED method [Jones and Cercignani, 2010, Morgan

et al., 2004, Andersson et al., 2003]. However, the main limitation of the RG method is that it requires

twice as many images, which increases the total scan time by a factor of two. This increased acquisition

time can be prohibitive in many applications. Figure 5.1 illustrates typical results obtained by apply-

ing the RG and single-PED methods to an image from an EPI diffusion experiment. Note that the RG

method yields corrected images with more uniform image intensity and better geometric fidelity to the

undistorted anatomical reference.

This work proposes a new accelerated strategy for distortion correction which, similar to the RG

method, uses information from multiple PEDs to improve the performance of distortion correction.

However, unlike the RG method, the proposed approach does not require each q-space sample to be

acquired multiple times. Instead, we propose to acquire each q-space sample once, using an interlaced

sampling scheme that uses different PEDs for different q-space samples. This kind of subsampling

is possible because neighboring q-space samples share a substantial amount of information, meaning

that there is redundancy in the RG dataset if the distortion correction problem is formulated in an ap-

propriate way. In the proposed approach, the acquired PED-interlaced DWIs are corrected for distortion

using a constrained joint-reconstruction method that exploits the smoothness of diffusion data in q-space.

Our results with simulated and experimental data suggest that the proposed method yields substantially

better performance than the single-PED method, and can offer similar performance to the RG method

while using only half the scan time. An implementation of the proposed method is also available from

http://neuroimage.usc.edu/neuro/Resources/IPED.

1In this chapter, we use the term ‘PED’ to denote both the axis and the polarity of the phase encoding gradients.

http://neuroimage.usc.edu/neuro/Resources/IPED
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(a)

(b)

(c) (d) (e) (f)

Figure 5.1: Overview of susceptibility-induced EPI distortion with single-PED and RG correction methods. (a)

The same axial b=0 s/mm2 brain image acquired with different EPI PEDs (represented by colored arrows). Note

the presence of substantial geometric distortion, particularly in the frontal lobe. (b) Distortion-corrected images

using the single-PED method. (c) Undistorted anatomical MPRAGE image for reference. Distortion-corrected

images using the RG method are shown based on PEDs along the (d) A/P direction and (e) L/R direction. (f)

Generalized RG distortion correction using all four PEDs (‘4-PED Full’).
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2-IPED 4-IPED

Figure 5.2: 2-IPED and 4-IPED examples of our proposed q-space sampling scheme assuming that data is sampled

at 64 points on a sphere (i.e., a single b-value). Each q-space sample is shown as a dot on the surface of the sphere,

where the color of each dot represents the PED for that particular diffusion encoding. The rightmost column of

images shows how the different colors are mapped to different PEDs (represented by colored arrows).

5.1 Theory

In the traditional RG method, described in section 2.4.2, distortion correction is performed indepen-

dently for each q-space sample [Chang and Fitzpatrick, 1992, Andersson et al., 2003]. As a result, it is

necessary to acquire each point in q-space with two different PEDs. Our proposed method is based on

the observation that nearby q-space samples are generally related to each other, and share a substantial

amount of structure. This conceptual breakthrough allows for distortion correction of different DWIs to

be performed jointly, which can substantially reduce the amount of data needed for high-quality results.

A variety of different dependencies have been previously observed between the DWIs for different q-

space samples. For example, it has been observed that image edge locations are highly correlated between

different DWIs (see Haldar et al. [2013] and its references), and that DWIs possess approximately low-

rank structure (see Lam et al. [2013] and its references). For simplicity, we will not focus on these

kinds of constraints in this work, though note that they are potentially powerful in this context. Another

constraint, which we use extensively in the proposed method, is that the diffusion signal is generally

smooth in q-space. This smoothness assumption is frequently used in high angular resolution diffusion

imaging (HARDI) modeling [Descoteaux et al., 2007, Hess et al., 2006, Anderson, 2005], and is implicit

in most of the parametric models of the diffusion signal like Diffusion Tensor Imaging (DTI) [Jones,

2011, Tournier et al., 2011, Le Bihan and Johansen-Berg, 2012].
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Based on the assumption of q-space smoothness, our proposed method acquires different q-space

samples with different PEDs in an interlaced manner: each q-space location is only measured once,

and PEDs are assigned to each q-space location so that neighboring q-space samples have different

PEDs. In addition, we construct the sampling pattern so that the samples associated with each unique

PED are distributed as evenly as possible in q-space. Examples of our interlaced PED (IPED) q-space

sampling scheme are shown in Fig. 5.2. By acquiring the data in an interlaced fashion, we do not require

any additional scan time, but still obtain information from DWIs with similar contrasts that have been

distorted in different ways. Note that unlike the RG method, which always uses 2 PEDs, we do not place

any restrictions on the number of distinct PEDs that are used in the acquisition (though, for simplicity,

the examples we present either use 2 or 4 PEDs). We will respectively refer to IPED data acquired with

2 and 4 PEDs as ‘2-IPED’ and ‘4-IPED’ data in the rest of the paper.

To enable distortion correction with our IPED q-space sampling scheme, we represent the geometric

distortion process as a linear operator on an undistorted image, and formulate distortion correction as a

regularized least-squares problem. In particular, assuming that each DWI has V voxels, that there are Q-

different DWIs, and that we have an estimate of the B0 fieldmap, we obtain distortion-corrected images

by solving:

[ŝ1, · · · , ŝQ] = arg min
[s1,··· ,sQ]∈RV×Q


Q∑
q=1
‖Dqsq − dq‖2`2︸ ︷︷ ︸
data consistency

+R(s1, · · · , sQ)︸ ︷︷ ︸
regularization

 , (5.1)

where dq ∈ RV and sq ∈ RV are respectively the measured distorted image and the corresponding

unknown distortion-free image for the qth sample in q-space, Dq is the corresponding V × V geometric

distortion operator (a function of the PED for the qth DWI and the measured fieldmap), and R(·) is a

regularization penalty function that stabilizes the distortion correction procedure by enforcing additional

constraints. Similar formulations for EPI distortion correction based on least-squares approaches have

previously been explored [Munger et al., 2000, Andersson et al., 2003], though these did not incorporate

joint reconstruction of different q-space samples, regularization, or multiple PEDs.

Careful choice of the function R(·) is essential, since the use of IPED sampling was predicated on

leveraging the shared structure between different q-space samples, and regularization is the only mecha-

nism in our formulation for imposing shared structure. Note that without regularization in Eq. (5.1), the

distortion correction of different q-space samples is completely decoupled when using IPED sampling.

As already described, distortion correction of a single DWI from a single-PED dataset can be ill-posed.

The proposed formulation in Eq. (5.1) is quite general, and can be adapted to arbitrary q-space

sampling schemes through the choice of an appropriate R(·) function that couples together the distortion

correction of different q-space samples. However, the choice of R(·) must also be compatible with the
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q-space sampling pattern. For simplicity, we will assume in this paper that diffusion data is sampled

on the surface of a sphere in q-space (i.e., a conventional single-shell acquisition with multiple diffusion

encoding directions and a single b-value), and that the q-space signal varies smoothly on the surface of the

sphere. Based on this assumption, we will adopt the Laplace-Beltrami q-space smoothness regularization

penalty that is commonly used for this kind of data when estimating HARDI signals [Descoteaux et al.,

2007, Hess et al., 2006, Anderson, 2005]. Similar to previous approaches, we implement the Laplace-

Beltrami operator in a computationally-efficient manner by using a representation of the DWIs in the

spherical harmonic (SH) basis. In particular, we assume that the V ×Q image matrix S = [s1, · · · , sQ]
is represented as S = CY, where C is a V × N matrix whose vth row contains the N different SH

coefficients (truncated at a predetermined user-chosen SH order [Descoteaux et al., 2007, Hess et al.,

2006, Anderson, 2005]) for the vth voxel, and Y is the N × Q matrix whose rows are computed by

sampling the SH basis functions along each of the Q different diffusion encoding directions. In order

to further stabilize the distortion correction procedure, we also encourage the spatial smoothness of

each DWI. Combining the SH representation with Laplace-Beltrami (spherical) q-space smoothness and

spatial smoothness penalties, we arrive at our proposed optimization formulation:

Ĉ = arg min
C∈RV×N
s.t. S=CY


Q∑
q=1
‖Dqsq − dq‖2`2 +

V∑
v=1

αv ‖Lcv‖2`2︸ ︷︷ ︸
spherical smoothness

+β
Q∑
q=1
‖Fsq‖2`2︸ ︷︷ ︸

spatial smoothness

 , (5.2)

and then obtaining Ŝ by setting Ŝ = ĈY. In Eq. (5.2), cv is the transpose of the vth row of C, L
is a diagonal matrix that applies the Laplace-Beltrami operator to SH coefficients [Descoteaux et al.,

2007, Hess et al., 2006, Anderson, 2005], F is a first-order finite difference matrix of size 2V × V ,

that computes the horizontal and vertical spatial image derivatives at each image voxel, and αv and β

are scalar regularization parameters that respectively control the strength of the spherical and spatial

smoothness constraints. See Appendix 5.A for more specific details about the SH representation, the

Laplace-Beltrami operator, and the associated matrix definitions that are used in Eq. (5.2).

Equation (5.2) is quite similar in structure to a variety of different constrained image reconstruction

methods (e.g., Haldar et al. [2013] and its references), and reduces to a simple linear least squares prob-

lem (shown in Appendix 5.B that can be solved using standard iterative least squares algorithms. Despite

the relatively large scale of the optimization problem, computationally-efficient implementations can be

obtained by using sparse matrix representations that enable fast matrix-vector multiplications (note that

D, L, and F are all sparse). We solved all linear least squares problems in this paper using the iterative

LSQR algorithm [Paige and Saunders, 1982] in MATLAB 7.14 (The MathWorks, Inc., USA).

In practice, the regularization parameters αv and β must be chosen appropriately to achieve good

performance. Small values of αv will only weakly impose coupling between different DWIs in the
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distortion correction procedure, which could lead to performance that is more similar to single-PED

distortion correction than to the RG method. On the other hand, excessively large values of αv will lead

to a bias towards isotropic diffusion characteristics. It should be noted that we are allowing αv to vary as

a function of spatial location, since the coupling between different DWIs will be more critical in spatial

image regions that are more highly distorted. Similarly, small values of β can cause the reconstructed

DWIs to be more sensitive to noise, while excessively large values of β can lead to substantial loss of

spatial resolution. Spatially-varying choices of β can also be used to achieve additional performance

benefits [Haldar et al., 2013], though for simplicity, we will use a spatially-invariant β in this work.

5.2 Evaluation methods

5.2.1 Simulation data

To evaluate the proposed method, we simulated a 20-direction diffusion MRI dataset acquired with a

single-shot EPI readout for two different levels of geometric distortion. Small and large distortions were

generated by simulating a fully-sampled 128 × 128 EPI trajectory (without any parallel imaging) with

echo spacings of 0.35ms and 0.55ms, respectively. The echo spacings used in our simulation are similar

to typical ‘effective’ echo spacings for in vivo acquisitions. We used distortion-corrected experimental

human brain data (TE=88s, TR=10000ms, b=1000 s/mm2, 2mm isotropic resolution) as a ground truth

for the simulation. The ground truth for the simulation was specifically constructed based on 10 con-

tiguous DWI slices from a brain region with minimal B0 field inhomogeneity, to ensure that the ground

truth had negligible geometric distortion artifacts. To yield even better geometric accuracy, these images

were also corrected using a data sampling and distortion correction scheme we refer to as ‘4-PED Full’

(see Eq. (2.30) in chapter 2). Specifically, 4-PED Full samples each q-space sample 4 times with 4 dif-

ferent PEDs which encodes the highly distorted image regions even more comprehensively than the RG

method. Note that 4-PED Full uses twice as many images as the RG method, and four times as many as

the single-PED schemes. Distorted images were simulated based on the ground truth images using a B0

fieldmap acquired on a 3T scanner from a different subject (fieldmap values ranged from approximately

-75 Hz to 130 Hz, leading to maximum signal displacements of approximately 11 mm and 18 mm for

the small and large distortion simulated datasets, respectively) and a least-squares time segmentation ap-

proach to model the effects of field inhomogeneity on measured k-space data [Fessler et al., 2005, Sutton

et al., 2003, Gai et al., 2013].

Simulated data was generated for each of the four different PEDs shown in Fig. 5.1, for a total of

80 simulated DWIs. Acquisitions corresponding to single-PED, RG, 2-IPED, 4-IPED, and 4-PED Full

sampling schemes were constructed by subsampling this data (80 DWIs for 4-PED Full, 40 DWIs for
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the RG acquisition, and 20 DWIs for the single-PED, 2-IPED, and 4-IPED acquisitions). Note that

while 4-PED Full distortion correction was used for the construction of the ground truth images for the

simulation, we used a distinct distortion model to generate the simulated distorted images. Specifically,

the simulated distorted images were constructed using a distinct fieldmap with larger inhomogeneity, and

distortion was simulated in k-space rather than image space. As a result, the simulation would not be

expected to be biased toward 4-PED Full reconstruction, and 4-PED Full reconstruction of the simulated

data would not be expected to be perfect.

PEDs for each of the 20 DWIs in the interlaced acquisitions were assigned to achieve a fairly even

distribution in q-space by using a variation of the electrostatic repulsion method for distributing q-space

samples evenly on the sphere [Jones et al., 1999]. In particular, we first used electrostatic repulsion to

distribute the 20 q-space samples evenly on the sphere. Subsequently, keeping the q-space sampling

locations fixed, we chose PED labels for each q-space location to minimize the electrostatic potential

energy for the subsets of q-space samples sharing the same PED. Global optimization of this energy is

not computationally tractable, but we obtained reasonable PED distributions using Monte Carlo methods

(see Appendix 5.D for the gradient/PED table). Note that our approach has similarities to a recent

method developed for designing multi-shell diffusion acquisitions [Caruyer et al., 2013], though was

derived independently.

5.2.2 In Vivo data

The proposed method was also evaluated with in vivo data. We acquired a set of 20 DWIs (us-

ing the same gradient/PED tables as the simulations) on a 3T scanner (single-shot EPI, 6/8ths partial

Fourier, GRAPPA with 2×acceleration, TE=88ms, TR=10000ms, b=1000s/mm2, 60 slices, isotropic 2

mm resolution, 0.85ms echo spacing) for each of four different PEDs. The use of GRAPPA makes the

‘effective’ echo spacing (for distortion modeling) equal to 0.425ms. The b = 0s/mm2 images for the

four PEDs were shown in Fig. 5.1(a). A B0 fieldmap was also estimated from two gradient echo images (

TE=10.0ms and 12.46ms, respectively, with image resolution and FOV matched to the DWI acquisition,

and a total acquisition time of approximately 2 minutes).

Similar to the simulation, we subsampled the in vivo DWI dataset to create single-PED, RG, 2-IPED,

and 4-IPED datasets. Since the ground truth is unavailable for in vivo data, we used distortion-corrected

DWIs based on 4-PED Full data (using our own implementation of a generalized version of the RG

method with appropriate modifications to use 4 PEDs instead of only 2) as a reference for comparison.

This choice is justified by our simulation results (to be presented later), which quantitatively demonstrate

very accurate distortion correction performance when using simulated 4-PED Full data. An example of

4-PED Full correction was shown in Fig. 5.1(f).
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5.2.3 Comparisons

The performance of different distortion correction methods on the simulated and in vivo data was

assessed both qualitatively and quantitatively. The distortion correction results were evaluated for accu-

racy with respect to the ground truth images for the simulated data, while the results were evaluated with

respect to 4-PED Full distortion corrected images for the in vivo data (due to the lack of a ground truth

in this case).

Quantitative performance was assessed by computing the following error measures between the

distortion-corrected images and the ground truth (for simulated data) or 4-PED Full images (for in vivo

data): (i) Mean Absolute Error (MAE)2 of the DWI voxel intensities, (ii) log-Euclidean distances (LED)

between DTI fits of the diffusion data [Arsigny et al., 2006] (see Appendix 5.C for the definition of

LED), and (iii) MAE of the fractional anisotropy (FA) values derived from the DTI fit. These three mea-

sures each reflect different features of the different distortion correction methods. Since different spatial

regions are distorted by different amounts in different spatial locations, we also compared these errors as

a function of the relative amount of local image distortion.

We compared results for several different distortion correction schemes. We performed single-PED

distortion correction for each of the 4 different PEDs, using our own implementation of the non-iterative

unwarping procedure described in Ref. [Jezzard and Balaban, 1995], which is not based on regular-

ized least squares optimization. We also performed RG distortion correction with Left-Right (L/R) and

Anterior-Posterior (A/P) PEDs (see Fig. 5.1(d,e)). Our implementation of the RG method is similar to

the method described in Ref. [Andersson et al., 2003], except that we used spatial smoothness regular-

ization to improve performance, and used a separate B0 field measurement (instead of estimating the B0

fieldmap directly from the distorted data). In particular, our RG implementation used the data consis-

tency and spatial regularization terms (but no spherical regularization) from Eq. (5.2), with appropriate

modifications to the data consistency term to accommodate two PEDs for each q-space sample. We also

used Eq. (5.2) without spherical regularization to correct distortions in the 4-PED Full data (also used as

reference image for comparison for the in vivo data), with similar modifications to the data consistency

term to accommodate four PEDs for each q-space sample. For the proposed IPED method, we evaluated

the performance with 2-IPED (for both L/R and A/P PEDs) and 4-IPED acquisitions. Regularization

parameters, when not specified, were chosen empirically for each method and dataset (to minimize the

MAE of the DWI voxel intensities) to ensure a fair comparison.

In most of our results (and unless specified otherwise), the regularization parameters αv in Eq. (5.2)

were chosen heuristically to be larger in spatial regions with more substantial geometric distortion,

2MAE was chosen over mean-squared error because it is more robust to outliers. However, results with both MAE and

mean-squared error were qualitatively similar in all of our experiments.
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4-IPEDRG (A/P) single-PED

Absolute
Error

4-PED Full 2-IPED

Figure 5.3: Representative comparison of applying different distortion correction methods to in vivo data. (top)

The average of all distortion-corrected DWIs from the same axial slice shown in Fig. 5.1(a). (bottom) Correspond-

ing MAE of the DWI image intensities, with respect to the 4-PED Full images (used as a reference since no ground

truth exists for the in vivo data). Colored arrows indicate the PED(s) used for each method.

though we also performed a comparison with spatially-uniform αv. In the spatially-varying case, we

chose αv to be a monotonic function of the amount of distortion in each voxel, and used the magnitude

of the spatial gradient vector of the B0 fieldmap to quantify the amount of distortion for each voxel. In

particular, if Wv is the magnitude of the gradient of B0 at the vth voxel, then we set αv = αΛv, where

Λv =


η Wv ≤ η

Wv η < Wv < Γ

Γ Wv ≥ Γ.

(5.3)

The threshold parameters η and Γ were chosen manually to avoid under- and over-regularization, respec-

tively, and were set at approximately η=1.5Hz/mm and Γ=16Hz/mm in our experiments. We evaluated

performance for a range of different α and β values.

5.3 Results

5.3.1 Qualitative comparisons

Each of the methods performed similarly on simulated and in vivo data, and while we will present

quantitative results in both cases, we will only show qualitative results for in vivo data. A representa-

tive qualitative comparison between methods for in vivo data is shown for an axial slice including the
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(b)

(a)

RG (A/P) 4-IPED 2-IPED (L/R) 2-IPED (A/P)

(c)
single-PED

RG (L/R)

Figure 5.4: Whole-brain MIP images of image-intensity error maps computed after applying different distortion

correction methods to the in vivo data. (a) Axial MIP images. (b) Sagittal MIP images. (c) Axial and sagittal MIP

images for single-PED acquisitions. Colored arrows indicate the PEDs used for each method. Error images are

computed using 4-PED Full data as a reference, since there is no ground truth available for in vivo data.

frontal lobe in Fig. 5.3. We observe that the single-PED method performs poorly compared to the other

approaches, and has significant errors in the frontal lobe where the distortion was relatively large. As

expected, the RG method performs substantially better and recovers the structure in the frontal lobe

quite accurately. Our proposed interlaced methods (both 2-IPED and 4-IPED) perform similarly to the

RG method, with the 4-IPED images actually demonstrating better performance than the RG method.

This enhanced performance is notable, given the fact that the RG method used twice as many DWIs and

would require twice the scan time as the 4-IPED approach. Maximum intensity projection (MIP) images

of whole-brain DWI intensity and FA error maps are shown in Figs. 5.4 and 5.5, respectively, and have

features that are similar to those observed in the single-slice comparison.
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(b)

(a)

RG (A/P) 4-IPED 2-IPED (L/R) 2-IPED (A/P)

(c)
single-PED

RG (L/R)

Figure 5.5: Whole-brain MIP images of FA error maps computed after applying different distortion correction

methods to the in vivo data. (a) Axial MIP images. (b) Sagittal MIP images. (c) Axial and sagittal MIP images

for single-PED acquisitions. Colored arrows indicate the PEDs used for each method. Error images are computed

using 4-PED Full data as a reference, since there is no ground truth available for in vivo data.

5.3.2 Quantitative comparisons

Quantitative performance comparisons are shown in Fig. 5.6 for the two simulation datasets. The

errors are quantified individually for different image regions based on a partition of Wv, noting that

increasing values of Wv correspond to increasing levels of local image distortion. We define image

regions with minimal, moderate, and severe distortion by finding voxels with Wv values in the ranges

of 0-2 Hz/mm, 2-6 Hz/mm, and >6 Hz/mm, respectively. As expected, single-PED data has the worst

performance across all error measures, while the 4-PED Full data (which acquires the most data and

requires the longest acquisition time) consistently outperforms all other methods for all regions and error

measures, and both the RG (L/R) and RG (A/P) methods perform substantially better than the single-PED

method. We observe that performance with our proposed interlaced methods was substantially better than
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Figure 5.6: Quantitative performance of different methods (measured separately for groups of voxels that expe-

rience different amounts of local image distortion) for simulated data with (a) small and (b) large distortion in

comparison to the ground truth images. The height of each bar plot shows the 90th percentile of the computed error

measure for each region, while the solid blue line shows the mean value of the error measure. The thin and thick

dashed lines correspond to the 90th percentile and the mean, respectively, of the error measure in the region for the

single-PED methods (all single-PED methods had similar error numbers, and we show the average value of the

four).
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Figure 5.7: (a) Quantitative performance of different methods (measured separately for groups of voxels that

experience different amounts of local image distortion) for in vivo data, in comparison to the 4-PED Full images

which were used as a reference. The height of each bar plot shows the 90th percentile of the computed error

measure for each region, while the solid blue line shows the mean value of the error measure. The thin and thick

dashed lines correspond to the 90th percentile and the mean, respectively, of the error measure in the region for the

single-PED methods (all single-PED methods had similar error numbers, and we show the average value of the

four). (b) Mean values of several distortion correction error measures across all voxels as a function of the spherical

smoothness (α) and spatial smoothness (β) regularization parameters. Regularization parameters corresponding to

minimum error measures are marked by an asterisk (*) for the MAE of DWI Intensity, by a circle (◦) for the Mean

LED, and by a diamond (�) for the MAE for FA.
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Figure 5.8: Mean values of several distortion correction error measures across all voxels as a function of the

spherical smoothness (α) and spatial smoothness (β) regularization parameters, computed for (top) the 4-IPED

small distortion simulation data and (bottom) the 4-IPED large distortion simulation data in comparison to ground

truth images. Regularization parameters corresponding to minimum error measures are marked by an asterisk (*)

for the MAE of DWI Intensity, by a circle (◦) for the Mean LED, and by a diamond (�) for the MAE for FA.

with the single-PED methods, and that the 4-IPED acquisition was generally better than the two 2-IPED

acquisitions. Notably, the 4-IPED acquisition performed similar to and frequently better than both RG

methods, despite using half as much data. It should be noted that the 2-IPED performance was either

similar to or slightly worse than for the RG methods, as would be expected since the 2-IPED acquisition

uses a subset of the data from the RG method. The 4-IPED acquisition has the capability to improve on

the RG method because it measures a more diverse set of PEDs (4 different types of distortion, instead of

the 2 different types of distortion that the RG method uses). The spherical regularization in the proposed

method makes it possible to use this information for distortion correction without increasing the scan

time, and allows 4-IPED acquisition to perform better than the RG method on some error measures.

Similar quantitative performance comparisons are shown for the in vivo data in Fig. 5.7(a), and reflect

similar trends.

5.3.3 Choice of regularization parameters

In order to illustrate the impact of the different regularization terms in Eq. (5.2), we show quantitative

error measures when using the 4-IPED acquisition for a range of different choices of α and β for in vivo
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Figure 5.9: (a) Magnitude of the spatial gradient vector of the B0 fieldmap (Wv) for several axial slices (units of

Hz/mm). (b) MAEs of the distortion corrected image intensities, as a function of the amount of local geometric

distortion and the spherical-smoothness and spatial-smoothness regularization parameters α and β. Regularization

parameters corresponding to minimum MAE are marked respectively by a plus sign (+), a cross (×), and a star

(?) for minimally, moderately, and severely distorted regions. (c) Whole-brain MIP images of the image-intensity

error maps resulting from (left) no spherical smoothness regularization (αv = 0 for all v), (center) spatially-

invariant spherical smoothness regularization (αv = α for all v), and (right) spatially-varying spherical smoothness

regularization (αv = αΛv). (top row) Axial MIP images. (bottom row) Sagittal MIP images. Error images were

computed with respect to 4-PED full data, since no ground truth exists for in vivo data.



5.3. Results 89

(a)

(b)

Increasing spatial regularization 

Increasing spherical regularization 

Figure 5.10: Color-coded FA maps shown as a function of the (a) spatial-smoothness regularization parameter β

and the (b) spherical-smoothness regularization parameter α. (left) Regularization parameters that are too small

lead to noisy results. (center) Reasonable regularization parameters lead to reasonable results. (right) Regulariza-

tion parameters that are too large lead to over-smoothing.

data (Fig. 5.7(b)) and the simulations (Fig. 5.8). We observe that the use of regularization substantially

reduces all of the error measures for all of the datasets, and observe that the best performance is obtained

when using spatial and spherical regularization together (α 6= 0 and β 6= 0). However, as indicated in

Fig. 5.7(b) and Fig. 5.8, we also observe that the optimal choice of regularization parameters is differ-

ent for different error measures. This observation is consistent with previous regularized processing of

diffusion data [Lam et al., 2013], and is a reflection of the fact that different estimated diffusion param-

eters are more or less sensitive to different features of the diffusion data. This suggests that for optimal

performance in a given application, the choice of regularization parameters should be tuned based on the

subsequent data analysis procedures.

Our choice to use spatially-varying regularization was motivated by the fact that distortion correction

is more ill-posed in highly distorted regions than in less-distorted regions. Figure 5.9 illustrates this

in more detail with the 4-IPED in vivo data. In particular, Fig. 5.9(a) shows Wv (the magnitude of

the gradient of B0) for several slices of the in vivo data, and Fig. 5.9(b) plots the MAE of the DWI

intensities as a function of the amount of local image distortion. This was achieved by partitioning the
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image into mildly, moderately, and severely distorted regions based onWv, identical to the partition used

for Figs. 5.6 and 5.7(a). For easier interpretation of these plots, we did not use spatial weights for the

spherical smoothness constraint, i.e., αv = α for all v instead of αv = αΛv. The figure demonstrates

that imposing the spherical q-space smoothness constraint becomes more important as the amount of

distortion increases, which is consistent with our use of spatially-varying αv. In addition, we observe

that the optimal β is not highly dependent on the amount of distortion. We compare the use of spatially-

varying αv with spatially invariant αv for the in vivo data in Fig. 5.9(c), and observe that the use of

spatially-varying αv substantially improves distortion correction in severely distorted brain regions in

the frontal and temporal lobes.

A further illustration of the impact of the regularization parameters is presented in Fig. 5.10, which

shows the color-coded FA images that result when α or β are too large or too small. As expected from

theory, we observe that when either of the regularization parameters is too small, the resulting color FA

maps are quite noisy. On the other hand, setting the regularization parameters too high leads to over-

smoothing. As predicted, over-smoothing manifests as a loss in spatial resolution for the case of spatial

regularization, and as a reduction in anisotropy for the case of spherical regularization.

5.4 Discussion

Our results demonstrated that the proposed PED-interlaced methods can accurately correct DWI

distortion without increasing scan time, and that the 4-IPED acquisition yields the best performance.

The approach uses a relatively small modification of a conventional acquisition, and can be implemented

from the console (without changing pulse sequence code) if the existing diffusion pulse sequence allows

flexible choice of the PED. For example, the IPED acquisition can easily be implemented in this case by

dividing the acquisition into two or more segments, where each segment is acquired separately using a

different PED and a different diffusion gradient table. With this setup, the PEDs would be interlaced in

q-space, but not in time. Note that the proposed IPED approach could also be implemented with more

than 4 PEDs, with potential for additional gains in performance.

Since our proposed approach involves changing PEDs, it is relevant to mention that different PEDs

can be associated with different incidence rates for peripheral nerve stimulation (PNS) [Ehrhardt et al.,

1997]. No subjects experienced PNS during our experiments with using multiple EPI PEDs, though

results may vary on different scanners with different pulse sequence protocols.

Similar to other regularized methods, the performance of the proposed approach depends on the

choice of regularization parameters. In this work, we selected the optimal parameters by comparing

our corrected images with accurate reference images. However, this approach is impractical for real

applications. One approach to avoiding this problem could be to use automatic regularization parameter
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selection techniques [Kilmer and O’Leary, 2001]. However, it should be noted that optimal regular-

ization parameters will depend on the choice of error measure, and that automated parameter selection

techniques might not available for many of the error measures that would be most relevant to diffusion

MRI. We expect that optimal regularization parameters will be relatively consistent for data collected

with the same sequence on the same scanner, so that reasonable regularization parameters would only

need to be calibrated once.

Our proposed method can also be modified to use more advanced regularization constraints, including

the use of the previously mentioned edge- and rank-constraints [Haldar et al., 2013, Lam et al., 2013].

This could, for example, be achieved by augmenting the cost function in Eq. (5.2) with appropriate

additional penalty terms. The proposed approach can also be used with q-space data that is not sampled

on a sphere (e.g., multi-shell acquisitions [Caruyer et al., 2013] or diffusion spectrum imaging [Wedeen

et al., 2005]), as long as an appropriate regularization penalty is used to couple the reconstruction of

neighboring q-space samples together. In addition, our proposed method can also be modified to use

more advanced noise models. Our proposed formulation used the `2-norm to measure data consistency,

which is the optimal choice when the noise is Gaussian. Since the noise in MR magnitude images is

approximately Gaussian at high SNR, our choice was appropriate for high-SNR experiments. However,

low-SNR is frequently encountered in certain diffusion imaging scenarios, particularly when acquiring

data with high b-values. For these cases, the noise is more appropriately modeled using Rician or non-

central chi signal distributions. Our proposed approach is easily adapted to these cases by replacing the

`2-norm data consistency term in Eq. (5.2) with an appropriate Rician or non-central chi log-likelihood

function, and using efficient algorithms to optimize the resulting cost function [Varadarajan and Haldar,

2013].

In principle, our proposed q-space smoothness constraint could also be applied to fully-sampled RG

or 4-PED acquisitions. We studied this possibility, but only observed minor improvements in quantitative

performance. This is not unexpected, since the main purpose of the q-space smoothness constraint in our

proposed IPED scheme was to compensate for information that is missing with the IPED acquisition,

but which is present in fully-sampled non-interlaced acquisitions. Another interesting observation from

our study is that the fully-sampled 4-PED acquisition can lead to even better performance than the RG

method. This is not surprising, since it uses twice as much data and more comprehensive encoding of

distorted image regions.

In this work, we demonstrated good performance of our proposed IPED approach with an acquisi-

tion that sampled a relatively small number of q-space samples. However, it should be noted that our

assumption that neighboring q-space samples have similar image structure and contrast will become

more accurate as the q-space sampling density increases. As a result, we would expect even better dis-

tortion correction for large numbers of q-space samples, e.g., as in HARDI acquisitions. On the other
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hand, our assumptions might not be accurate enough for fewer than 20 q-space samples, though this issue

remains to be investigated. However, it should also be noted that most quantitative diffusion experiments

perform best when more than 20 q-space samples are acquired, even in the absence of significant image

distortions [Jones, 2004].

The proposed method relies on accurate models of geometric distortion that are computed based on

B0 fieldmaps. However, our distortion model may be inaccurate if the fieldmap is noisy and/or if there

are significant geometric distortion artifacts that are not related to B0 inhomogeneity (i.e., from con-

comitant fields, non-linear gradients, or eddy currents [Andersson and Skare, 2011]), and an inaccurate

distortion model can severely degrade the performance of all fieldmap-based distortion methods. The

effects of noisy fieldmaps can be minimized by acquiring higher-quality field mapping data and/or using

regularized fieldmap estimation [Hernando et al., 2010]. If eddy current or concomitant field artifacts

were present in the data, we would ideally want to also model their effects in the Dq geometric distortion

operators. This was not necessary in our experiments, since the data was acquired axially at 3T and

had negligible concomitant field effects, and because the acquisition used a twice-refocused spin-echo

sequence to significantly reduce eddy current effects [Reese et al., 2003].

In our experiments, the fieldmaps were estimated from two gradient echo images, which requires

a moderate amount of extra acquisition time. However, we should note that the details of fieldmap

estimation are not essential to the proposed IPED method, and that there are other potentially faster B0

fieldmap estimation schemes. For example, many previous RG methods [Andersson et al., 2003, Holland

et al., 2010, Gallichan et al., 2010] were able to estimate accurate B0 fieldmaps directly from the distorted

DWI data, without any increase in acquisition time. Similar B0 fieldmap estimation techniques could also

be used with IPED data (e.g., from two b=0s/mm2 images acquired with opposite PEDs).

5.5 Conclusions

We have proposed and evaluated a novel distortion correction method for DWIs that enables high-

quality distortion correction without measuring q-space samples more than once. The proposed method

combines a novel q-space sampling scheme (in which neighboring q-space samples are acquired with

different PEDs) with a novel constrained reconstruction approach that leverages the fact that DWIs

from neighboring q-space samples are related to each other. Our results demonstrated that the proposed

method provides substantially better distortion correction performance than the single-PED method, and

similar performance to the RG method while using only half as much data. We expect that this acceler-

ated approach to highly-quality distortion correction will make accurate geometric distortion correction

methods more practical for a range of different experimental contexts.
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Appendices

Appendix 5.A Spherical harmonics and the Laplace-Beltrami operator

As described in the Theory section, we represent the distortion-free signal S ∈ RV×Q (unknown,

and to be estimated using Eq. (5.2)) using a SH representation to simplify the use of spherical q-space

smoothness constraints. Our SH modeling representation is identical to that described in Ref. [De-

scoteaux et al., 2007]. These details from Ref. [Descoteaux et al., 2007] are repeated here for the sake of

completeness.

We assume that diffusion data is sampled on the surface of the sphere along Q different gradient

orientations, which are defined in terms of the standard polar angles (θq ∈ [0, π], φq ∈ [0, 2π]) for q =
1, 2, . . . , Q. As with all data sampled on the sphere, it is possible to represent the element in the vth row

and qth column of the S matrix (i.e., the diffusion data for the vth voxel and qth q-space sample) in an

orthonormal basis of spherical harmonics according to

[S]v,q =
N∑
n=1

[C]v,n [Y]n,q , (5.4)

where [C]v,n is the nth SH coefficient for the vth voxel, [Y]n,q = Yn(θq, φq) is the nth modified (real and

symmetric) SH basis function sampled along qth diffusion encoding direction [Descoteaux et al., 2007],

and N is the number of SH basis functions used in the representation. The modified SH basis functions

are defined in terms of the order-L truncation of the even-order standard SH basis functions Y m
` (θ, φ),

which are given by

Y m
` (θ, φ) =

√
2`+ 1

4π
(`−m)!
(`+m)! P

m
` (cos θ) eimφ (5.5)

for ` = 0, 2, 4, . . . , L and m = −`,−(` − 1), . . . , 0, . . . , (` − 1), `, where Pm` (·) is the associated

Legendre polynomial of order ` and degree m. The truncated modified SH basis function Yn(θ, φ) is

obtained by defining the index n in terms of ` and m according to n = (`2 + `+ 2)/2 +m, and setting

Yn =



√
2 Re

(
Y
|m|
`

)
m < 0

Y m
` m = 0

(−1)m+1√2 Im
(
Y
|m|
`

)
m > 0

(5.6)

for ` = 0, 2, 4, . . . , L and m = −`,−(`− 1), . . . , 0, . . . , (`− 1), `. Note that N = (L+ 1)(L+ 2)/2.

The SHs have the special property that they are eigenfunctions of the Laplace-Beltrami operator. As

a result, applying the Laplace-Beltrami operator in the SH domain is equivalent to multiplying the N
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SH coefficients for each voxel by an N ×N diagonal matrix L. The nth diagonal element of L is equal

to `n(`n + 1), where `n is the spherical harmonic order used in Eq. (5.6) when constructing Yn(θ, φ)
[Descoteaux et al., 2007]. This result is used in the spherical smoothness term from Eq. (5.2).

Appendix 5.B Linear least squares formulation

The solution to Eq. (5.2) can be obtained by solving the following equivalent linear least squares

problem:

ĉ = arg min
c

∥∥∥∥∥∥∥∥∥


DS

√
β(I⊗ F)S
(A⊗ L)

 c−


d
0F

0L


∥∥∥∥∥∥∥∥∥

2

`2

. (5.7)

In this expression:

• The vector c is the length-V N concatenation of the SH coefficient vectors for each voxel cv for

v = 1, . . . , V ;

• The vector d is the length-V Q concatenation of the distorted DWIs dq for q = 1, . . . , Q;

• The linear operator S, which can also be expressed as a sparse matrix of size V Q× V N , converts

a vector of SH coefficients into the undistorted DWI vectors sq for q = 1, . . . , Q according to

Eq. (5.4), and then concatenates the sq vectors into a single length-V Q vector;

• D is a V Q× V Q block-diagonal matrix with Q diagonal blocks. The diagonal blocks are each of

size VxV, and are equal to Dq for q = 1, . . . , Q. Dq is a function of the PED for the qth q-space

sample, and the number of unique Dq matrices is equal to the total number of PEDs used;

• A is a V × V diagonal matrix with vth diagonal entry equal to
√
αv;

• 0F and 0L are zero vectors of length 2V Q and V N , respectively;

• F and L are defined in eq. (5.2) and Appendix 5.A, respectively;

• I is the Q×Q identity matrix; and

• The symbol ⊗ denotes the standard Kronecker product.
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Appendix 5.C Log-Euclidean distance

The similarity-invariant Log-Euclidean distance between diffusion tensors S1 and S2 is defined as

[Arsigny et al., 2006]:

dist(S1,S2) =
√

Trace
(
{log S1 − log S2}2

)
, (5.8)

where log(·) denotes the matrix logarithm. See Arsigny et al. [2006] for implementation details and

further discussion of this metric.

Appendix 5.D Gradient and PED table

The gradient orientations and PEDs used for the simulation and in vivo experiments are shown in

Table 5.1. We show only the L/R version of the 2-IPED scheme. The 2-IPED A/P scheme can be derived

from the L/R scheme by replacing L and R with A and P, respectively.
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Gradient Orientation PED

x y z 2-IPED 4-IPED

1.00 0.00 0.00 L L

0.00 1.00 0.00 R R

-0.0310 0.8034 -0.5947 R P

0.8554 0.4976 0.1441 R A

0.8348 0.3138 -0.4523 R A

0.8348 -0.3138 -0.4523 L P

0.8554 -0.4976 0.1441 R R

0.8239 -0.0045 0.5668 L P

0.5508 0.4313 0.7146 L R

0.4666 0.8370 0.2858 R P

0.5144 0.8121 -0.2754 L L

0.3919 0.5211 -0.7582 L P

0.4789 -0.0036 -0.8779 R R

0.3919 -0.5211 -0.7582 L L

0.5144 -0.8121 -0.2754 R A

0.4666 -0.8370 0.2858 L L

0.5508 -0.4313 0.7146 R A

0.1102 -0.2686 0.9569 L R

0.1102 0.2686 0.9569 R L

0.0310 0.8032 0.5949 L A

Table 5.1: Table of the gradient orientations and PEDs used for the simulation and in vivo experiments.



Chapter 6

Temporal non-local means filtering for
functional MRI

6.1 Visualization of function MRI on the cortex

Low frequency fluctuations in BOLD activity during resting functional MRI (rfMRI) exhibit correla-

tions between cortical regions that are known to be physiologically related, as first shown by Biswal et al.

[Biswal et al., 1995, Smith et al., 2009]. These correlations are the basis for identification of functional

networks from rfMRI in individuals and groups [Smith et al., 2013b, 2009, Blumensath et al., 2013, Crad-

dock et al., 2012]. There are a large number of methods available for identification of functional networks

from rfMRI BOLD data, including seed-based correlation, independent components analysis (ICA) and

cortical parcellation methods [Smith et al., 2013b]. Prior to resampling onto a cortical surface, rfMRI

data are typically preprocessed with a pipeline that includes compensation for susceptibility-induced

distortion, slice timing and subject motion, as well as high-pass filtering of individual time series and re-

moval of ICA-identified temporal noise components [Smith et al., 2013a, Glasser et al., 2013, Chambers

et al., 2015]. However, when visualized as a time series or movie of cortical images, correlated patterns

of BOLD variation reflecting time-varying brain activity are not readily visible in the data, even after

preprocessing. Rather, the local intensity variations across the brain at each time point obscure larger

scale correlated activity, as shown in Fig. 6.1(a) and the corresponding movie M1 (Sec. 6.C).

To reduce noise in fMRI it is common to spatially smooth the data, typically with an isotropic kernel

applied in the volumetric space [Smith et al., 2013a, Blumensath et al., 2013, Wig et al., 2014b, Craddock

et al., 2012]. Isotropic linear smoothing will inevitably mix signals from different areas, including areas

that are not directly adjacent with respect to the cortical geometry, for example blurring occurs across

the void from one side of a sulcal bank to the other. To avoid this problem, data can be smoothed directly

97
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(a) (b) (c)

(d) (e) (f)

Figure 6.1: Illustration of smoothing effects on cortical BOLD signal intensity in rfMRI in a single subject, shown

at a single time point: (a) no filtering, (b) LB filtering (t = 4) and (c) tNLM filtering (h = 0.72). Color scale

shows positive (red), negative (blue) and zero (white) BOLD signal intensity. 3 minute real-time movies showing

the un-filtered, LB- and tNLM-filtered rfMRI data can be found in the Sec. 6.C (M1–M3). It is difficult to detect

spatial structure in the original unfiltered data, even if there are hints that can be discerned. By applying either

LB or tNLM filtering, however, the noise is reduced and coherence in local activation/deactivation with respect to

the underlying anatomy of the cerebral cortex is revealed. We see synchronous bilateral activity (in red) for both

filtering methods in brain regions associated with the anterio-medial, posterio-medial and dorso-lateral regions of

the default mode network (DMN). LB filtering (b) however, shows some additional small isolated patches in the

fronto-lateral cortex, anterior insula, and the pre and post-central gyri, as indicated by the arrows. Interestingly,

most of these isolated patches lie in regions that have been reported to show strong negative correlations to the

DMN [Buckner et al., 2008, Fox et al., 2005, Vincent et al., 2008, Fransson, 2005], and so are unlikely to be

synchronous with DMN regions. Similar behavior can be observed at another time point when (d) the original

rfMRI data is filtered with (e) LB and (f) tNLM, where most of the DMN regions again show synchronous BOLD

signal intensity in red. The tNLM results appear clearer in the sense that contrast in the images and movies

appears to more closely follow discrete anatomical regions than do the LB results. The differences between the

two methods is more readily evident in the movies of continuous resting state recording (see Sec. 6.C, M1–M3).

Note in particular the different dynamic of the changes in brain activity – LB filtered images change smoothly from

one brain state to the next while the tNLM images depict a more burst like change across consecutive brain states.

in the 2D manifold of the cortical surface. This is achieved by the Laplace-Beltrami operator which

accounts for local surface curvature to generalize the 2D Gaussian smoothing kernel to an arbitrary

smooth manifold [Angenent et al., 1999].

While Laplace-Beltrami (LB) smoothing can avoid blurring across sulcal banks, the smoothing is
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still linear and isotropic so that sharp spatial features on the surface are smoothed, blurring boundaries

between distinct functional regions. As we demonstrate below, the resulting signal mixing can also

confound cortical parcellation methods, introducing artifactual parcels purely as a result of isotropic

smoothing. An example of Laplace Beltrami smoothing is shown in Fig. 6.1(b) and in the corresponding

the movie M2 (Sec. 6.C).

The primary contribution of this chapter is to describe an alternative nonlinear filtering method based

on a novel adaptation of non-local means that reduces noise while also respecting functional boundaries

on the cortical surface. As we illustrate in Fig. 6.1(c) and in corresponding movie M3 (Sec. 6.C), this

results in the ability to directly visualize cortical brain activity and networks in resting state by playing

back the filtered data on the cortical surface. The nonlinear filtering approach also significantly improves

the identification of functional networks as demonstrated in the comparison presented below to task

activation maps and probabilistic Brodmann areas.

Non-local means (NLM) is an edge-preserving filtering method that uses the weighted average of

pixels in a large neighborhood where these weights are chosen adaptively depending on the structural

similarities in the local neighborhoods of each pixel [Buades et al., 2005]. As a result NLM reduces

noise through averaging while simultaneously retaining spatial structure by averaging only over pixels

that have similar local structure. NLM filtering has previously been applied to structural [Manjón et al.,

2008, Coupé et al., 2008, Manjón et al., 2009], functional [Xing et al., 2013, Zuo and Xing, 2011, Bernier

et al., 2014], and diffusion [St-Jean et al., 2014, Wiest-Daesslé et al., 2008] MRI data. Modified NLM

methods tailored to MRI data have also been developed including block-wise filtering and automatic

adaption of weights based on SNR [Coupé et al., 2008, Wiest-Daesslé et al., 2008, Manjón et al., 2008],

multi-compartment extension [Manjón et al., 2009], and use of multiple angular components for HARDI

MRI [St-Jean et al., 2014]. All of these approaches use spatial similarity over one or more images as the

basis for NLM smoothing. While this approach can be applied to fMRI time series [Bernier et al., 2014,

Xing et al., 2013, Zuo and Xing, 2011], filtering each temporal frame separately with NLM will produce

a time-varying smoothing kernel, confounding subsequent time-series analysis.

We have developed a novel variation on NLM which we refer to as temporal NLM (tNLM). Our

method directly exploits the temporal information in the data by replacing the standard spatial similarity

weighting in NLM with a weighting that is based on the correlation between time series. As a result

we reduce noise by averaging only those pixels that have similar time series. This has the effect of not

smoothing across functional boundaries, since the time series in different functional areas will be less

strongly correlated than within each distinct functional region. The practical qualitative effect of this

approach is illustrated in Fig. 6.1(c) and the corresponding movie M3 (Sec. 6.C). A related approach

was used by one of the authors for denoising dynamic PET data by combining local spatial and temporal

information to compute NLM weights [Dutta et al., 2013].
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In addition to demonstrating the impact of tNLM on the spatio-temporal structure of rfMRI data,

we illustrate its utility through one application: functional cortical parcellation. A number of parcella-

tion methods have recently been described that include spectral clustering, hierarchical clustering, edge

detection, and snow-balling [Blumensath et al., 2013, Smith et al., 2013b, Craddock et al., 2012, Wig

et al., 2014b, Thirion et al., 2014]. Our goal here is to investigate the effect on cortical parcellation of

tNLM filtering and compare its performance to linear filtering and no-filtering of the rfMRI data. For

this purpose we use a spectral clustering method based on normalized cuts [Yu and Shi, 2003, Shi and

Malik, 2000], although tNLM could also be used as part of a pre-processing pipeline and combined with

other parcellation methods.

6.2 Temporal non-local means (tNLM)

Non-local means (NLM) is a widely used technique for edge-preserving filtering of images [Buades

et al., 2005]. In common with conventional linear filtering, NLM uses weighted spatial averaging to

reduce noise. However rather than using a fixed set of weights applied to pixels in a local neighborhood,

the NLM weights are based on a measure of similarity of a small neighborhood, or a patch, surrounding

each pixel [Buades et al., 2005]. When the patches around two pixels are similar the weight is large; and

when they are dissimilar, the weight is low. In this way, the weighted averaging tends to reinforce spatial

structure while removing noise.

In this work, we are interested in identifying functional regions that share common temporal varia-

tions. For this reason tNLM uses a weight based on the similarity of the time series rather than a spatial

patch to filter the data. Specifically, let d(s, τ) denote the rfMRI data at surface vertex s at time τ . Then

the corresponding tNLM-filtered rfMRI is given by

f(s, τ) = 1∑
r∈N (s)w(s, r)

∑
r∈N (s)

d(r, τ)w(s, r) , (6.1)

where N (s) denotes a set of vertices lying in a large neighborhood surrounding vertex s and w(s, r) is

the weight applied to vertex r ∈ N (s) when filtering the rfMRI data at vertex s. We parameterize the

neighborhood of a vertex on the cortical mesh by the linked distance parameter D such that the setN (s)
contains all vertices, including itself, which are at a linked distance of D or less from the vertex s (we

use D = 11 in all our results). The weights w(s, r) are given by

w(s, r) = exp
(
−

1
T ||d(s)− d(r)||2

h2

)
(6.2)

where d(s) = [d(s, 1), · · · , d(s, T )]> is a vector of length T representing the time series at vertex s and

h is scalar parameter which determines the rate at which the weights decrease with (dis)-similarity of the
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LB, t = 2 LB, t = 4 LB, t = 10

tNLM, h = 0.6 tNLM, h = 0.72 tNLM, h = 1.0

Figure 6.2: Qualitative differences in spatial weights applied to the neighboring vertices while filtering in vivo

rfMRI data at a vertex, shown as a red dot, with (top row) LB filtering and (bottom row) tNLM filtering. The (red)

vertex is chosen to lie in visual cortex near the boundary of visual cortex and posterio-medial cortex (PMC). The

weights for LB filtering were computed using the original surface’s geometry but are shown on smooth surfaces for

easy visualization (which causes the LB weights to appear spatially anisotropic). The weights for tNLM filtering

are shown for a neighborhood of maximum linked distance of D = 11 from the (red) vertex.

two time series. Since we pre-process the time series at each vertex to have zero mean and unit variance,

the weights in eq. 6.2 are equivalent to using Pearson’s correlation coefficient corr (d(s), d(r)) between

d(s) and d(r), as 1
T ||d(s)− d(r)||2 = 2− 2× corr (d(s), d(r)).

Fig. 6.2 illustrates the difference between the LB and tNLM approach when filtering the rfMRI data at

a vertex. In order to highlight the differences between the methods, a vertex from visual cortex is selected

such that it lies near the boundary of visual cortex and posterio-medial cortex (PMC) as these regions

are known to have functionally different characteristics [Yeo et al., 2011, Lee et al., 2013, Buckner et al.,

2008, Smith et al., 2009]. The relative values of the spatial weights are shown for increasing levels

of smoothing, which is controlled by the time parameter t for LB filtering (see 6.A for details) and by

the scalar parameter h for tNLM filtering1. The LB weights decrease isotropically (with respect to the

original un-smoothed surface) with distance from the vertex point being filtered. In contrast, the tNLM

weights (bottom row) show a spatial distribution that is highly asymmetric around the vertex such that the

vertices in visual cortex have higher weights than vertices in PMC. As a result, LB filtering at that vertex

will result in approximately equal mixing of signals from visual cortex and PMC. On the other hand,

tNLM filtering will place substantially more weight on signals coming from visual cortex, irrespective

1The size of the neighborhood N , as parameterized by the maximum link distance D, also affects the nature of tNLM

filtering. We use D = 11 in all results included here as it shows empirically good results with reasonable computational cost.
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of geodesic distance on the surface. Section 6.4.3 addresses the choice of smoothing parameters h and t.

6.3 Identification of cortical networks

To explore the impact of LB and tNLM filtering on cortical parcellation we used a graph-based

spectral clustering method to identify a set of functional networks for each subject. We represent the

spatio-temporal rfMRI data as a graph G = (V,A) where the set of vertices of the cortical tessellation

are the nodes v ∈ V of the graph andA is the adjacency (edge) matrix such that any two vertices u, v ∈ V
are connected by an undirected edge of strength A(u, v) = exp(d>(u)d(v)/T ).

The normalized-cuts (N-cuts) algorithm [Yu and Shi, 2003] subdivides the graph G into K sub-

graphs by subdividing the nodes (or vertices on the tessellated cortical surface), V , into K disjoint

subsets V1, V2, · · · , VK so that ∪Ki=1Vi = V and ∀i 6= j, Vi ∩ Vj = ∅. N-cuts partitions the graph to

maximize the average “normalized association” within each of theK sub-graphs, which can be expressed

as a cost function:

Nassoc
(
{V1, · · · , VK}

)
= 1
K

K∑
i=1

( ∑
u,v∈Vi A(u, v)∑

u∈Vi,v∈V A(u, v)

)
(6.3)

Yu and Shi [Yu and Shi, 2003, Shi and Malik, 2000] show this cost is equivalent to minimizing the aver-

age normalized cut cost. N-cuts therefore finds the set ofK sub-graphs that have the weakest normalized

average connectivity between sub-graphs and the maximum connectivity within each sub-graph. In this

chapter, we use the implementation of N-cuts provided by the authors2.

Note that the graph definition described above produces a fully connected graph that contains no

explicit spatial information about each vertex’s neighborhood structure. It is common to explicitly in-

troduce spatial neighborhood information for functional clustering of rfMRI data, typically, by making

the adjacency matrix A sparse [Blumensath et al., 2013, Smith et al., 2013b, Craddock et al., 2012]. In

preliminary evaluations (not shown) we found that the fully connected graph produced more reliable par-

cellation with tNLM, presumably because the fully connected graph contains far more information about

functional similarity of nodes/vertices than the sparser spatially constrained graph. The fully connected

graph also allows clustering of spatially disjoint nodes/vertices in a single subgraph Vi allowing direct

identification of functional networks rather than just producing a spatially contiguous cortical parcella-

tion.

2Version January 22, 2010, obtained from http://www.cis.upenn.edu/~jshi/software (last accessed: December 04, 2015).

http://www.cis.upenn.edu/~jshi/software
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6.4 Performance evaluation

We compare the performance of different smoothing approaches using a variety of qualitative and

quantitative methods. In this section, we describe the dataset used, background and technical details for

the evaluation approaches. Detailed results corresponding to these are presented in the next section.

6.4.1 Dataset and preprocessing

All of the results in this chapter used the minimally pre-processed rfMRI data from 40 unrelated

subjects, available from the Human Connectome Project (HCP)3 [Van Essen et al., 2013, Glasser et al.,

2013, Smith et al., 2013a]. Functional MRI data sets were acquired for four independent resting state

sessions of 15 minutes each (TR=720ms, TE=33.1ms, 2× 2× 2 mm voxel) and the subjects were asked

to relax and fixate on a projected bright cross-hair on a dark background [Van Essen et al., 2013]. HCP’s

minimal preprocessing primarily corrects the rfMRI data for acquisition artifacts, resamples the data on

cortical surface and performs a “non-aggressive” spatio-temporal cleanup [Glasser et al., 2013, Smith

et al., 2013a]. The artifacts correction step allows compensation for head motion and spatial distortion

caused due to gradient non-linearity and B0 field inhomogeneity. The corrected functional data is then

co-registered with corresponding structural images and resampled onto the 32K Conte-69 cortical mesh

in the native subject space (resampling process also applies a 2mm FWHM Gaussian surface smoothing)

[Smith et al., 2013a, Van Essen et al., 2012]. Next, a spatio-temporal processing is used to remove

residual effect of scanner and motion artifacts and non-neuronal physiological artifacts, which includes

a weak high-pass temporal filtering (>2000s FWHM; no low-pass filtering) followed by regressing out

the artifactual temporal time-courses identified by using ICA-FIX on the volumetric data. The only

additional preprocessing step we introduced prior to tNLM or LB filtering was to normalize the time

series associated with each cortical vertex to zero mean and unit variance.

The functional parcellation results presented below are also evaluated using the probabilistic Brod-

mann areas and the task-localizers, as made available by the HCP. Task-based fMRI data for six major

task domains [Barch et al., 2013] were obtained for the same 40 subjects, which included somatosensory

and motor systems, language processing, social cognition, relational processing, emotion processing and

decision making (see Fig. 6.4). We used HCP’s pre-processed and analyzed task-fMRI data, with differ-

ent levels of Gaussian smoothing, resampled on the 32K Conte-69 cortical mesh, which yielded a total of

17 statistical task-pair activation maps (analysis details for extraction of statistical task activation maps

are described in [Woolrich et al., 2001, Barch et al., 2013]).

3Data were provided [in part] by the Human Connectome Project, WU-Minn Consortium (Principal Investigators: David

Van Essen and Kamil Ugurbil; 1U54MH091657) funded by the 16 NIH Institutes and Centers that support the NIH Blueprint

for Neuroscience Research; and by the McDonnell Center for Systems Neuroscience at Washington University.
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(a) (b)

Figure 6.3: Simulation setup: (a) The square surface on which smoothing and parcellation is performed. The four

quadrants are color-coded for easy identification and represents functionally distinct regions. (b) The location of

the four regions on cortex from which the time series for each quadrant are drawn.

6.4.2 Simulated rfMRI dataset

We used a simulated data set to investigate the effect of the different filtering methods, tNLM and

LB, on identification of functionally distinct areas. We simulated a square surface patch with four quad-

rants, where each quadrant corresponds to a functionally distinct region. Vertices in each quadrant were

assigned rfMRI time series data drawn from a small cortical region in an in vivo rfMRI data from a sin-

gle subject. These cortical regions were chosen to lie in well known prominent networks (visual, motor,

default mode and task positive networks), shown in Fig. 6.3, such that each region was locally homo-

geneous, based on the mean correlation with neighboring vertices, and functionally distinct from other

regions.

6.4.3 N-cuts networks: parameters, visualization and boundaries

We studied the effect of filtering rfMRI data on cortical parcellation by comparing the classification

of cortical networks using N-cuts with a large range of parameters. The N-cuts clustering approach

sub-divides all the vertices into K disjoint sets as described in Sec. 6.3. We assign a unique label ID to

all vertices which are clustered in the same set and visualize them with a unique color on the cortical

surface (so that a clustering result with K classes will have K unique colors). We performed N-cuts

classification, with several values ofK, on a total of 160 in vivo rfMRI dataset (40 subjects× 4 sessions)

without filtering and with LB and tNLM filtering. For both filtering types, we present results with three

different level of smoothing: h = 0.60, 0.72, 1.73 for tNLM and t = 2, 4, 10 for LB filtering. The

values of parameter h for tNLM were chosen based on visual inspection of the resulting smoothed data

and a preliminary performance study. For qualitative comparisons of tNLM and LB filtering, we choose

values of the LB parameter t by approximately matching the mutual information of LB filtered results

with tNLM results for each value of h. Based on the preliminary study we chose a value of h = 0.72
for tNLM filtering for the majority of the qualitative results presented below (the corresponding LB
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parameter was found to be t = 4). We note that the nature of smoothing with tNLM and LB is very

different (see Fig. 6.14, supplemental results) and hence matching of smoothing levels/parameters across

tNLM and LB only serves qualitative purposes. Our quantitative evaluations, described later, compare

across all parameter values.

In order to enable color-coded visualization and comparisons of cortical parcellations obtained with

a fixed value of K but with different filtering approaches or subjects, we first identify equivalent sub-

networks by using our parcellation matching method described in 6.B, which is based on the Gale-

Shapley stable matching algorithm [Gale and Shapley, 1962]. The matching method establishes a one-

to-one matching between two parcellations allowing us to use the same color to represent equivalent

parcels across subjects or methods.

We also investigated how the boundaries of functional regions changed with the number of networks

K and the filtering approach used. For each parcellation, we obtained a binary boundary map by defining

a triangle on the tessellated cortical mesh as a ‘boundary’ triangle if its vertices lie in more than one clus-

ter. We summarized the boundaries across values of K = 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 30, 40, 50, 60, 80 by

computing the cumulative boundary map across parcellations obtained with these values of K for each

filtering approach and each subject. In the cumulative boundary map, the value at each triangle represents

the number of times that triangle has been identified as a boundary triangle across all values of K. We

also summarized the cumulative boundary maps across population by computing the population average

across 40 subjects for both tNLM and LB filtering.

6.4.4 Agreement with task activation labels

As the ground-truth parcellation is absent in in vivo data, we evaluate the quality of the functional

parcellations by performing quantitative comparisons with task activations for each subject. We used 17

different statistical task-pair activation maps, available for all 40-subjects from HCP, to obtain a discrete

task label map for each subject. We first thresholded each task-pair activation map at Z-score ≥ 3.0
(one-tailed uncorrected p-value ≤ 0.00135) and merged them into a single cortical map with a unique

label for each task-pair. If a vertex has Z-score ≥ 3.0 in more than one task-pair activation maps then

we assigned the task label corresponding to the most significant activation. The labeled map was then

cleaned by removing isolated labeled patches of size 40 vertices or less to obtain the final task label

map for each subject. An example of the task label map obtain using above procedure is shown in

Fig. 6.4(a) for a single subject. Only nine task-pairs survived statistical and spatial thresholding and

hence we only present results with these task-pairs. Also note that the task-fMRI data was pre-analyzed

with different levels of Gaussian smoothing (FWHM of 2mm, 4mm, and 8mm) to produce three different

task-activation statistical maps. Here, we present results with FWHM of 4mm, however results with all

other level of smoothing are included in the supplemental results (Fig. 6.20).
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(a) (b)

Figure 6.4: (a) An example of task labels for a single subject obtained from 4mm smoothed task fMRI data (see

Sec. 6.4.4 for details). The task-pair for each label-ID is shown in Fig. 6.20(d) (supplemental results). (b) An

example of (thresholded) probabilistic Brodmann areas, mapped back to the subject’s cortical surface.

We computed label-wise agreement between the task label maps and N-cuts parcellation using the

matching method described in 6.B (we use task label as A and N-cuts parcellation as B). The agreement

measure is defined as the fraction of vertices for each task label that correspond to the N-cuts parcel

to which that task is matched. We computed the label-wise agreement measure separately for each

parcellation, and used these measures to compare across filtering methods and parameters.

6.4.5 Agreement with probabilistic Brodmann areas

Since, it is believed that the cytoarchitectonic areas reflect functional specialization in cerebral cortex

[Zilles and Amunts, 2010], it is also interesting to study how the functional parcellations obtained from

rfMRI data compare with probabilistic Brodmann areas (BA). Probabilistic BA were obtained using

histology studies of 10 postmortem human brains and were transferred to the subject’s 32K Conte-69

cortical mesh, which are available from HCP as discrete labels (after thresholding) for each subject

[Fischl et al., 2008, Van Essen et al., 2012]. An example of the discrete Brodmann label map is shown in

Fig. 6.4(b). Similarly to our task based analysis, we computed label-wise agreement between BA labels

and N-cuts parcellations to study the effect of different filtering approaches.

6.4.6 Test-retest reliability

To investigate the consistency of parcellations across different scan sessions of the same subject, we

computed the concordance between all 6 possible pairings of the parcellation results for each of the four

15 min sessions. Concordance is a measure of consistency between parcellations and is described in
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details in 6.B. The concordance measure was computed over all 40 subjects for each method and several

parameter setting.

6.5 Results

6.5.1 Visualization of brain activity from rfMRI signal

We first show the resting-state time series as a series of still images and movies of BOLD signal

intensities on the cortical surface for each of the following: unfiltered data, data with tNLM filtering

and data with LB filtering. The movies are created by concatenating individual still images at each

time point and are played back at a real-time rate i.e. the included movies (M1-M3, Sec. 6.C) show

3 minute of brain activity played back over 3 minutes. We render the movies at 10 frames per second

by linearly interpolating the rfMRI image frames which are spaced by a TR=720ms (see Sec. 6.4.1

for preprocessing details). The signal intensities are visualized on a smoothed cortical surface using a

colormap with transitions from blue (negative) to white (zero) to red (positive). The concatenated frames

are encoded using the H.264 codec to produce mp4 movies.

The results of tNLM and LB smoothing are shown in the Figs. 6.1 and 6.5 first two images with

detailed descriptions in the legends. In Figure 6.1 we show the cortical BOLD signal for a single subject

before and after smoothing using LB and tNLM. Associated movies M1-M3 (Sec. 6.C) show 3 minutes

of spontaneous brain data for the same subject. The effect of different degrees of smoothing (varying

parameter h in tNLM and t in LB) are shown in Fig. 6.14 (supplemental results). In Fig. 6.5 we show

examples of images obtained at different time points with tNLM filtering. Images at corresponding

time points are shown in Fig. 6.13 (supplemental results) for unfiltered data and LB smoothing. As

described in the legends, Figs. 6.1 and 6.5 illustrate the qualitative differences between unfiltered and

tNLM and LB filtered data, with the tNLM images revealing activation at various time points that is

more consistent than LB with known cortical networks. LB filtering does not use information about the

time course to filter at each point in time and so can mix signals across neighboring vertices with very

dissimilar time courses as seen in Fig. 6.1 and 6.13 (supplemental results). tNLM filtering on the other

hand uses weights based on similarity of the time series and so largely avoids mixing of signals from

dissimilar vertices. The movies similarly show qualitative differences as well as a real-time indication of

the complex dynamics of resting brain activity. We interpret the irregular levels of activity, the spottiness

and burst-like appearance of the anatomical regions involved, separately and in conjunction, as possibly

corresponding, to what the actual brain activity during a period of undirected mind-wandering [Antrobus

et al., 1970, Buckner and Vincent, 2007], so characteristic of the resting state, might look like.
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(a) 1:14 (b) 1:16 (c) 1:18

(d) 1:23 (e) 1:33 (f) 1:36

(g) 1:49 (h) 1:51 (i) 1:56

Figure 6.5: Cortical maps of BOLD intensity from a single subject at different time points with tNLM filtering

(h = 0.72, same colorscale as fig. 6.1). The video time (min:sec) for the corresponding movie M3 (Sec. 6.C;

supplemental videos) is shown for each subfigure. The video illustrates dynamic brain activity at “rest” where

activation shifts from one network to another network, which can be most easily noticed around DMN and anti-

correlated DMN. These networks consist predominantly of large regions distributed throughout the brain that are

spatially separate but have synchronous temporal activity. In (a), at 01:14, we see activity above the mean in the

DMN nodes, similar to the one seen in Fig. 6.1 (different time point), but here more symmetrical. The rest of the

brain shows mostly activity below the mean, with the exception of the upper half of the sensory-motor cortices

(SMC) which, on the right, show some activity above the mean; (b) only 2 seconds later the lateral temporal and

parietal nodes of the DMN show activity clearly below the mean, while the activity in the PMC is still above the

mean, but less so, and the activity in the mesial frontal regions is now mostly below the mean; (c) another 2 seconds

later, all of the DMN nodes are clearly below the mean, while mesial occipital regions are now above the mean as

are the right dorsolateral frontal and supra-marginal gyrus (SMG); so is the right insula; (d) five more second have

passed and the image is almost the reverse of what was seen in (a); the DMN nodes show clear negativity, as do

both SMC, while the rest of the brain, including both insulae, is clearly above the mean; (Contd. to next page)



6.5. Results 109

Figure 6.5: (Contd. from previous page) (e) after 10 seconds, the activity is clearly asymmetric, with only a small

region of the mesial superior frontal above the mean in the right hemisphere; left is close to the mean on the mesial

aspect but it is split on the dorsolateral aspect: the frontal lobe, a small area of the SMG and the insula are above

the mean, while the remainder of the hemisphere is below the mean; (f) after another 3 seconds the DMN nodes in

the left hemisphere are well above the mean, the occipital lobe below, and the insula and SMC close to the mean;

the right hemisphere shows an entirely different image: the angular gyrus, PMC and SMC are mildly positive

while the rest of the hemisphere is clearly negative; the nodes of the DMN have definite asymmetric activity; (g) at

01:49 the DMN nodes are negative and symmetrically so, while the SMC shows activity clearly above the mean,

more so on the left, and so do the occipital lobes and the left insula; (h) three seconds later the brain activity is in

general above the mean with three interesting exceptions: the PMC and angular gyri show activity below the mean

favoring the left hemisphere, and the left insula is also below the mean; (i) five seconds later, at 01:56, the brain is

massively negative with a few exceptions where the activity approximates the mean.

6.5.2 Simulation: Effect of smoothing on clustering

We used the simulated dataset described in Sec. 6.4.2, where we know the location of the four func-

tional regions. The correspondence between the four quadrants of the simulated surface and the locations

on the cortex from which each quadrant was sampled are shown in Figs. 6.3(a) and (b). We applied N-

cuts on the simulated rfMRI data using the graph structure described in Sec. 6.3 to find K = 4 and

K = 8 networks without filtering and with LB and tNLM filtering (Fig. 6.6).

The results are almost perfect for K = 4 in both cases (Figs. 6.6(a) and (c)) and, indeed, also were

for the unfiltered data (not shown) since the four regions were chosen to be internally homogeneous with

respect to their time series but with a low or negative correlation between the time series in different

regions. However, the clustering with K = 8 produces very different results as shown in Fig. 6.6(b) and

(d). The linear mixing across quadrant boundaries using LB filtering produces intermediate regions that

internally have a higher correlation than they do with the two regions from which the data originated. The

resulting parcellation includes new contiguous regions at the boundaries between quadrants that were not

present in the original data (Fig. 6.6(b), clusters in light-green, yellow and violet). When these clusters

are mapped back to the surface vertices on the cortex from which they were drawn, we see they appear

distributed across more than one functional area (for example elements in the light-green parcel appear in

DMN, visual and motor areas). This clearly demonstrates that the contiguous regions at the boundaries

between quadrants are solely an artifact of mixing from LB smoothing and do not reflect true underlying

patterns of functional similarity in the rfMRI time series. We believe this in an important observation

as the creation of false parcels resulting from LB smoothing could lead to erroneous interpretation of

parcellations in in vivo data.

In contrast, tNLM filtering shows a strong pattern of sub-division of functionally distinct areas when
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LB, t=4, #class=4 LB, t=4, #class=8

(a) (b)

tNLM, h=0.72, #class=4 tNLM, h=0.72, #class=8

(c) (d)

Figure 6.6: Simulation results: The result of N-cuts parcellation of LB filtered data into (a) K = 4 and (b) K = 8
clusters are also shown on the simulated square surface as well as on the original cortex, on the right, by mapping

back the color-coded vertices from the square mesh to its original location on the cortex. Similarly, the results of

N-cut parcellation for tNLM filtered data into (c) K = 4 and (d) K = 8 clusters are shown on square surface and

on the original surfaces.

K = 8 class clustering was used, Fig. 6.6(d): vertices in the top right quadrant (corresponding to DMN)

get sub-divided into two parcels (light and dark green) and vertices in the bottom right quadrant (task

positive network, TPN) get sub-divided into four parcels which are distinct from those in the top right

quadrant. While the spatial organization of these clusters in the square image appears random, when they

are mapped back to the area on the cortex, from which they were drawn, we see that the clustering result

actually sub-parcellates the DMN and TPN regions. This result demonstrates the “non-local” nature of

tNLM - smoothing is performed based on similarity in time series rather than spatial proximity. For

this reason, subsequent partitioning based on a fully connected graph can identify groups of pixels with

similar time-series in the original data rather than producing false parcels as a result of local mixing

of signals across functional areas as seen with LB filtering. This edge preserving nature of tNLM also

allows accurate sub-division of functional regions when clustering is performed with larger value of K,

as seen in the cortical map in Fig. 6.6(d).

We do not include results for unfiltered data for the simulation since they are qualitatively very

similar to those obtained using tNLM for both K = 4 and K = 8. Since each quadrant was selected to

have clearly distinct time series from all other quadrants, the N-cuts algorithm, even without smoothing,

was able to reliably partition the data for K = 4. Further, the unfiltered data produced a very similar

sub-parcellation for K = 8 to that shown in fig. 6.6(d), which indicates that there is evidence for these

sub-parcellations in the data and these results are not an artifact of the nonlinear tNLM smoothing. As

we show below, this similarity between tNLM and unfiltered data does not occur when N-cuts is applied

to the complete set of in vivo data.
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(a) (b) (c)

Figure 6.7: Cortical parcellations using N-cuts on a fully connected cortical surface graph for a single subject

to partition cortex into K = 6 networks with (a) unfiltered data, (b) LB filtering (t=4), and (c) tNLM filtering

(h=0.72). In each case a distinct color represents one of the K = 6 networks. Arrows in (b) illustrate regions lying

between two large parcels that are classified as a separate network and appear similar to the false regions resulting

from linear smoothing shown in the simulation in Fig. 6.6(b).

6.5.3 Qualitative evaluation of cortical networks

Figure 6.7 shows the result of N-cut clustering with six classes for a single subject. Clusters obtained

from the original unfiltered data, Fig. 6.7(a), yields default mode (pink), visual (yellow/green), and

somatomotor (dark blue) networks. However, the clusters are noisy and disjointed. In contrast, tNLM

smoothed data shows networks with large contiguous regions, Fig. 6.7(c). In addition to the networks

identified in the original data we can also identify the visual system (dark green) and and the cingulo-

opercular (dark red) networks. We can also identify the fronto-parietal network, often described as

anti-correlated to the default mode network (light blue), which includes the frontal eye field, left middle

frontal gyrus, superior parietal lobule, and the lateral-posterior regions of the temporal lobe [Fox et al.,

2005, 2006, Vincent et al., 2008, Fransson, 2005, Buckner et al., 2008]. It is also noticeable that the

DMN seems to be sub-divided in two clusters (in yellow and pink) in the tNLM parcellation. At smaller

values of K, we do expect both hemispheres of the DMN to be grouped into a single label, as seen in

tNLM N-cuts clustering with four classes, Fig. 6.15 (supplemental results). With progressive increases

of N-cut classes, K, we should see the network systems to continue to subdivide.

LB filtering, Fig. 6.7(b), produces similar networks to those identified by tNLM, however some of

the networks separate into a larger number of non-contiguous parcels, which appear as patches of small

parcels through out the cortex. Notice in the lateral surface of the frontal lobe, we see a mix of smaller

patches of the yellow, pink, light blue, and dark blue labels which are isolated away from the large,

spatially continuous portion of each label. This makes it difficult to judge whether the yellow label is

a sub-division of the DMN or of the pre-frontal cortex. We also see that the inferior frontal gyrus (part

of the language network) is fragmented into five different labels. At a coarse parcellation of the cortex

into only six labels, we do not expect this system to be sub-divided. In contrast, tNLM seems to preserve
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(a) (b) (c)

Figure 6.8: Cortical parcellation N-cuts applied to tNLM filtered (h=0.72) data for the same subject as in Fig. 6.7

for (a) K = 15, (b) K = 30 and (c) K = 60 clusters. See Fig. 6.15 (supplemental results) for equivalent images

for unfiltered and LB filtered data.

the area as a part of larger cluster. Further, it can be also be noticed that several regions between two

large networks are classified as a separate network as indicated by the arrows. A greater number of

patchy regions in the LB result, particularly near boundaries of known networks, is consistent with the

formation of additional false parcels in the simulation study in the previous section. Such behavior is

largely absent in tNLM results.

As the number of subgraphs increases with (a) K=15, (b) K=30, and (c) K=60, we notice that

boundaries are frequently preserved and regions are sub-divided with tNLM filtering (Fig. 6.8) while the

equivalent results for unfiltered data become increasingly noisy, and LB filtering continues to produce

apparently spurious regions which appear as patches of small clusters around boundaries of larger net-

works (Fig. 6.15 supplemental results). For example, for tNLM results, the somatosensory and motor

cortices are initially identified as a single network (blue) for K = 15 classes (Fig. 6.8(a)). When the

number of classes is doubled, this area sub-divides into the right upper (violet), and left upper (pink),

and the lower (brown) somatomotor cortices (Fig. 6.8(b)). Increasing the number of classes to 60, the

right lower somatomotor cortex (red) separates from the left hemisphere, and further divides into the

ventral premotor cortex (blue) and the ventral motor cortex (dark red) (Fig. 6.8(c)). Similar patterns of

progressive subdivision can be observed in other primary networks including the visual network.

In Fig. 6.9 we illustrate how the boundaries of the clusters vary across several parcellations with

different number of classes in both tNLM and LB. Fig. 6.9(a) and (b) shows cumulative boundaries for a

single subject over different number of classes. The tNLM results show consistent boundaries delineating

the ventro-medial prefrontal cortex, posterio-medial cortex (PMC) and the visual cortex. The LB results

are quite similar, however, we notice larger number edges running through the primary network regions

(for example, several edges are seen in the interior of PMC and similarly some edges are seen in the

interior of the medial side of visual cortex running parallel to the boundary between visual cortex and

PMC on both hemispheres). When cumulative edges are averaged across the population of 40 subjects,
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(a) (b)

LB tNLM

(c) (d)

Figure 6.9: Cortical map of the cumulative boundaries of N-cut parcellations over fifteen different values ofK in a

single subject with (a) LB (t = 4) and (b) tNLM (h = 0.72) filtering. The population average cumulative boundary

map across the 40 subjects are also shown with (c) LB (t = 4) and (d) tNLM (h = 0.72) filtering. The value at

each triangle represents total number of times that triangle was a identified as a boundary triangle across fifteen

different clustering results (K = 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 30, 40, 50, 60, 80). The boundary maps are thresholded

at an upper boundary count of 10 for single subject and 6 for the population average.
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Fig. 6.9(c) and (d), we notice differences between the methods more clearly, with boundaries occurring

more consistently across different values of K with tNLM filtering than with LB filtering. In both cases

the upper and lower sensorimotor areas are consistently identified, as evidenced through the absence

of boundaries in these regions. However, tNLM shows clearer boundaries than LB, particularly for the

PMC, the visual cortex and the ventrolateral prefrontal cortex. Higher order association cortices also

clearly show marked internal consistency with tNLM. LB shows boundaries spread across frontal and

lateral posterior temporal-occipital region, again, possibly reflecting the introduction of false parcels near

boundaries between functional areas as illustrated earlier in the simulation study.

Additional results showing the distribution of the number and size of clusters in LB and tNLM N-cuts

parcellations are included as Fig. 6.16 – 6.19 (supplemental results). These results support the general

observation that LB results tend to produce more, smaller contiguous clusters than tNLM.

6.5.4 Quantitative comparison with task fMRI labels

We quantify the quality of parcellations obtained with different filtering approaches by computing

the agreement of rfMRI parcellation with task labels for each subject (see Sec. 6.4.4 for details). An

example of task labels for a single subject are shown in Fig. 6.4(a). For each subject, we investigate

the agreement of each task label across several rfMRI parcellations obtained with different number of

classes (2 ≤ K ≤ 400) and with different filtering approaches: unfiltered, LB filtering (t = 2, 4, 10) and

tNLM filtering (h = 0.60, 0.72, 1.73). Fig. 6.10(a) shows the mean agreement fraction of an example

task label, left foot motor task, with clustering results across the population. Similar plots for other task

labels are included in the supplemental results (Fig. 6.23). For the tongue motor task, we also studied the

performances by subdivided the tongue region into two regions, one on each hemispheres, because the

N-cuts clustering frequently sub-divided the clusters across hemisphere for K > 15. We see that mean

agreement fraction varies substantially with number of classes K for all filtering approaches and all task

labels. LB and tNLM show similar behavior for very smaller number of classes (K < 10), however

tNLM filtering achieves larger agreement than LB across a wider range of K.

The performance of different filtering peaks at different values ofK for different tasks. This behavior

is expected as the value of K and smoothing parameters controls the quality of the resulting clusters.

Here, we define the ‘best’ parcellation as the set of clustering and filtering parameters (K for unfiltered;

K and t for LB; K and h for tNLM) that achieves the largest mean agreement across the population

for a particular task. We compared the performance of different filtering approaches for their ‘best’

parcellation for each task label in Fig. 6.10(b). This comparison shows substantial improvement in

performance over unfiltered data with LB or tNLM but overall tNLM filtering achieves a larger mean

agreement fraction. More complete overall results for different levels of smoothing of the task data are

shown in supplemental results (Fig. 6.21 with detailed results for individual tasks in Figs. 6.22 – 6.24).
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Figure 6.10: (a) Mean agreement fraction, across 40 subjects × 4 session, of an example task label (Left foot,

motor task) with N-cuts parcellations obtained using unfiltered, LB filtered and tNLM filtered rfMRI data. See

supplemental results (Fig. 6.23) for corresponding plots for all task labels. (b) Best performance of different

filtering approaches across different task labels. For each task and each filtering approach, we select the parameters

which achieves the highest mean agreement fraction. The grouped bar plot shows the highest mean agreement

fraction and the text on top shows the corresponding parameters.
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Task-pair (ID)
Alternate

hypothesis

Rank-sum

p-values

Signed-rank

p-values

Left foot (7) tNLM > LB 8.399×10−4 7.588 ×10−9

Right foot (9) tNLM > LB 3.3557×10−4 1.7304×10−7

Left hand (8) LB > tNLM 0.053848 0.0039957

Right hand (10) tNLM > LB 1.0452×10−4 2.7763×10−13

Tongue (11) LB > tNLM 0.31327 0.0016967

Tongue (Left) tNLM > LB 0.04225 3.4968×10−6

Tongue (Right) tNLM > LB 1.1488×10−10 6.995×10−20

Faces vs. Shapes (1) tNLM > LB 6.1754×10−6 1.8794×10−9

Story vs. Math (6) LB > tNLM 0.0031035 9.4594×10−9

Table 6.1: Statistical tests for improved agreement with task labels: Table of (uncorrected) p-values for one-sided

tests for ‘best’ performance of LB and tNLM filtering (see text for detailed description). For each task label, the

best performance parameters for both filtering approaches are reported in Fig. 6.10(b). The agreement fractions

across population, computed with these filtering parameters, are used as the performance metric for the tests. The

alternate hypothesis “tNLM>LB” means that the median agreement fraction of the tNLM approach is greater than

the median agreement fraction of the LB approach; and similarly for “LB > tNLM”.

We also performed two non-parametric tests to examine the statistical differences between the ‘best’

parcellations of LB and tNLM filtering for each task label, the results of which are presented in table 6.1.

For the first test we used a one-sided Mann-Whitney U (rank-sum) test [Gibbons and Chakraborti, 2003]

with the null hypothesis that there is no difference between the agreement fraction corresponding to

‘best’ parcellation of LB and tNLM across all subjects. We used the one-sided Wilcoxon signed-rank

paired test [Gibbons and Chakraborti, 2003] as the second test with a null hypothesis of no subject-wise

difference in ‘best’ performances between LB and tNLM filtering. The alternate hypotheses for both

of the one-sided tests (i.e. which tail to test) were decided by the value of the population median of

agreement fractions and are reported in Table 6.1 for each task-pair. These statistical tests indicate that

tNLM filtering significantly improves the agreement with several task labels when compared with LB

filtering.

6.5.5 Quantitative comparison with probabilistic Brodmann areas (BAs)

We also computed quantitative agreement of N-cuts parcellations with probabilistic BAs. Fig. 6.11

shows the summary of the best performances for different filtering approaches for each BA. Consistent
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Figure 6.11: Best performance of different filtering approaches across different probabilistic Brodmann areas

(BA). For each BA and each filtering approach, we select the parameters which achieves the highest mean agree-

ment fraction. The grouped bar plot shows the highest mean agreement fraction and the text on top shows the

corresponding parameters. Detailed BA-wise performance results are included in Fig. 6.25 (Supplemental results).

with our previous observation for task fMRI, tNLM achieves the highest agreement fraction across sev-

eral BA (for 18 out of 24 BAs). We also performed the two non-parametric (one-sided) statistical tests

with the same null hypothesis as the task analysis. The results and alternate hypothesis of the statistical

tests are reported in table 6.2 which reveal that tNLM filtering significantly improves the agreement of

several BA labels with the parcellation results as compared with LB filtering. There are few BA labels,

such as BA 3a (L), for which LB parcellations shows higher median agreement than tNLM. More com-

plete data are included in Fig. 6.25 (supplemental results) in which mean agreement is plotted for each

method and parameter for each of the BAs.

6.5.6 Quantitative test-retest reliability

In Fig. 6.12 we show within-subject agreement over all six possible pairs of parcellations from the

four 15-min rfMRI sessions per subject. The agreement between a pair of parcellation is quantified by

the concordance measure, described in 6.B, which measures the fraction of vertices which agree between

the parcellations. We plot the median concordance, over the six pairs per subject and the 40 subjects, as

a function of the number of cuts, K, for three different smoothing parameters for LB and tNLM. Non-

parametric Mann-Whitney U (rank-sum) tests for significant differences (uncorrected) between median
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Brodmann

areas

Alternate

hypothesis

Rank-sum

p-values

Signed-rank

p-values

1(L) LB > tNLM 0.119 0.0517

2(L) tNLM > LB 0.00997 0.00997

3a(L) LB > tNLM 0.0306 4.07×10−4

3b(L) LB > tNLM 0.581 0.666

4a(L) tNLM > LB 1.04×10−9 2.74×10−11

4p(L) LB > tNLM 2.13×10−7 1.61×10−6

6(L) tNLM > LB 0.0059 7.69×10−7

44(L) tNLM > LB 0.00234 0.00243

45(L) tNLM > LB 1.57×10−12 8.77×10−7

V1(L) tNLM > LB 0.0098 0.00861

V2(L) tNLM > LB 1.06×10−7 1.74×10−8

MT(L) tNLM > LB 7.22×10−5 0.000313

PH(L) tNLM > LB 0.00232 0.00521

1(R) LB > tNLM 7.18×10−11 2.77×10−11

2(R) tNLM > LB 3.46×10−10 6.49×10−10

3a(R) LB > tNLM 5.96×10−4 0.00121

3b(R) tNLM > LB 2.36×10−20 9.9×10−19

4a(R) tNLM > LB 9.34×10−4 2.07×10−4

4p(R) tNLM > LB 0.178 0.272

6(R) tNLM > LB 0.131 0.07

44(R) tNLM > LB 2.79×10−4 6.91×10−4

45(R) tNLM > LB 2.35×10−13 5.25×10−10

V1(R) tNLM > LB 8.1×10−15 2.84×10−14

V2(R) LB > tNLM 0.621 0.865

MT(R) tNLM > LB 2.06×10−4 3.07×10−4

PH(R) tNLM > LB 0.105 0.146

Table 6.2: Statistical tests for higher agreement with probabilistic Brodmann areas: Table of (uncorrected) p-

values for one-sided tests for ‘best’ performance of LB and tNLM filtering (parameters of ‘best’ parcellation are

reported in Fig. 6.11). The procedure and description of the non-parametric tests are same as that of task labels in

table 6.1.
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Figure 6.12: Test-retest reliability: Median concordance of parcellation results over the pairs of rfMRI sessions (40

subject× 6 session pairs) as a function of the number of cuts,K = 2 to 80, for different filtering approaches. Square

boxes indicate significant differences (uncorrected p-value < 0.0004) between best of tNLM and LB median

concordance values, as tested with Mann-Whitney U (rank-sum) test.

performances of tNLM and LB were also performed and the square boxes indicate values of p-value

< 0.0004. These results show concordance for LB and tNLM roughly decreases until K = 10, and

then remains relatively stable but with a slow increases as K increases to 80. The unfiltered data results

are far worse than either LB or tNLM. Over the range from K=6 to 80, tNLM with h = 0.72 and

h = 1.73 consistently outperform the other methods and settings. Qualitatively, tNLM with h = 0.72
and LB with t = 4 produced the best apparent results, and there is a clear difference in performance

here between these two over the same range (K = 6 to 80). While it is initially surprising that the

concordance improves with K (this trend continues for K > 80 with LB ultimately given significantly

larger concordance than tNLM for K > 130, see Fig. 6.26 in supplemental results), we believe this is

simply a result of the decreasing size of the networks and the nature of the matching algorithm used

to compute concordance (6.B). Consider the limiting case where K = number of vertices. Then each

surface vertex forms a different parcel. In this case, the matching algorithm would achieve a perfect

match and 100% consistency. The supplemental results (Figs. 6.16 – 6.19) show that cluster-sizes of LB

parcellations are substantially smaller than tNLM, especially for K > 130. Cluster-size distribution in

Fig. 6.16 (top) shows that tNLM has several clusters which are substantially larger than LB forK ≥ 100.

The cortical distribution of cluster-size in Fig. 6.18 shows this effect more clearly, where we see that
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tNLM results have substantially larger clusters as compared to LB across most of the cortex4. Since

the average size of the clusters in LB for a fixed K is substantially smaller than that for tNLM, we

believe there is an increased chance of a (random) good match between pairs of parcellations (with the

matching algorithm in 6.B). Figures 6.27 and 6.28 (supplemental results) illustrate the spatial distribution

of concordance/disagreement in region boundaries for tNLM and LB as a function of K.

6.6 Discussion

The tNLM filtering results shown in Fig. 6.1 appear qualitatively quite different from both the unfil-

tered noisy data and the result of linear LB smoothing. While the images are smoother in the latter, the

regions appearing coherently activated are more patchy, which results in the apparently spurious clus-

tering results as seen in Fig. 6.7(b) and (e). An example of how these spurious clusters can be formed

as a result of LB smoothing is shown in the simulation example, Fig. 6.6. The presence of spurious

clusters around boundaries of large networks can also be appreciated by comparing Figs. 6.18 and 6.19

for K = 50 and 100 in the supplemental results, which show the average cluster-size before and after

breaking networks into contiguous parcels. The filtered images obtained with tNLM filtering appear to

allow more direct identification of components of known networks. In Fig. 6.5 a sequence of images at

short intervals shows how coherent co-activation changes between networks. As activity in one network

increases and that in an adjacent network decreases, the effect of LB smoothing across the boundary

between these networks produces an apparent boundary or wave moving from one network to the other.

This behavior is apparent in the LB movie. With tNLM, since only surface elements with similar time

series are averaged to denoise the data (as demonstrated in Fig. 6.2), when two adjacent networks have

distinct time series then they will not be blurred through smoothing and this wavelike effect does not

occur. Instead, the impression is that of irregular, burst like activity, which might be expected during a

period of undirected mind-wandering [Antrobus et al., 1970, Buckner and Vincent, 2007]. Qualitatively,

there are clearer boundaries in tNLM relative to LB, although it is also evident that even within networks,

activation is not always synchronous. The ability of tNLM to denoise data while respecting functional

boundaries makes it a potentially attractive processing tool both for data exploration and as a precursor

to network identification or parcellation.

There are relatively few examples showing real time rfMRI whole-brain activity in the form of either

single frame images or movies in the literature. An early example5 from Vincent et al. shows real-time

4Both tNLM and LB results have same number of clusters for a fixed K (Fig. 6.18, supplemental results). However, tNLM

results seems to consistently have several large clusters as well as several small clusters. LB results on the other hand seems

to uniformly divide the whole cortex in approximately equal size for large K. This can also be seen in cortex-size distribution

plots in Fig. 6.16 (top).
5Available online: https://youtu.be/VaQ66lDZ-08 and https://youtu.be/3nCBLw9Z-xU (last accessed: December 04, 2015).

https://youtu.be/VaQ66lDZ-08
https://youtu.be/3nCBLw9Z-xU
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brain dynamics from data used to explore resting networks [Fox et al., 2006, Vincent et al., 2006] but the

dynamics do not clearly show coherent activity in regions forming the default mode and other networks.

Kundu et al. [Kundu et al., 2013] have developed a method for denoising multi-echo fMRI data that dis-

tinguishes BOLD from non-BOLD signals based on echo-time dependence. The resulting denoised data

show dynamic activation in DMN and other networks in real-time6 similar to that shown in Figs. 6.1 and

6.5. However this approach explicitly requires a multi-echo sequence and unlike tNLM cannot be ap-

plied to standard fMRI protocols. The dynamics shown in the movies in also share similarities with those

in Zalesky et al. [Zalesky et al., 2014] who explore the HCP resting data data using dynamic regional

network efficiency measures, computed from time-resolved connectivity estimates, to produce movies of

brain dynamics. Their results show “a consistent set of functional connections (with) pronounced fluc-

tuations in their strength over time”. The authors also note spontaneous increases in spatially distributed

regions over brief intervals, observations that can be also be made from the movies in the Sec. 6.C.

While all examples shown here are restricted to cortex, tNLM filtering can also be applied to vol-

umetric or grayordinate [Glasser et al., 2013] representations of the data. Similarly, tNLM could be

applied as a denoising tool in event-related functional MRI studies which may result in improved resolu-

tion of focal activation relative to methods based on conventional isotropic linear smoothing. The tNLM

method could also be extended to include a spatial component, so that the weighted average depends on a

combination of temporal and spatial similarity. It would also be interesting to explore a dynamic version

in which the similarity measure is computed of restricted time-window, rather than the entire time-course

as was the case in the results presented above.

We illustrated the potential utility of tNLM through cortical parcellation studies based on N-cuts

spectral graph partitioning. Our approach parcellates a single subject using a fully connected graph

with edge strengths based on pairwise correlations between the time series on the surface elements.

Most previous applications of graph-cuts in brain parcellation have used locally connected graphs to

ensure spatially contiguous parcels [Blumensath et al., 2013, Craddock et al., 2012]. While this appears

necessary for unfiltered data (Fig. 6.7(a)), the denoising effect of tNLM allows use of the fully connected

graph while still producing a piece-wise contiguous parcellation (Fig. 6.7(c)). This has the advantage of

using all correlations for parcellation rather than a restricted subset, thus using more information. LB

smoothed data can also be parcellated using the fully connected graph (Fig. 6.7(b)) but the resulting

networks appear to contain regions that may not actually belong. We explored this issue further in the

simulations shown in Sec. 6.5.2. LB smoothing applied to the four quadrant configuration in Fig. 6.6

produced mixing of signals across quadrant boundaries that it turn resulted in artifactual networks that

arise purely as a result of filtering. This finding indicates that care should be taken when using linear

smoothing in combination with parcellation methods based on pairwise correlations to ensure that parcels

6Available online: https://youtu.be/D_UUfIF49Vc (last accessed: December 04, 2015).

https://youtu.be/D_UUfIF49Vc
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are not produced solely as an artifact of smoothing.

Changes in parcellation as a function of the number of networks was investigated in Fig. 6.8 for tNLM

(with equivalent results in Fig. 6.15 for LB and unfiltered data). A well known problem with N-cuts is that

the algorithm tends to produce cuts of similar size if the graph (and its adjacency matrix) does not contain

sufficient information to unambiguously support a single K-way partition [Blumensath et al., 2013]. We

note that this does seem to be the case even for the relatively large number of networks (K = 60) as

shown in Fig. 6.8. The plots of cluster-size distribution in Fig. 6.16 and 6.18 (supplemental results)

also shows similar evidences. To investigate consistency as a function of the number of networks, we

averaged edge locations over multiple values ofK in Fig. 6.9. It is interesting that the resulting individual

edge maps (Fig. 6.9(a)) bear a strong resemblance to the group functional connectivity gradients shown

in Fig. 10 in [Smith et al., 2013a].

Quantitative comparisons with task labels and Brodmann areas in Sec. 6.5.4 and 6.5.5 demonstrate

that tNLM filtering achieves significant improvement over LB filtering across most task labels and BA

and wide range of K. It is interesting to note that both filtering approaches show peak performance

around similar number of classes K.

6.7 Conclusion

The results shown above support the primary claim of this chapter: that temporal non-local means

(tNLM) filtering is able to denoise resting fMRI data while also retaining much of the spatial structure

that reflects ongoing dynamic brain activity. Correlated variations in activity are directly visible in the

movies of cortical activity, which appear to reflect the underlying dynamics of large-scale brain net-

works. This ability to visualize real-time whole-brain networks may facilitate exploratory data analysis

leading to new insights into the dynamics of spontaneous brain activity. Temporal NLM can also be used

as a preprocessor for resting fMRI for exploration of dynamic brain networks and achieves significant

improvement over traditional isotropic smoothing in quantitative agreement with task-based labels and

probabilistic Brodmann areas.
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Appendices

Appendix 6.A Laplace-Beltrami filtering

Gaussian filtering is frequently used to isotropically smooth volumetric 3D data in functional and

task based fMRI studies. Isotropic smoothing can also performed on a 2D manifold such as the cortical

surface. Because cortical surfaces have an intrinsic curvature that prevents them being mapped with-

out distortion onto the plane, isotropic smoothing requires that curvature be taken into account. The

Laplace-Beltrami (LB) operator, which generalizes the 2D Gaussian smoothing kernel from the plane to

an arbitrary smooth manifold [Angenent et al., 1999], can produce isotropic smoothing on cortex.

In this approach, a solution of the heat equation
∂f(p, t)
∂t

= ∆f(p, t) with initial condition f(p, 0) =
Y (p) is used to smooth the data Y (p), where ∆ is the LB operator on the cortical manifold parameter-

ized by p [Joshi et al., 2009b, Seo et al., 2010, Seo and Chung, 2011]. The parameter t represents the

diffusion time for the heat equation. The degree of smoothing increases with t. The solution is given by

[Rosenberg, 1997, chap. 1]

f(p, t) =
∫
Y (q)Kt(p, q) dq (6.4)

where,Kt(p, q) is the heat kernel which can be expressed in terms of ordered eigen-functions φ0, φ1, φ2, · · ·
and corresponding eigen-values λ0, λ1, λ2, · · · of the Laplace-Beltrami operator ∆ as [Rosenberg, 1997,

Seo et al., 2010, Seo and Chung, 2011]

Kt(p, q) =
∞∑
n=0

e−λntφn(p)φn(q). (6.5)

The solution at time t can therefore be expressed as

f(p, t) =
∫
Y (q)

∞∑
n=0

e−λntφn(p)φn(q) dq

=
∞∑
n=0

e−λntφn(p)
∫
Y (q)φn(q) dq (6.6)

Eq. (6.6) can be expressed in discrete form as a square matrix of dimension equal to the number of

vertices on the cortical surface using a truncated eigen-function expansion of the LB operator (we use

the first 800 eigenfunctions in all results with LB filtering in this chapter). The level of smoothing of the

final solution is parameterized by the time parameter t. Fig. 6.2 shows example of weights applied to

neighboring vertices for a particular vertex for different values of t, which can be intuitively interpreted

as the smoothing kernel at the vertex. This approach allows efficient computation of filtered images as

the eigen-decomposition needs to be computed only once irrespective of number of rfMRI volumes or

level of smoothing.
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Appendix 6.B Mapping and measures between parcellations

Assume we have two parcellations A and B for a set of vertices V : A = {Ai : i ∈ ZM} parcellates

V into M parcels where ZM = {1, 2, · · · ,M} such that ∪iAi = V and ∀i 6= j, Ai ∩ Aj = ∅ and

B = {Bi : i ∈ ZN} parcellates V into N parcels where ZN = {1, 2, · · · , N} such that ∪iBi = V and

∀i 6= j, Bi ∩Bj = ∅.

Label-wise agreement

Agreement is a label-wise measure of the fraction of vertices that agree between two parcellations A

and B. Specifically agreement of parcel Ai ∈ A with the corresponding parcel in B is given by

Agreement(A,B)(Ai) =

∣∣∣Ai ∩BS(i)

∣∣∣
|Ai|

(6.7)

where | · | represents the cardinality of a set and S : ZM 7→ ZN is a mapping of parcels in A to B as

described later. The agreement measure ranges from 0 (no agreement) to 1 (perfect agreement).

Concordance: consistency between parcellations

Concordance is a global measure of consistency between two parcellations A and B. It is defined as

fraction of vertices between the two parcellations that agree:

Concordance(A,B) =
∑
i∈ZM

∣∣∣Ai ∩BS(i)

∣∣∣∑
i∈ZM |Ai|

(6.8)

where | · | represents the cardinality of a set and S : ZM 7→ ZN is mapping of parcels in A to B as

described next. The concordance measure ranges from 0 (no agreement) to 1 (perfect agreement).

Mapping between parcellations

Given the two parcellations A and B, we aim to match each parcel in A to a unique parcel in B. Let

g(Ai, Bj) be a measure of the goodness of the match of Ai to Bj such as the Dice coefficient or Jacard

index. We want a map Ŝ : ZM 7→ ZN such that we maximize the goodness of match across all parcels:

Ŝ = arg max
S:ZM 7→ZN

 ∑
i∈ZM

g
(
Ai, BS(i)

) . (6.9)

The exact solution of eq. (6.9) is combinatorial and scales approximately as n! where n = max(M,N)).

We use an approximate solution of eq. (6.9) by noting its similarity to the famous stable matching

problem [Gale and Shapley, 1962]. Stable matching finds a match between elements of two sets of equal
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size when a preference order of matching is specified for each element. A match is stable if there does not

exists a pair (a, b) in the match in which both a and b have higher preference elements which also prefer

a and b respectively over their current match. We use the Gale-Shapley algorithm [Gale and Shapley,

1962] after transforming our parcel mapping to a stable matching problem as described below. We will

match each parcel in A to a unique parcel in B: In the language of the Gale-Shapley algorithm, elements

in A are suitors and the elements in B are reviewers.

1. Compute an M ×N matrix G such that the (i, j)th element G(i, j) = g(Ai, Bj).

2. The Gale-Shapley algorithm works with sets of the same size. Hence, we define an n × n matrix

G̃ by appending appropriate number of row or columns to G. All the elements of appended

rows/columns are set to δ = min(G) − ε, where ε is a small positive constant. This modifies our

problem by adding dummy suitors/reviewers which can be easily ignored.

3. Next, we compute the preference order of each element from G̃. There are a total of n suitors

and n reviewers. We define the preference order for each suitor by arranging the indices of the

elements in the corresponding row in G̃ in the descending order of magnitude of their entries.

Similarly, we define the preference order of each reviewer as the indices of the elements of the

columns arranged in descending order of magnitude of their entries. If two elements have same

preference, then we break the tie by randomly assigning a preference order.

4. We use the resulting preference order from the last step to find a stable match S̃ using the Gale-

Shapley algorithm [Gale and Shapley, 1962]. The map S̃ : Zn 7→ Zn is modified to get Ŝ : ZM 7→
ZN as follows: If M = N then Ŝ ≡ S̃; If M < N then all the appended dummy suitors are

ignored in S̃; If M > N then all suitors which are matched to an appended dummy reviewer in S̃

is modified to match to an empty set so that B
Ŝ(i) = ∅.

The matching solution obtained by the above procedure is the suitor-optimal solution (in the sense

of preference order). If a reviewer-optimal solution is required A and B should be swapped [Gale and

Shapley, 1962]. Further, the solution obtained is an approximation of eq. (6.9) as the Gale-Shapley

algorithm is blind to the absolute values of g
(
Ai, BS(i)

)
and only uses relative preference order, which

may not always maximize the total cost. Nonetheless, in our experience, this approximate solution

produces reasonable matching and is more computationally tractable than combinatorial approaches.

Appendix 6.C Supplemental videos

The supplemental videos (M1– M3) can be found at http://neuroimage.usc.edu/~chitresh/fmri/.

http://neuroimage.usc.edu/~chitresh/fmri/
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Appendix 6.D Supplemental results

Unfiltered tNLM LB

1:14

1:16

1:18

1:23

Figure 6.13: Cortical distribution of the signal intensity of rfMRI data from a single subject at different time points

(left) without filtering, (center) with tNLM filtering (h=0.72) and (right) with LB filtering (t=4). The video time

points of corresponding movies (M1–M3) are shown in left-most column. (Contd. to next page)
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Unfiltered tNLM LB

1:33

1:36

1:49

1:51

1:56

Figure 6.13: (Contd. from previous page) Cortical distribution of the signal intensity of rfMRI data from a single

subject at different time points (left) without filtering, (center) with tNLM filtering (h=0.72) and (right) with LB

filtering (t=4). The video time points of corresponding movies (M1–M3) are shown in left-most column.
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Unfiltered data

tNLM, h=0.52 LB, t=1

tNLM, h=0.60 LB, t=2

tNLM, h=0.72 LB, t=4

tNLM, h=1.73 LB, t=10

Figure 6.14: Effect of tNLM and LB parameters on smoothing of the signal intensity of rfMRI data on the cortical

surface. The original unsmoothed data is shown in the top image for one particular time instant. The result of

filtering the original data with LB and tNLM (D = 11) with different parameters are shown in left and right

column. All the individual time series, unfiltered and filtered, were normalized to zero mean and unit variance

before displaying as the signal intensity on the cortical surface.
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Unfiltered tNLM LB

K=2

K=4

K=6

K=15

K=30

K=60

Figure 6.15: Examples of cortical parcellation using full-graph with N-cuts obtained with unfiltered data, tNLM

filtering (h=0.72) and LB filtering (t=4). The number of N-cuts classes (K) is shown in left-most column. Each

N-cuts cluster is shown in a unique color such that a the clustering result withK-classes will haveK unique colors.
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Figure 6.16: Distribution of cluster-size over different values of K in N-cuts clustering with LB (t=4) and tNLM

(h=0.72) smoothing across 40 subjects with 4 sessions each (40 × 4 = 160 N-cuts clustering results). (Top)

plot shows the cluster-size (vertex count) distribution for the clusters obtained by N-cuts. (Bottom) plot shows

the cluster-size distribution of the contiguous clusters (obtained by breaking the N-cuts clusters into spatially

contiguous parcels). The red + mark shows the mean size for each plot. Note that the cluster-size (y-axis) is

reported on logarithmic scale.
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Figure 6.17: Average number of contiguous parcels obtained using LB and tNLM filtering over different values

of K in N-cuts clustering (the average is computed over 40 subjects × 4 sessions = 160 N-cuts clustering results).

contiguous clusters are obtained by breaking N-cuts clusters into spatially contiguous parcels. The inset shows

the zoomed-in view of the lower left corner. We have ignored all the contiguous parcels which have less than

20-vertices in the above count. Most of the ignored vertices lie in areas known for signal dropout in BOLD-EPI

images (near sinus and ear-canal) as can be seen in fig. 6.19 (K=300,400).



132 Chapter 6. Temporal non-local means filtering for functional MRI

tNLM, h=0.72 LB, t=4

K=10

K=50

K=100

K=150

K=200

K=300

K=400

Figure 6.18: Average size of N-cuts clusters, measured by average number of vertices in each cluster across 40×
4 = 160 N-cuts clustering results (left) with tNLM filtering (h=0.72) and (right) with LB filtering (t=4). The value

at each vertex represents the average size of the cluster to which that vertex belonged across all subjects/sessions.

The map is thresholded at upper vertex count of 350.
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tNLM, h=0.72 LB, t=4

K=10

K=50

K=100

K=150

K=200

K=300

K=400

Figure 6.19: Average size of contiguous parcels – the cluster-size computation is same as that in Fig. 6.18 except

that the N-cuts clusters are first broken into contiguous parcels. The images use the same colorscale as Fig. 6.18.
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(a) 2mm Smoothed task fMRI (b) 4mm Smoothed task fMRI (c) 8mm Smoothed task fMRI

Task-pair Label

Faces vs. Shapes 1
Shapes vs. Faces 2
Punish vs. Reward 3
Reward vs. punish 4
Math vs. Story 5
Story vs. Math 6

Left foot 7
Left hand 8
Right foot 9
Right hand 10
Tongue 11

Match vs. Rel. 12
Rel. vs. Match 13

Random vs. Tom 14
Tom vs. random 15
0-back vs. 2-back 16
2-back vs. 0-back 17

(d) Table of task-pair activation and label-IDs.

Figure 6.20: An example of task labels for a single subject obtained by thresholding the task activation statistical

maps at Z-score of 3.0 followed by ignoring all connected components with less than 40-vertices (see section 2.4.3

for more details). A total of 17 task-pair activation maps were obtained for each subject from HCP’s processed

data, which were computed by processing the task fMRI data with three different level of smoothing: (a) 2mm,

(b) 4mm, and (c) 8 mm. The task-pairs corresponding to each task label is reported in (d). The 4mm smoothing

result is also shown in Fig. 4 in the body of the paper and used for subsequent quantitative analysis in Fig. 10 and

Table 1.



6.D. Supplemental results 135

0

0.2

0.4

0.6

0.8

1

K
=

3
0
, 

K
=

4
0
, 

K
=

5
0
, 

K
=

6
0
, K

=
1
0
, 

K
=

3
0
, 

K
=

5
0
, 

K
=

9
, 

K
=

3
, 

K
=

8
0
, 
h

=
0
.7

2

K
=

1
0
0
, 
h

=
0
.6

0

K
=

8
0
, 
h

=
0
.6

0

K
=

4
0
, 
h

=
0
.6

0

K
=

6
, 
h

=
0
.7

2

K
=

5
0
, 
h

=
1
.7

3

K
=

6
0
, 
h

=
1
.7

3

K
=

5
, 
h

=
1
.7

3

K
=

4
, 
h

=
0
.7

2

K
=

8
0
, 
t=

1
0

K
=

1
0
0
, 
t=

1
0

K
=

6
0
, 
t=

4

K
=

8
0
, 
t=

4

K
=

6
, 
t=

1
0

K
=

5
0
, 
t=

1
0

K
=

1
5
0
, 
t=

1
0

K
=

5
, 
t=

1
0

K
=

4
, 
t=

4

A
g
re

e
m

e
n
t 
fr

a
c
ti
o
n

Best mean−agreement with task labels (2mm smooth)

 

 

Lef
t f

oot

R
ig

ht f
oot

Lef
t h

an
d

R
ig

ht h
an

d

Tongue

Tongue 
(L

ef
t)

Tongue 
(R

ig
ht)

Fac
es

 v
s 

Shap
es

Sto
ry

 v
s 

M
at

h

Unfiltered

tNLM

LB

(a) 2mm Smoothed task fMRI
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(b) 4mm Smoothed task fMRI
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(c) 8mm Smoothed task fMRI

Figure 6.21: Task-based evaluation: Best performance of different filtering approaches (no filtering, tNLM and

LB) across different task labels, which were obtained by processing the task fMRI data with different levels of

smoothing, shown in each sub-figure. For each task and each filtering approach, we select the parameters which

achieves the highest mean agreement fraction (see Sec. 3.4 for more details). The grouped bar plot shows the

highest mean agreement fraction and the text on top shows the corresponding parameters: h for tNLM and t for LB

filtering and number of classes K in N-cuts. Figs. 6.22 – 6.24 shows detailed performance all filtering approaches

across several parameters. Only a subset of these results are included in the body of the paper. Specifically, overall

performance results for 4mm smoothing (Fig. 10(b)) and mean agreement fraction for left foot task and 4mm

smoothing (Fig. 10(a)).
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Figure 6.22: Task-based evaluation: Detailed performance of all filtering approaches across several parameters for

task-labels obtained by 2mm smoothing of task fMRI data. Line plots show the mean agreement of N-cuts clusters

with 2mm-smoothed task labels across 40 subjects with 4 sessions each (40× 4 = 160 N-cuts clustering results).

For each task, we also show the spatial histogram of the task label across the 40 subjects. Only seven tasks, shown

above, could survive the statistical and contiguity thresholding (see section 2.4.3 for more details), and can also

be seen in Fig. 6.20. The tongue task was also studied after with breaking the activation maps into two parts, each

lying on one hemisphere of the brain.
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Figure 6.23: Task-based evaluation: (Same as Fig. 6.22, but with 4mm smoothing) Detailed performance of all

filtering approaches across several parameters for task-labels obtained by 4mm smoothing of task fMRI data.
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Figure 6.24: Task-based evaluation: (Same as Fig. 6.22, but with 8mm smoothing) Detailed performance of all

filtering approaches across several parameters for task-labels obtained by 8mm smoothing of task fMRI data.
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Figure 6.25: Probabilistic Brodmann area based evaluation: Detailed performance of all filtering approaches

across several parameters for Brodmann areas (BAs). Line plots show the mean agreement of N-cuts clusters with

BAs across 40 subjects with 4 sessions each (40×4 = 160 N-cuts clustering results). Left and right column shows

agreement for BAs in left and right hemisphere respectively. (Contd. to next page)
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Figure 6.25: (Contd. from previous page) Probabilistic Brodmann area based evaluation: Detailed performance of

all filtering approaches across several parameters for Brodmann areas (BAs). Line plots show the mean agreement

of N-cuts clusters with BAs across 40 subjects with 4 sessions each (40× 4 = 160 N-cuts clustering results). Left

and right column shows agreement for BAs in left and right hemisphere respectively.
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Figure 6.26: Test-retest reliability: (a) Median concordance (agreement between parcellations) over the six pairs

of rfMRI sessions per subject and the 40 subjects as a function of the number of cuts, K = 2 to 80, for different

filtering approaches. Mann-Whitney U (rank-sum) tests for significant differences between performances of tNLM

and LB filtering were performed for each K separately and the square boxes indicate values of p-value < 0.0004.

(b) Same as (a) but the concordance value are reported range for a K = 2 to 400. See Sec. 2.4.5 and 3.6 in paper

for details. Note (a) is identical to Fig. 12 but repeated here for reference to (b).
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Figure 6.27: Test-retest variability: Cortical maps of frequency of disagreement between parcellations across

independent rfMRI sessions of same subject (left) with tNLM filtering (h=0.72) and (right) with LB filtering (t=4).

The value at each vertex represents the percentage of times (over 40 subjects × 6 sessions-pairs) that vertex had

been assigned different labels across N-cuts parcellations using rfMRI data from a pair of independent sessions.

Also, notice the corresponding size of the N-cuts clusters in Fig. 6.18 which would affect the parcellation matching.

See Fig. 6.28 for several similar plots with K ≤ 80.
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Figure 6.28: Test-retest variability: (Same as Fig. 6.27 but with N-cuts classes K ≤ 80) Cortical maps of fre-

quency of disagreement between parcellations across independent rfMRI sessions of same subject (left) with tNLM

filtering (h=0.72) and (right) with LB filtering (t=4).



Chapter 7

Exploration of microstructural
parcellation of the cortex using
multi-contrast MRI

Chapter 3 reviews several historical and recent in vivo approaches for parcellation of the cortex based

on function and structure. These techniques clearly show sensitivity, albeit limited in several ways, to the

microstructural architectonics of the cortex. In this chapter, we explore the idea of in vivo microstructural

parcellation using multi-contrast MRI. Different in vivo MRI contrasts probe different aspects of the

microarchitectonic structure of the brain, as reviewed in section 3.2. Motivated by these observations, we

propose to fuse information derived from several multi-contrast MRI images to characterize and delineate

microarchitectonic properties in the cortex for in vivo parcellation of the entire cortex. For this purpose,

we developed a multi-contrast image processing and normalization framework, which is described in

this chapter along with some preliminary results (some of which were also presented elsewhere [Leahy,

2014]).

7.1 Multi-contrast data processing

We use several T1-, T2-, and diffusion-weighted MRI images acquired on a 3 T Siemens Tim Trio

full-body clinical scanner, and combine them using our novel framework as illustrated in Fig. 7.1.

We use a high-resolution T1-weighted MPRAGE image for macro-anatomic localization (voxel size of

0.5 × 0.5 × 0.8 mm3, TR=2070 ms, TE=4.33 ms, TI=1100 ms, flip angle 12 degrees, 5 averages). We

use quantitative relaxometry parameters as they have been observed to be more effective in capturing

microstructural features [Geyer, 2013, Cohen-Adad et al., 2012, Cohen-Adad, 2014]. The quantitative

144
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Figure 7.1: Overview of the proposed multi-contrast work-flow for microstructural parcellation.

T1 maps are found using four high-resolution T1-weighted images with different flip angles (voxel size

of 0.7× 0.7× 1.0 mm3, TI=800 ms, TE=3.3 ms, TR=2500 ms, filp angles of 3, 7, 10, and 15 degrees).

Quantitative T2 maps are obtained by acquiring eight T2 weighed images with variable echo times using

the Carr-Purcell-Meiboom-Gill (CPMG) sequence (voxel size of 2.0 × 2.0 × 2.0 mm3, TR=8130 ms,

TE=15, 30, 45, 60, 75, 90, 105, and 120 ms). In addition we also used a diffusion dataset acquired

with two different b-values (voxel size of 2.0 × 2.0 × 2.0 mm3, TR=10000 ms, TE=84 ms, 6/8 partial

Fourier, Echo-spacing=0.75 ms, 32 volumes at b=1000 s/mm2, 68 volumes at b=2500 s/mm2, 3 volumes

at b=0 s/mm2) using our interlaced phase encoding technique [Bhushan et al., 2014b, 2013].

The T1-weighted and diffusion data were denoised using magnitude-based [Varadarajan and Haldar,

2013] and joint-reconstruction based [Haldar et al., 2013, Lam et al., 2013] denoising techniques respec-

tively before further processing. The multi-shell diffusion data was distortion corrected separately for

each b-value using the constrained reconstruction approach as described in chapter 5 [Bhushan et al.,

2014b, 2013]. In order to fuse the data across different contrasts, we first estimated a tessellated repre-

sentation of the cortical surfaces (pial and inner white matter) as well as the tissue fraction maps from

high-resolution MPRAGE image using BrainSuite software [Shattuck and Leahy, 2002]. Then we co-

registered all images (T1-, T2 and diffusion-weighted) to the MPRAGE image in a rigid fashion using a
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Figure 7.2: The mid-cortical surface was extracted using BrainSuite, whose location is shown by the brown line

in (a). Blue and green lines represent the location of the inner and pial surface, respectively. (b) 3D rendering of

the extracted mid-cortical surface.

custom-tailored approach, in which the transformations from INVERSION-based registration [Bhushan

et al., 2015b, 2014a] were refined using mutual information [Bhushan et al., 2012]. All the data were

sampled on the mid-cortical surface, which is defined as the surface mid-way between the pial and inner

surface and is shown in Fig. 7.2. The cortical surface and the volumetric MPRAGE image were also

labeled in BrainSuite using the surface-volume registration (SVReg) function so that the labels on the

surface and volume have one-to-one correspondence [Joshi et al., 2012, 2007]. We also estimated the

cortical thickness using a novel technique which uses the tissue fraction maps to estimate the accurate

thickness in the highly folded cortex [Joshi et al., 2014].

The quantitative T2 maps were modeled using the two-compartment model, where the first com-

partment models the contribution from Cerebrospinal fluid (CSF) and the second compartment models

non-CSF. As we are sampling all the data on the mid-cortex inside the cortical ribbon, we assume that

the second non-CSF component is the contribution from the gray matter. Under this model, the observed

signal in each voxel at echo-time t is expressed as

S(t) = MCSF e−t/T2,CSF +MGM e−t/T2,GM (7.1)

where, T2,CSF is the T2 relaxation constant of the CSF component which we assume to be constant

across all the voxels, T2,GM is the T2 relaxation constant of the GM component and MCSF and MGM

are the scalar constants representing the relative volume of the CSF and GM components. The value of

T2,CSF was estimated by fitting a single exponential model to signals from a few voxels containing only

CSF and was found to be roughly 1000 ms. Other parameters were estimated for each voxel separately

using the variable projection method [Golub and Pereyra, 2003, 1973], where the non-linear parameter
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T2,GM was assumed to lie between 10-300ms based on values from the literature.

A variable flip FLASH sequence was used for acquiring the T1-weighted images with variable flip

angles. Assuming a single compartment and ignoring T∗2 weighting, the observed T1-weighted signal at

each voxel with flip angle of α can be expressed as:

S(α) = M0 sin(α)

1− 2 e−
TI
T1 + e−

TR
T1

1 + cos(α) e−
TR
T1

 (7.2)

where, T1 is the unknown relaxation parameter, TI is the inversion time, and TR is the repetition time.

The unknown parameters were estimated by a variable projection approach similar to that described in

[Haldar et al., 2007]. We used a single compartment model for T1 maps because our T1-weighted images

were high resolution with relatively low signal-to-noise ratio. As also noted in [Lutti et al., 2014], we

found that the T1 maps were very sensitive to the inhomogeneities in the transmit and receive B1 fields

and so in the following we also use the T1-weighted themselves in a similar fashion to Glasser and Van

Essen [2011].

The denoised and distortion corrected diffusion images were used to estimate diffusion tensor and

diffusion orientation distribution functions (ODFs) separately at two different b-values. Ideally, multi-

shell data should be combined to estimated a better representation of the ODFs [Varadarajan and Haldar,

2015] but for this preliminary study we are using the simple model. We estimate the diffusion tensors

using a weighted linear least-squares method [Koay et al., 2006] and the ODFs using two approaches: the

Funk-Radon transform and the Funk-Radon and cosine transform (FRACT) [Haldar and Leahy, 2013].

FRACT is a newer approach of estimating ODFs that has higher angular resolution, which could be

useful in characterizing the complex architecture in the cortex. We represent the diffusion tensor at each

voxel by three eigenvalues and eigenvectors. The ODFs are represented using the linear combination of

the first 45 spherical harmonic basis functions i.e. a total of 45 coefficients are estimated for each voxel

in the diffusion data. The diffusion data can also be sampled on the cortical surface in a similar fashion to

the T1 and T2 maps and intensity images. However, the diffusion data is orientation dependent. Hence,

it requires special normalization to align this orientation with that of the cortical surface.

7.2 Normalization of diffusion data for cortical parcellation

Relaxation-based MR contrasts are scalar in nature, so it is straight forward to compare their intensity

or quantitative values across different regions on the cortex. However, as seen in the cyto- and myelo-

architectonic maps, the cortical layers from 1 to 6 are defined along a direction which is orthogonal to

the pial surface (towards the inner surface). With the highly folded geometry of the brain, this means

that the cortical layers are oriented along different directions at different points on the cortex as shown in
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(a) (b)

Figure 7.3: High-resolution histological slices of macaque brains stained with (a) Nissl and (b) Weil stain. The

Nissl method stains the cell bodies in the slices to reveal cytoarchitecture, while the Weil method stains myelin

sheaths [Weil, 1928] showing myeloarchitecture. Orientation of the arrows indicate the approximately orientation

of the cortical layers starting from layer 6 (round end) to layer 1 (pointed end). These histology images were

obtained from http://brainmaps.org1 [Mikula et al., 2007, Web].

Fig. 7.3. As the diffusion signal is sensitive to the microstructural details and is orientation-dependent,

it will vary or rotate relative to a fixed coordinate system, even within a single architectonic region,

because of the convoluted nature of the cortical ribbon. In most previous studies, some scalar valued

or radially symmetric parameters are extracted from the diffusion data for easy comparison [Anwander

et al., 2010, Truong et al., 2014, Kleinnijenhuis et al., 2013a, McNab et al., 2013b, Nagy et al., 2013].

For example, the principal direction of the diffusion tensor model [Anwander et al., 2010, Truong et al.,

2014, Kleinnijenhuis et al., 2013a, McNab et al., 2013b] or the radially symmetric parameters of the

ODFs [Nagy et al., 2013] were used to perform a comparison with other regions of the cortex. While this

simplifies the issue with orientation dependent diffusion data, it comes at a loss of a large amount of po-

tentially useful information in the diffusion signal. Note that this not a limitation of the spatial resolution

of the diffusion data and even ultra-high resolution diffusion dataset will have same dependence on the

underlying microarchitectonic details, as seen in ex vivo data. These orientation-dependent information

could be specially important because the myeloarchitectonic differences between different cortical areas

1Image are obtained under Creative Commons Attribution 3.0 License for academic purposes from: (a) Nissl stain – http:

//brainmaps.org/ajax-viewer.php?datid=20&sname=n21&vX=1107&vY=1001.58&vT=4 and (b) Weil stain http://brainmaps.

org/ajax-viewer.php?datid=21&sname=m26&vX=742.495&vY=440.09&vT=3.

http://brainmaps.org/ajax-viewer.php?datid=20&sname=n21&vX=1107&vY=1001.58&vT=4
http://brainmaps.org/ajax-viewer.php?datid=20&sname=n21&vX=1107&vY=1001.58&vT=4
http://brainmaps.org/ajax-viewer.php?datid=21&sname=m26&vX=742.495&vY=440.09&vT=3
http://brainmaps.org/ajax-viewer.php?datid=21&sname=m26&vX=742.495&vY=440.09&vT=3
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Figure 7.4: Overview of the normalization approach. (a) Mapping of the cortex (one hemisphere) to a unit square

using [Joshi et al., 2007]. The 2D points in this unit square are parameterized by coordinates (u, v). (b) The 2D

grid of (u, v) coordinates, shown as colored lines, mapped back to the original mid-cortical surface of the subject

using the mapping found in (a). (c) Local representation of different coordinate systems on one particular face.

The 2D grid of colored lines is same as that in (b) but shown on smoothed surface. N is the direction of the

normal to the surface at that face and X̃ is the (systematic) x-direction mapped from the flat map at that face.

[x, y, z] represents the 3D coordinate system in which the surface coordinates are defined. (d) The modified local

coordinate system at that face after applying the reorientation with rotation matrix R to [x, y, z]. Note that N, X̃
and R can be different at each face on the surface depending on the local surface geometry.

are known to be subtle and extra information along different directions could be helpful to potentially

identify underlying microstructure with currently feasible in vivo spatial resolution.

We propose a novel automated orientation normalization technique which can normalize the diffusion

information such that the orientation-dependent information is retained and the vector valued diffusion

properties can be directly compared without any loss of information. The intuition behind our techniques

lies in the fact that it is known from several histological staining studies that cortical layers run parallel

to the pial surface, and layers change along the direction which is orthogonal to the surface. This directly
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implies that an orientation-dependent function should be re-oriented to a new ‘normalized’ coordinate

system in which the direction along the normal to the pial surfaces should coincide for all the points

on the cortex. While this first step of normalization is intuitive and forms the idea behind comparing

anisotropy along and normal to the cortical surface [Anwander et al., 2010, McNab et al., 2013b], it is

not complete by itself for 3D functions. Another reorientation step is required to rotate the information

that is oriented in the plane of the cortex to be appropriately normalized. This is required because the first

rotation step to match the normal to pial surface does not use information along the cortical surface (i.e.

vertex/face connectivity pattern with neighbors), which make the orientation along the plane of cortex

ambiguous after the first rotation step.

In our approach, we use the idea of mapping of the cortex to a 2D manifold to define a coordinate sys-

tem, which is used to define a second reorientation step to properly normalize the orientation-dependent

information in the plane of the cortex. In other words, we use a ‘normalized’ coordinate system in which

the z-axis points outward towards the normal to the pial surface and the x, y-axes point towards local

2D axes defined by the mapping to the 2D square. This is illustrated in Fig. 7.4 and is described math-

ematically in the text below. Our mesh representation of the cortex is made up of a set of connected

triangles defined by their ordered vertices. Let us assume that the 3D coordinates of the three vertices

of the ith triangle are given by Xi
1,Xi

2 and Xi
3, such that Xi

1 = [xi1, yi1, zi1]> and likewise for Xi
2 and

Xi
3. We define the direction of the normal to the surface at this triangle to be the normal to the plane of

the triangle which is expressed as Ni = (Xi
2−Xi

1)×(Xi
3−Xi

1)
|(Xi

2−Xi
1)×(Xi

3−Xi
1)| , where × represents the cross product of

the vectors. Ni always points away from the cortical surface for all triangle faces because the vertices

are ordered in counter-clockwise fashion. Let Z = [0, 0, 1]>, then the first rotation operation, to align

the normal to surfaces at each point on the cortical surface, is achieved by rotating the data by an angle

θi1 = arccos(〈Z,Ni〉) with rotation axis ri1 = Ni×Z
|Ni×Z| , where 〈·〉 represents the dot product. In terms of

axis-angle representation, the first rotation operation is expressed as the rotation matrix Ri
1 = (ri1, θi1).

For the second reorientation step, we use the flattening technique described in [Joshi et al., 2004,

2007] to obtain a mapping from the cortical surfaces to a flat unit square, which minimizes the p-

harmonic energy of the mapped vertices with the constraint that the curve circumscribing the corpus

callosum lies on the border of the unit square. The purpose of this flattening is to systematically define

a 2D coordinate system on the cortical surface as shown in Fig. 7.4. We use p = 4 because it produced

the best trade-off between distortion of the triangle faces and retention of overall shape. With this flat

mapping, each vertex of the ith triangle face is assigned a 2D coordinate (from the unit square) such

that Xi
1 7→ (ui1, vi1), Xi

2 7→ (ui2, vi2) and Xi
3 7→ (ui3, vi3). This can also be expressed as two functions

ϕiu : X 7→ u and ϕiv : X 7→ v which map the 3D coordinates of the points, including vertices, in the

ith triangle to 2D coordinates (u, v) on the unit square. We can then constrain the axes of the systematic

local 2D coordinates on the triangle to lie along the direction of the gradients of ϕiu and ϕiv on the triangle
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face. Assuming that the flat mapping functions ϕiu and ϕiv are piece-wise linear for each triangle, then

we can express the directions of the axes of the systematic local 2D coordinate system as

X̃i = Ti
x

∂ϕiu
∂tix

+ Ti
y

∂ϕiu
∂tiy

(7.3)

Ỹi = Ti
x

∂ϕiv
∂tix

+ Ti
y

∂ϕiv
∂tiy

(7.4)

where, Ti
x and Ti

y represent the 3D direction of the axes of the triangle’s coordinate system, (tix, tiy)
represents the coordinates in the triangle’s coordinate system and the gradient terms ∂ϕi

∂ti
are described in

[Joshi et al., 2004, 2007]. The main difference between the triangle’s coordinate axis Ti
x and systematic

local axis X̃i is that the former is defined arbitrarily for each triangle using the triangle’s sides where as

the later is defined using the flat mapping function. Given these systematic 2D coordinate systems and

assuming X̃i to be unit length, we can define the second rotation matrix as Ri
2 = (ri2, θi2) in axis-angle

representation, where θi2 = arccos(〈[1, 0, 0], X̃i〉) and ri2 = [0, 0, 1]. The rotation matrix Ri
2 rotates the

vector function along the z-axis such that the x-axes align.

Combining both the set of rotations we get the final rotation matrix Ri = Ri
2 Ri

1. This rotation

based normalization can be used either to rotate the fitted diffusion model or to re-define the diffusion

encoding gradient directions in the normalized coordinate system. In our preliminary results, we use

this normalization for both tensor and ODF models, which allows use to use all the spherical harmonic

coefficients (SHCs) of the ODFs for direct comparison. This could be useful as ODFs are non-parametric

in nature and can capture subtle details. Note that in the above description we have assumed that the data

is defined on the faces of the cortical mesh, primarily because it is more intuitive and straightforward to

define the gradient operator in the plane of the faces. However, similar expressions can also be derived

to operate entirely on the vertices following similar logic as above.

7.3 Feature extraction and parcellation

The data processing and normalization technique described above allows us to fuse the information

from multi-contrast MRI images on the cortex. Next, we extract a number of features from these multi-

contrast images and make use of machine learning techniques to parcellate the cortex. We use quanti-

tative relaxation parameters (T1 and T2), intensity maps (T1-weighted and T2-weighted) and diffusion

parameters as features. Diffusion parameters include the SHCs of ODFs computed with reorientation

normalization (45 SHCs for each b-value) and parameters derived from the diffusion tensor models,

which include fractional anisotropy (FA), mean diffusivity (MD), axial diffusivity and radial diffusivity.

In addition, inspired by the previous studies reviewed in Sec. 3.2, we also constructed and added ad-

ditional features: quantitative T1/T2 ratio, T1w/T2w similar to that in [Glasser and Van Essen, 2011],
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Figure 7.5: Examples of the features extracted from the dataset for one subject, shown on the smooth surface. The

sulcal curves for individual subjects are marked in black.
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ratio of T1w images with different flip-angles, MGM from eq. (7.1), anisotropic Laplace equation based

cortical thickness [Joshi et al., 2014] and order-wise norm of ODF SHCs (4 orders for diffusion data

with each b-value). With all these constructed features, we obtain more than 100 features at each point

on the cortex, which are then fed to a classification/segmentation algorithm. Figure 7.5 displays three

representative examples of cortical features we obtained on a single subject.

Classification of the data using multiple features is the primary aim of the clustering techniques in

the broader field of data analysis and mining [Estivill-Castro, 2002, Berkhin, 2006]. In our application,

the data is the set of features extracted for each vertex on the cortical surface. We use a probabilistic

approach to parcellate or cluster the cortical vertices based on the observed features. We assume that

the manifestation of the features from each cluster or parcel follows a Gaussian distribution and that

the data points are generated from a randomly selected mixture of these parcels. The assumption of the

Gaussian distribution is somewhat arbitrary but has been successfully used in several image segmen-

tation applications, and the statistical properties of the Gaussian mixtures are widely studied. We use

an expectation-maximization (EM) approach to estimate the parameters of the Gaussian mixture model

(GMM). As the solution to EM approach can depend on the initialization, we use the GMM parame-

ters which yielded maximum likelihood across four different initializations. For each initialization, the

mean of different Gaussian components were selected using the kmeans++ algorithm [Arthur and Vas-

silvitskii, 2007], which is an efficient method for choosing the initial centroids for clustering algorithms.

The covariance matrix of the Gaussian mixture was initialized to be a diagonal matrix with diagonals

representing the variance of each kmeans++ centroid and the mixing proportions were initialized to be

uniformly distributed.

We constructed a V × F feature matrix which was used for GMM classification. Each row of this

matrix represents a vertex on the surface. The elements of the row are the set of F features as described

above. Each column represents one particular feature. In other words, each row represents a point in the

F -dimensional feature space, and there are a total of V points to be clustered into K clusters/parcels.

In our dataset, the total number of points on the cortical surface, including both hemispheres, was about

V ≈ 150, 000. To ease the computational cost for our preliminary results, we sub-divided the cortex

into four lobes, such that each subdivision had corresponding lobes defined on both hemispheres. This

results in four separate feature matrices which were used independently for the GMM clustering. As the

unit of the different features are different, we normalized columns of the matrices to be zero mean and

unit variance.
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Figure 7.6: Preliminary segmentation results using (a) 24 class clustering and (b) 40 class clustering method.

7.4 Preliminary results

Fig. 7.6 shows the results of this clustering approach with GMM clustering with K = 24 (each

of the four lobes was clustered with K = 6) and K = 40 (each of the four lobes was clustered with

K = 10). Each cluster is shown with a unique color on the inflated cortical surface. There are a number

of interesting features in both of the results. The clusters show very strong consistency across left and

right hemisphere, i.e. homologous regions on left and right hemisphere are clustered together. Note

that the above feature matrix formulation does not contain any spatial information, which means that

the clustering algorithm does not have information about which set of points are spatially neighbors or

which set of points are contralateral to each other. The presence of such strong contralateral consistency

is very encouraging and has been observed in previous histological as well as in vivo studies [Brodmann,

1909, von Economo and Koskinas, 1925, Geyer and Turner, 2013]. Next, we also notice the presence

of 3-4 clusters running parallel to the central sulcus, which is also consistent with the clusters in the

Brodmann’s microarchitectonic parcellation. Several other clusters also show similarity with Brodmann

areas, albeit noisily, for example, the clusters in the temporal lobe and visual cortex. We also notice

that larger clusters get sub-divided when the number of clusters is increased from K = 24 to K = 40.

This is also consistent with a number of architectonic maps, for example, von Economo’s maps have a

substantially larger number of regions compared to Brodmann maps, but the increase is largely due to a

subdivision of the regions found by Brodmann.
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Figure 7.7: Overview of multi-subject clustering.

Multi-subject evaluation

Next we investigate our approach using a multi-subject parcellation. Here we study whether the set of

features used in our approach contain meaningful information that are consistent across different subjects

as described pictorially in Fig. 7.7. To study this, we pooled data across four different subjects from the

dataset provided by the Human connectome project (HCP). The HCP provides high-resolution T1- and

T2-weighted images and diffusion weighted images (b-values of 1000, 2000, and 3000), however, the

quantitative relaxometry data is not available. We used the cortical surfaces provided with the minimally

processed HCP dataset and sampled all the data on the cortical surfaces. The diffusion dataset was

normalization as described above and the normalized diffusion models (diffusion tensors and ODFs)

were fitted separately for each b-value. We used the following set of features for each face on the cortex:

44 order-8 SHCs to describe the normalized ODFs and the 4 order-wise norms of the SHCs for each of

three different b-values (total of 3× (44 + 4) = 144 diffusion ODF features), T1 and T2 intensity, ratio

of T1- and T2-weighted intensity images and cortical thickness calculated by the anisotropic Laplace

equation. This gives us a total of F = 146 features for each vertex on the cortex. These were used to

create a feature matrix for each subject as described previously. This feature matrix had no knowledge

of spatial location of the vertices and, similar to the previous section, we selected only a small subset of

vertices to lower the computational cost (homologous subsets based on macro-anatomical labels provided

by HCP). The feature matrices for the four subjects were then concatenated to create the final feature



156 Chapter 7. Exploration of microstructural parcellation of the cortex using multi-contrast MRI

Figure 7.8: Cortical classification results on four subjects with 6-classes, shown on an inflated smooth surface.

Sulcal curves for individual subjects are marked in black. Each unique colors represents a unique cluster. Only

vertices corresponding to the colored areas were used in the clustering.
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matrix of size 4V × F , which was normalized column-wise to be zero mean and unit variance. We also

used the principle component analysis (PCA) to reduce the dimensionality of this feature matrix. PCA

was performed by singular value decomposition (SVD) using left-singular vectors corresponding to the

top 20 singular values. We used GMM clustering with this reduced set of features in similar fashion as

described earlier.

The motivation behind using a concatenated feature matrix is to study whether the set of features

convey meaningful information across a population. If so, then a clustering algorithm that is ‘blind’ to

where the data points are located should cluster similar regions/structures across subjects. The GMM

clustering algorithm has no spatial or population knowledge which allows us to evaluate the consistency

of the set of features across different subjects and cortical regions. Figure 7.8 shows the results of

this clustering (or cortical parcellation) for the selected cortical regions with K = 6 classes for four

subjects. These results are displayed on the inflated cortical surfaces with major sulci overlaid in black

for the anatomical reference. Each cluster is assigned a unique color on the smooth cortex. Similar

to our previous results, we see some correspondence in clusters across contralateral regions, which is

again encouraging since the spatial information was not used in the clustering. Further, it seems to be

successful in segmenting several regions consistent with existing architectonic mappings. Thin regions

are seen running parallel to the central-sulcus which are difficult to identify without knowledge of the

microstructural properties of the cortex. This classification also identifies similar regions across subjects

into the same class. For example, the post-central gyrus is sub-classified into two parts consistently across

subjects. The classification in other areas were noisier yet shows some consistency across subjects.

7.5 Conclusions

In this chapter, we explored the idea of microarchitectonic in vivo parcellation of the cerebral cor-

tex using multi-contrast MRI. These results are clearly preliminary but do indicate that multi-contrast

methods can identify good contralateral and inter-subject consistency of the parcellation in several areas

of the cortex, even without any spatial knowledge. Microstructural parcellation of the entire cortex in

an ambitious goal. Although several investigators have already explored this goal in several ways (see

Sec. 3.2) considerable further exploration, study and development is required before these approaches

can be used for routine microarchitectonic parcellation.

There are several avenues for improvements in our proposed approach using machine learning tech-

niques. We have used a simple set of feature derived from quantitative relaxometry and diffusion models.

However, there are several feature construction approaches, such as Gabor-filtering [Kamarainen et al.,

2006], which are commonly used in other related field of computer vision and pattern analysis [Saeys

et al., 2007, Lillywhite et al., 2013]. These approaches can be adopted to work on the folded cortical



158 Chapter 7. Exploration of microstructural parcellation of the cortex using multi-contrast MRI

surface to enhance the set of accessible features. Further, a semi-supervised approach can also be used

where a known set of homogeneous areas, derived from either ex vivo or independent task-based func-

tional studies, can be used for feature selection, as also proposed by Geyer [2013]. Several advanced

techniques such as subspace-, dictionary- and spectral-based classification approaches can also be em-

ployed for obtaining the parcels from large a number of features [Bengio et al., 2013, Luo et al., 2016,

Wu et al., 2016, Chen and Feng, 2012].

Lack of ground truth is another challenge with in vivo microstructural parcellation of the cortex,

which limits the quantitative evaluation of the resulting clusters. In our approach, we used visual com-

parison and multi-subject clustering to gain some insight into the quality of the features we were using.

However, as the underlying architectonic structure can be variable across populations, it is difficult to

assess the quality of the parcels. Data from different trials of the same subject can be used to study the

reproducibility of the parcellation. Validation from animal studies could also be very helpful in this con-

text, where initially in vivo data is collected followed by histology to obtain a gold reference parcellation.
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Conclusions

In this dissertation, we presented several new methods and approaches which are geared toward

improving the accuracy of multi-contrast MRI image analysis. We presented two approaches for cor-

rection of susceptibility-induced geometric distortion artifacts in diffusion MRI: (1) an interlaced phase-

encoding (IPED) sampling scheme with constrained joint reconstruction approach in chapter 5, and (2)

a non-rigid registration-based approach which can perform correction in the absence of magnetic field

inhomogeneity maps in chapter 4. In both of these approaches, we exploited prior knowledge about the

physical properties of the images to simplify the problem. In IPED sampling, we used the prior that

the diffusion processes are smoothly varying across neighboring directions, which allowed us to lower

the data-acquisition requirement to half, thus reducing the scan time by a factor of two (as compared

to the reversed-gradient method) and at the same time achieve distortion correction accuracy which is

comparable to the state-of-the-art method in our experiments with simulated and in vivo data. For the

registration-based approach, we used the known inverted contrast relationship to transform the problem

of an inter-modal image registration problem to an intra-modal problem. This allowed us to exploit well-

behaved properties of intra-modal cost functions which can be minimized easily and thus achieve robust

performance and improved accuracy as compared to other method and software tools in our experiments.

We presented a novel filtering technique for resting functional MRI in chapter 6 that enables direct

visualization of the dynamic brain activity on the cortical surface without artifactual spatial blurring.

The proposed filtering approach is an adaptation of the non-local means filtering [Buades et al., 2005]

for functional MRI, which we call ‘temporal non-local means’, where we use the temporal information to

adaptively change the weights of the smoothing kernel at each point on the cortex. This helps to suppress

the unwanted signal and noise by averaging across points that have similar time course but at the same

time respect the functional boundaries and avoid any spatial blurring across boundaries. Temporal non-

local means filtering allows direct visualization of spatio-temporal brain activity on the brain surface

which could facilitate the study of complex dynamic activity across different regions of the brain. We

159
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also demonstrated its utility in functional parcellation of the cortex, where the parcellation obtained with

use of temporal non-local means showed higher consistency with regions identified independently using

task-based experiments and probabilistic Brodmann areas.

In chapter 7, we proposed an approach for parcellating the cortex based on microstructural infor-

mation using in vivo MRI images. While obtaining microstructural information in the whole brain with

in vivo imaging is a tough challenge, there has been a considerable effort in this direction (see review

in Sec. 3.2). Our proposed approach is motivated by several prior observations and fuses information

from multi-contrast MRI images to generate a set of features that are indicative of the microstructural

information. We used T1-, T2- and diffusion-weighted images to obtain several features with both in-

tensity maps and quantitative maps obtained by fitting an appropriate model. In the context of fusing

information, we also described an approach to systematically normalize the orientation-dependent diffu-

sion data so that we can make use of all information and not be limited by orientation invariant features

as used in prior approaches. The preliminary results with two in vivo datasets suggest that the extracted

set of features show meaningful information and obtain a parcellation, even in the absence of any spatial

information, which is similar in nature to that observed with the histological parcellation (Brodmann’s

and von Economo’s) as well as showing substantial consistency across subjects and contralateral cortical

regions.

In addition to developing novel computational methods, we also made available the implementation

of several of our proposed methods under the GNU General Public License, version 2.0. These methods

were implemented in using a combination of MATLAB (The MathWorks, Inc., USA) and C program-

ming language, whose source code are available from http://neuroimage.usc.edu/. The distortion correc-

tion methods are also a part of the BrainSuite software and are available as pre-compiled executables

for Windows, Linux and Mac platforms from http://brainsuite.org/. We hope that these implementations

help translate the recent advances to regular practice in the field of neuroimaging.

The new methods in this thesis are a small step toward improving the accuracy and utility of multi-

contrast MRI images. There are several possible improvements to the proposed approaches, which we

have discussed in the individual chapters. Our approaches make use of problem-specific prior knowledge

about diffusion properties, contrast, and dynamic temporal information to improve the quality of images

and the accuracy of the fused multi-contrast information. There are several other forms of problem-

specific prior knowledge which could be employed to further improve the accuracy and/or improve

acquisition such as consistency of edges across images with different contrasts [Haldar et al., 2013],

use of appropriate likelihood noise models [Varadarajan and Haldar, 2013], use of shape and size priors

[Schmid et al., 2011, Ashburner et al., 1997]. Further, owing to recent advances in machine learning,

non-intuitive prior information can also be learned directly from the data itself using advanced learning

techniques [Bhatia and Lombaert, 2015, Rueckert et al., 2013], which could complement our current

http://neuroimage.usc.edu/
http://brainsuite.org/
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understanding and knowledge.

MRI provides a unique sensitivity to a wide range of physical properties of soft tissue in a non-

invasive fashion which has been exploited to obtain multiple application-specific MR contrasts useful for

research and clinical neuroimaging. The fusion of information across such multi-contrast images could

provide more information and allow deeper insight into underlying tissue, connectivity and functional

characteristics. The use of such information fusion is still limited in regular clinical and research settings

because of the presence of sequence specific artifacts in multi-contrast images. The use and development

of analysis and acquisition techniques that exploit prior knowledge to reduce artifacts and improve fusion

of information under practical constraints of scan time and feasible computational complexity could be

very beneficial for diagnosis, prognosis, and exploration purposes.
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