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Abstract

Object quality assessment for compressed images and videos is critical to various

image and video compression systems that are essential in the delivery and storage.

Although the Mean Squared Error (MSE) is computationally simple, it may not

be accurate to reflect the perceptual quality of compressed signals, which is also

affected dramatically by the characteristics of Human Visual System (HVS) such

as masking effect. In this thesis, first, video quality metrics are developed based on

machine learning approaches. Due to the complicated relationship among a large

number of factors, machine learning is used to build a proper model for various

features including the distortion features and video content features. Second, an

image quality metric (IQM) and a video quality metric (VQM) are proposed based

on perceptually weighted distortion in term of the MSE. To capture the charac-

teristics of HVS, for images, a spatial randomness map is proposed to measure the

masking effect and a preprocessing scheme is proposed to simulate the processing

that occurs in the initial part of human HVS. For the VQM, the dynamic linear

system is employed to model the video signal and is used to capture the temporal

randomness of the videos. The visual attention is included in the proposed VQM

as well, since only a limited parts of details are perceived with high sensitivity

while the other parts are significantly blurred in the HVS. The performance of the

proposed IQM and VQM are validated on various image and video databases with

xiii



various compression distortions. The experimental results show that the proposed

IQM and VQM outperforms other benchmark quality metrics.

In addition to the quality assessment, video compression is also important in

the system of video delivery and storage, especially different kinds of video content

emerging in recent industries such as screen content and 3-D videos. These video

formats have very different characteristics from the traditional videos. In this

thesis, first, we propose a coding method that is able to code the content with

sharp edges efficiently. Such method is highly valuable for the screen content

coding and depth map coding of 3-D video. Second, a RD optimized bit allocation

scheme is proposed for 3-D videos. In 3-D videos, there are multiple views and each

view contain two types of video, i.e., texture map and depth map. The proposed

bit allocation method could properly allocate bits among different views as well

as between different maps. The experimental results also verify that proposed bit

allocation outperform the benchmark algorithms in terms of RD efficiency.
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Chapter 1

Introduction

1.1 Significance of Research

Due to the rapid development of various digital video and image application sys-

tem, such as video conference, IPTV, image and video quality assessment becomes

increasingly important as it can either evaluate the performance of these system

or send feedback to them for the performance optimization. Image and video

quality should be evaluated in subjective terms, since human satisfaction is the

ultimate criteria to determine video quality. The subjective measurement such as

the Mean Opinion Score (MOS) is often used as the ground truth. On the other

hand, subjective evaluation is time-consuming and costly. It sometimes demands

special facilities. Moreover, it is not suitable for real-time video quality monitor-

ing. Hence, it is desirable to develop an objective quality assessment method that

can automatically assess image and video quality without involving human in the

loop.

Due to the inconvenience of subjective image and video quality assessment, a

large number of objective image quality metrics (IQM) and video quality metrics

(VQM) have been developed. Most of the developed IQMs and VQMs are aimed

at handling a large range of distortion types and usually tested in the databases

such as the LIVE database [45]. However developing an universal quality metric

is quite challenge. Due to the wide application of image and video compression in

delivery and storage, the compression distortion is one of major distortion among

1



various distortion types. Besides, IQM and VQM play a key role in image and video

coding in the processes such as Rate-Distortion Optimization (RDO) [56, 50, 121].

Therefore, it is highly desired to have accurate IQMs and VQMs for image and

video compression. Moreover compression distortion is quite different from other

distortion types such as white noise or transmission error distortion, it has its

unique characteristics. For example, the distortion is content dependent and it is

usually larger in complex content than in smooth content within the same images

or the same frames of video sequences. However its characteristics haven’t been

fully investigated and utilized to design proper quality metrics.

The peak-signal-to-noise-ratio (PSNR) and the meansquared- errors (MSE)

indices are often used as quality indices in the coding community. Although there

has been criticism on their suitability for ignoring the human perception factor,

they do offer two attractive features: 1) computational simplicity and 2) fine gran-

ular scores. The latter is especially important since the quality of videos coded by

different encoders could be quite close to each other. A coarse-scale mean opinioin

score (MOS) system obtained from the traditional subject test may not be suffi-

cient to differentiate their sutble difference. Instead, we may demand the pairwise

comparison by a few gold eyes. Furthermore, PSNR and MSE still work well for

some distortion such as the quantization noise. Therefore in this thesis, by ana-

lyzing the properties of the HVS and compression distortion, we modify MSE to

develop proper metrics specifically for the compression distortion.

Besides the quality assessment, video compression still play an important role

in the system of video storage and delivery. With the emerge of new type of video

materials, such as screen content video, 3D video, the traditional video codecs are

no longer able to compress these video formats effeciently. Therefore it is highly

2



desired to develop new coding tools that fit the characterists of these video formats

and optimize the coding efficiency.

1.2 Background of Human Visual System

1.2.1 Contrast Sensitivity

The initial visual signal processing in the HVS includes two steps. In the first step,

the visual signal goes through eye’s optics, forming an image on the retina. Because

of the diffraction and other imperfections in the eye, such processing would blur

the passed image. In the second step, the image will be filtered by neural filter as it

is received by photoreceptor cells on retina and then passed on to lateral geniculate

nucleus (LGN) and the primary visual cortex. These processes are more like low-

pass filtering and will hide parts of signal from perception. This effect in the HVS

can be described as contrast sensitivity function.

Human contrast sensitivity has been explored for vision models by many vision

scientists in various studies. For examples, Barten [13] cataloged measured lumi-

nance data from many different studies and derived an analytical expression for

modeling CSFs. The CSF data used in his work were measured mostly with hori-

zontally or vertically oriented sinusoidal patterns but the effect of orientation was

ignored. In addition, his CSF model was restricted to photopic luminance con-

ditions (day light vision). Daly [33] used an observer model that incorporates a

CSF and detection mechanisms for studying the visual equivalence of two images.

The CSF was modeled based on a Barten CSF with consideration of other effects

including orientation in degrees, lens accommodation due to observation distance,

and essentricity in visual degrees. Peli [11] used measured CSFs of individuals in

simulating the appearance of natural images from different observation distances.
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His CSF data were obtained with 1-octave Gabor patches and a detection task,

where the mean luminance of all images was about 40 . To threshold luminance

images by the CSF, Peli applied his CSF to the luminance images in a nonlinear

fashion using a local mean contrast for each element in the image.

1.2.2 Masking Effect

Masking effect refers to human’s reduced ability to detect a stimulus on a spatially

or temporally complex background. The traditional way to measure the masking

effect is using a divisive gain control method, which decomposes the image into

multiple channels and analyzes the masking effect among the channels by divisive

gain normalization [66] and [129]. However, the mechanism of gain control mostly

remains unknown. Additionally, since only simple masker such as sinusoidal grat-

ings or white noise is used in the experiments to search for optimal parameters to

fit the gain control model, there is no guarantee that these models are applicable

to natural images [26].

In [128] and [47], it is pointed out that masking effect highly depends on the

level of randomness created by the background. Usually the regular background

contains predictable content and the stimulus will become distinct from neighbor-

hood when it is different from human’s expectation of its position. While in the

random background, the content is unpredictable, and thus any change on it will

be less noticed. Therefore, there is higher masking in the random background than

the regular background. In [128], a concept of entropy masking is proposed to mea-

sure masking effect of background using zero order entropy. However, it fails to

consider the spatial relation of pixel values. In addition, a single value might not

be enough to indicate randomness of the whole background, because the content
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in the background may vary significantly. Furthermore, only with masking mea-

surement is insufficient to predict the perceptual distortion, because it is unclear

how the proposed masking measurement affects the perceived distortion.

1.3 Background and Related Work on Video

Compression

Screen content coding has received much interest from academia and industry in

recent years. The High Efficiency Video Coding (HEVC) standar has achieved

significant improvement in coding efficiency as compared with the state-of-the-

art H.264/AVC standard. However, HEVC has been designed mainly for natural

video captured by cameras. Screen content images and video, also known as com-

pound images, hybrid images, and mixed-raster content material, typically contains

computer-generated content such as text and graphics, sometimes in combination

with natural or camera-captured material.

There has been a lot of research done on the classification of screen and natural

content, e.g., [46]-[28]. Since screen content video may contain artificial content

generated by computers, it tends to have sharp edges on object boundaries. The

strong edges will lead to discontinuities in the residual signal after intra prediction,

and these discontinuities will spread the energy over a wide frequency range, thus

reducing the efficiency of transform-based coders such as HEVC. To address this

issue, a new intra mode called residual scalar quantization was proposed in [65],

where the residual signal is directly encoded by an entropy coder without perform-

ing the DCT transform. A similar transform skip was proposed in [91], where

the 2D transform can be skipped in either one or both directions. A method was

proposed in [94] to quantize residual signals adaptively in either the transform
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or the spatial domain. These papers report improvements in coding efficiency by

skipping the transform for some blocks.

For screen content, it is our observation that directly encoding residual signals

in the spatial domain may not be efficient enough. This is because, except for the

edge, the remaining areas are still smooth and can be coded more effectively with

a transform. In this work, we propose a new scheme, called Edge Mode (EM), to

encode these kinds of blocks. Based on the intra prediction direction, six possible

edge positions inside a block are defined, and one of them will be selected via rate-

distortion (RD) optimization. To reduce the encoding complexity, the proposed

scheme can be further simplified by classifying intra modes into four categories.

Then, M×N 2D DCT transforms or non-orthogonal 2D transforms are performed

separately in sub-blocks. Finally, the new edge mode is integrated into HEVC to

result in a more powerful coding scheme.

Three-dimensional video (3DV) has gained increasing interests recently. The

typical 3DV is stereo-view video which provides each eye with one video separately

at the same time. The small differences between these two videos cause the illusion

of depth perception for human. In addition to the stereoscopic 3D video, the

emerging autostereoscopic display [116, 62, 51, 15] which emits a number of views

enable autostereoscopic 3D video. Comparing with stereoscopic viewing, it involves

a more general case of n-view multiview video. In this scenario, the viewpoint can

be interactively changed by selecting different stereo pairs of views from n-view.

Delivering or storing n-view video requires tremendous bits that beyonds cur-

rent transmission or storage capacity. Multiview Video Coding (MVC) [30] is

developed to encode the multiview videos, where both the temporal redundancy

within each view and inter-view redundancy among the neighbouring views are

exploited [89]. Although the MVC encoder performs excellent coding efficiency, it
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is still not efficient enough to store or to transmit large numbers of views. Mul-

tiview plus depth format (MVD) [93, 90] presents a promising solution for the

efficient delivery of 3DV. Only a subset m of n views are coded and transmit-

ted, along with additional supplementary information such as per-pixel depth map

which provides scene geometry information. At receiver side, these m coded views

provide references for generating the rest views, which are synthesized as the vir-

tual views via Depth-Image-based-Rendering (DIBR) [60, 40]. MVD reduces the

number of the views to be transmitted but it can still reconstruct all the required

views at the receiver side.

Rate Control (RC) is employed in video coding to regulate the bit rate mean-

while guarantee good video quality. As for 3DV, it becomes more complicated

because multiple views are involved in coding and within each view there are two

kinds of video sequences (i.e. texture and depth map). One of challenge problems

is the bit allocation between the texture and depth map. Since the quality of

virtual view is affected by the quality of both the texture and depth map, the bits

should be allocated to balance their quality. In [35], bits are allocated to mini-

mize the total distortion of the texture and depth map. However since the depth

map is not presented for viewing, the minimum total distortion does not guaran-

tee the optimal quality in the virtual views. In [110] the optimal bit allocation

between the texture map and depth map is exhaustively searched by a hierarchi-

cal search method. In [79], the distortion of the virtual view is modeled and the

optimal bit allocation between the texture and depth map is searched based on

this distortion model. In [138], a similar distortion model is derived for virtual

view and to achieve optimal virtual view quality, bits are allocated between the

texture and depth map based on the derived distortion model. In [80], a joint

RC scheme is proposed where inter-view bit allocation are performed according to
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the sequence complexity of each view, while the bits are allocated at fixed ratio

between texture and depth map within each view. However in these algorithms,

inter-view bit allocation is rarely considered or only simply allocated according to

the sequence complexity. In 3DV, more general case involves m views coding, thus

bits allocation among different views is highly desired.

In this work, the RC algorithm is proposed aiming at improving the overall

quality in 3DV, where both the qualities of the coded views and the virtual views

are considered. This is more reasonable, since both the virtual view and the

coded view would be presented for viewing at the receiver side. On the other

hand, the virtual view is synthesized by referencing nearby coded views, thus

its quality depends on the coded references’ quality. Different coded views are

referenced by different number of virtual views. Intuitively, the coded view with

more dependants should have better quality, as it would benefit more virtual views.

In order to achieve the optimal R-D performance in 3DV, we first investigate the

R-D characteristics of the texture and depth map. Then the quality dependency

between the virtual view and the coded view is studied in the texture and depth

map respectively. Based on the R-D characteristics of both the coded view and

the virtual view, a bit allocation scheme is proposed for both the texture and

depth map of all coded views. In this work, a simple case of multiview 3DV is

discussed, where only three views are coded and two views are synthesized, but

the bit allocation scheme and the conclusions derived in this work can be easily

extend to n views cases.
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1.4 Contributions of the Research

1.4.1 Quality Assessment

In the study of quality assessment, quality metrics are proposed for images and

videos respectively. Firstly, quality metrics based machine learning are proposed

for video quality assessment. Since perceptual quality is determined by a number

of factors in HVS, it is difficult to determine the their relations and the param-

eters of model when a model is proposed to simulate the process in HVS. We

use machine learning to find the proper relations. In addition, the simplify the

problem, we decompose the quality assessment into multiple basic simple problem.

One approach is that we classify video content into different groups according to

its content complexity and build models for each group. Another approach is that

we classify video according to distortion types. Therefore within each group, video

has the same type of distortion, and we could simplify the problem by neglecting

the effect of distortion type on quality asssessment.

Second, an IQM is proposed based MSE by incorporating the properties of HVS.

The masking effect and the contrast sensitivity are two major properties of HVS

that affect the perceptual quality of images and videos. Therefore in the proposed

IQM and VQM, these two properties are investigated. For the proposed IQM,

to find out the masking effect on perceptual image quality, we propose a method

to measure the spatial randomness of the background with a spatial statistics

model. Since a regular structure has strong spatial correlation among their neigh-

borhood, which makes it easier to predict the pixel values from the neighboring

pixel. Therefore, the prediction error actually reflects the randomness of back-

ground. The random background is less spatially predictable, resulting in larger

prediction error. Thus the spatial prediction error is used as the measurement of
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randomness, indicating how much the background could mask the noise. With this

method, we have a randomness map to indicate the randomness of the structure

at each pixel. For the proposed IQM, our contribution can be summarized in the

following list

• We develop the spatial randomness to measure the masking effect quantita-

tively. A spatial statistical model is introduced to measure the regularity of

the spatial structure of images.

• We propose a low pass filter to simulate the visual signal processing in the

HVS. The low-pass filter is developed based on contrast sensitivity function

and it removes the imperceivable error signals.

• By investigating the model of masking modulation, which mathematically

analyzes how distortion is reduced with the proposed randomness measure-

ment, an IQM is proposed based on MSE and it outperforms the benchmark

IQMs according to our experimental results.

Third, an IQM is proposed based MSE by incorporating the properties of HVS.

For the proposed VQM, the masking effect is investigated as well. However the

video is more complicated than the image, since it has one additional dimension,

the temporal dimension. The temporal activities in the video result the temporal

masking that will affect the perceptual quality of the video. Therefore we propose

to use the dynamic linear system to model the video signal and the temporal ran-

domness of the video is developed based on the dynamic linear system. Moreover,

due to the dynamic changes of the visual scene in video applications, it is usually

impossible to observe all details within every frame. Our gaze is mainly driven to

follow the most salient regions, unlike with images, where sufficiently long viewing

times also allow to analyze the background regions. Thus the contrast sensitivity
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on videos varies in different locations and using a constant low-pass filter over the

whole frames of the video sequences is inappropriate. Therefore we developed a

foveated low-pass filter to solve this problem. Our contribution on the VQM can

be summarized in the following list

• We introduce a foveated low-pass filter to adaptively remove the high fre-

quency signals according to the visual attention.

• We develop a dynamic linear model to simulate the video signal and use it

to evaluate the temporal randomness and thus measure the masking effect

in the video.

• By modifying MSE, a VQM is developed to simulate the masking effect. The

developed VQM achieves precise perceptual quality prediction according to

the experiment results.

1.4.2 Video Compression

In the study of video compression, we proposed a new tools for screen content

video and introduce an optimized bit allocation scheme for 3D video coding.

First, a new coding tool called Edge Mode is proposed for HEVC intra cod-

ing, aimed at improving coding efficiency for screen content video. A set of edge

modes that correspond to edge positions are identified based upon intra prediction

directions. Then, a simpli- fied scheme is developed to select the best edge mode.

To avoid ap- plying a transform over strong edges, directional 2D separable trans-

forms are applied to blocks partitioned using these edge modes. Ex- perimental

results show that HEVC with edge modes (HEVC/EM) can achieve up to an 17.9%

reduction in bit-rate as compared to unmodified HEVC, with an average reduction

of 10.4% for screen con- tent video sequences.
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Second, a novel rate control scheme is proposed with optimized bits allocation

for the 3D video coding. Firstly, we investigate the R-D characteristics of the tex-

ture and depth map of the coded view, as well as the quality dependency between

the virtual view and the coded view. Secondly, an optimal bit allocation scheme

is developed to allocate target bits for both the texture and depth maps of differ-

ent views. Meanwhile a simplified model parameter estimation scheme is adopted

to speed up the coding process. Finally, the experimental results on various 3D

video sequences demonstrate the proposed algorithm achieves the excellent R-D

efficiency and the bit rate accuracy comparing to the benchmark algorithms.

1.5 Organization of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, the machine learning

based quality assessment is introduced. In Chapter 3, the image quality metric

for compressed images is proposed. In Chapter 4, the video quality metric for

compressed video is proposed. In Chapter 5, new coding tools is proposed for

screen content videos and optimized bit allocation is adopted for 3-D video coding.

Finally in Chapter 6, future work is discussed.
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Chapter 2

Quality Assessment Based on

Distortion/Video Content

Grouping

2.1 Overview of Distortion Grouping Approach

Various objective quality metrics have been proposed to predict the perceptual

quality. VQM [102] is proposed using several features, which measure the infor-

mation like contrast, motion, edge distortion of distorted video sequence. Then

these features are linearly combined to provide a final quality score. MOVIE [109]

was proposed by considering both the spatial and temporal distortion. Motion

information extracted by optical flow estimation, is used to select proper filters

from a set of Gabor filters. ST-MAD [120] was developed based on MAD [67] by

considering the visual perception of motion artifacts. It currently achieved best

performance on the LIVE database.

Although the performance of video quality assessment has been improved, it is

still not accurate enough. The challenge comes from several aspects: first there are

various distortion types, e.g. blurring, ringing, jitter, and they may affects the per-

ceptual quality differently. Second, video signals are diverse in content. The video

content could vary from low motion activity to high motion activity, from simple

texture to complex texture, etc. These properties have different masking effect on
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distortions and thus affect perceptual quality differently as well. However, most

of works in the literature tried to handle all situations with an universal method

without explicitly considering the effects of the video content and distortion types.

In this chapter, we first decomposed the quality assessment problem into simple

cases, where only single distortion type and the video sequences distorted from the

same original videos are considered. Then in each case, the perceptual quality

can be simply predicted by the linear relation between the structure similarity

index (SSIM) [124]. In order to decompose the problem, we classified all the

distortions into local distortion and global distortion, based on the observation

that the distortion that occurs in small spatial or temporal region has different

impact on the perceptual quality than the distortion that occurs in the entire video

sequence. A detection scheme is proposed to distinguish them automatically. Due

to dependency of model parameters on video content, both temporal and spatial

features are extracted to model the relation with the parameters of the linear

models using a machine learning approach.

2.2 Video Quality Metric Derivation with Dis-

tortion Grouping

2.2.1 Linear relation between DMOS and SSIM

There are various types of distortions in digital images and videos, like blur, ring,

compression distortion [78]. We classify all the distortions into two general types,

which are global distortion and local distortion. The global distortion occurs

almost in every pixel of every frame in video sequences, such as compression distor-

tion, while the local distortion only appear in limited regions of limited number of
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Figure 2.1: SSIM v.s. DMOS for the sequence “Rushhour" under different distor-
tion types

frames, such as the distortions caused by transmission error, where the lost packets

only corrupt corresponding blocks in a set of frames but other blocks still can be

reconstructed correctly.

These two different distortion types have very different perceptual impact on

the quality assessment. The global distortion covers large areas and last longer

time, and usually the distortion is small and thus easy to be masked by the video

content. While human eye is more tolerant to global distortion, the local distor-

tion occurs in small region with large intensity, which is easy to attract human’s

attention and thus become noticeable.

On the other hand, SSIM was proposed to assessment perceptual quality by

capturing the loss of image structure. The SSIM between original signal x and

distorted signal y is calculated as

SSIM = (2µxµy + C1)(2σxy + C2)
(µ2

x + µ2
y + C1)(σ2

x + σ2
y + C2) (2.1)
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Figure 2.2: Different linear relation of DMOS and SSIM for different sequences.

where µx, µy are mean; σx, σy are standard deviation and σ2
xy is cross variance.

However SSIM doesn’t take into account the impact of different distortions

on the perceptual quality. Fig 2.1 illustrates the relationship of SSIM and Dif-

ference Mean Opinion Score (DMOS) under different distortion types in the same

sequence. The blue points correspond to the sequence distorted by H.264/AVC and

MPEG-2 compression distortion and the red points are distorted by transmission

error over wireless network and IP network. Here the compression distortion and

transmission error can be classified as global and local distortion respectively. As

shown in Fig. 2.1, SSIM is consistent with DMOS for the same type of distortion,

but it is not consistent across the distortion types. The same SSIM may corre-

spond to different DMOS depending on the distortion types. Therefore we should

model the relationship between SSIM and DMOS differently for different distortion

types. Meanwhile, from observation in Fig. 2.1, it can be assumed that the relation

between SSIM and the actual perceptual quality, i.e., DMOS, is approximated as

linear for the same type of distortions.

Even under the same distortion types, the perceptual quality is affected by

sequence contents as well. Different contents have different masking effect on the
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distortion and consequently result in different relationships between DMOS and

SSIM. Fig. 2.2 shows the DMOS-SSIM relation for different sequences under the

same distortion type. In Fig. (2.2a), the points in each line are from the distorted

sequences that share the same original sequences. We can see that although there

is linear relation for each sequence but model parameters are quite different. The

similar results can be observed in Fig. (2.2b) for global distortion.

Therefore based on the distortion types and video contents, a linear model is

proposed between DMOS and SSIM as

DMOS =


αG(Si) · SSIM + βG(Si), if Si ∈ Global

αL(Si) · SSIM + βL(Si), if Si ∈ Local

(2.2)

where αG, βG and αL, βL are model parameters for global and local distortion types

respectively and they vary according to different sequence contents; Si represents

the video sequences. We use SSIM to model the relation with DMOS rather

than other metrics, because although SSIM doesn’t have good performance when

different distortion types and different video contents are involved, but it has better

performance for the same video content with same type of distortion.

2.2.2 Distortion classification scheme

Since distortion types have significant effect on SSIM and it is critical to distin-

guish the distortion types before assessing the perceptual quality with SSIM. The

distortion types can be identified both in temporal and spatial direction.
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Since the local distortion only occurs within limited number of frames, the tran-

sition from distorted frames to undistorted frame will cause large peak signal-to-

noise ratio (PSNR) change. Thus the potential frame that contains local distortion

can be identified as

I∗ = argmax
i=1···N−1

|PSNR(i)− PSNR(i+ 1)| (2.3)

where i is the frame index.

Detecting large PSNR change is not sufficient to determine the local distor-

tion in video sequence, because global distortion is also possible to cause large

PSNR change. For example, in H.264 compression, there is large difference in

PSNR between I frames and P frames. Therefore we need to investigate spatial

information inside the potential frame.

(a) Global (b) Local

Figure 2.3: Energy of filtered difference frame of sequence “Pedestrian Area"

The difference between original and distorted sequence is extracted and filtered

with gaussian filter. The filtered difference is expressed as

∆F = Gaussian(|Fo(I∗)− Fd(I∗)|), (2.4)
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where Fo(I∗) and Fd(I∗) are the I∗th frame of original and distorted sequences

respectively; Gaussian(·) is the gaussian filter. Typical filtered differences of two

types of distortion are illustrated in Fig. 2.3. It can be observed that local distor-

tion cause significant distortion in small area while global distortion cause small

distortion over the entire frame. Therefore we calculate the variance of a selected

set of pixel values as

V = var ({p | p > ηM, p ∈ ∆F}) , (2.5)

where var(·) is variance operation; p is the pixel value of difference frame; ∆F is

filtered difference frame and M is the mean of ∆F ; η is the constant parameter

which is 1.2 in our work.
Table 2.1: Variance of difference frame in Eq. (2.5)

pa rb st sf bs sh mc

L

W1 23.45 105.98 44.36 258.28 225.26 136.17 70.69
W2 37.84 14.16 52.20 5.00 19.06 100.65 28.06
W3 63.73 17.69 0.27 498.47 182.16 42.42 43.79
W4 120.50 427.59 0.24 20.79 20.74 15.93 12.84
IP1 51.30 352.12 61.82 129.70 116.95 2.11 28.03
IP2 28.86 32.98 13.18 98.88 136.60 39.59 108.06
IP3 92.15 19.19 8.34 7.40 93.84 9.19 91.10

G

H1 0.16 0.57 1.32 2.13 0.38 4.52 0.55
H2 1.73 1.07 3.35 8.39 1.14 5.09 2.40
H3 4.69 2.40 4.42 23.31 2.31 0.62 2.57
H4 13.32 4.51 7.62 10.22 2.07 0.50 9.83
M1 1.27 1.20 0.33 0.63 1.12 1.02 0.63
M2 2.80 4.50 0.53 1.45 1.86 1.47 1.38
M3 4.65 4.77 1.09 1.64 1.98 2.01 2.10
M4 2.36 4.77 1.66 3.19 2.15 1.40 2.41

Table 2.1 presents the V of different sequences distorted by different distortions

where “pr" to “mc" are test sequences from LIVE database; W1 to W4 and IP1 to

IP3 are different levels transmission errors over wireless network and IP network
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respectively, which is considered as local distortion; H1 to H4 and M1 to M4

are different levels compression distortion with H.264 codec and MPEG-2 codec,

which is considered as global distortion. As shown in Table 2.1, most of V of

local distortion are much larger than that of global distortion. Some of V of local

distortion is as small as global distortion, that is because the transmission error

only cause very small distortion that the local distortion is not obvious. Therefore

we can distinguish the local distortion from global distortion by judging

V > th (2.6)

where th is predefined threshold.

2.2.3 Content based parameters estimation

In order to improve the quality assessment, αG, βG and αL, βL in Eq. (2.16) need

to be estimated according to the sequence content for each distortion type. Within

same distortion type, the parameters only depends on the sequence contents. Since

for each distorted sequence,we can access to its original sequence, four features

are extracted from the original sequence. Then machine learning is employed to

estimate the relation between the features and parameters αG, βG and αL, βL.

Four features are described as follows.

1. Spatial Information (SI): Sobel filter is applied to each frame and standard

deviation is calculated over all pixels within each filtered frame. SI is com-

puted by averaging the standard deviation along the temporal direction as

SI = 1
N

N∑
i=1

stdspace[Sobel(F (i))] (2.7)
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where N is the number of frame in sequence and stdspace(·) is the standard

deviation operation.

2. Temporal Information (TI): it is based upon the motion difference feature,

which is the difference between the pixel values (of the luminance plane) at

the same location in space but at successive frames. The measure of TI is

computed as the average over sequence of the standard deviation over frame

TI = 1
N

N∑
i=1

stdspace[|F (i)− F (i+ 1)|] (2.8)

3. Contrast Information (CI): each frame is divided into NxN blocks, and the

maximum pixel value and minimum pixel value of the blocks are used to

compute the contrast and CI is calculated as the average over the sequence

of contrast as

CI = 1
NM

N∑
i=1

M∑
j=1

Max(B(i, j))−Min(B)(i, j)
Max(B(i, j)) +Max(B(i, j)) (2.9)

where B(i, j) is the ith block of jth frame.

4. Luminance Mean(LM): mean of luminance of each frame is computed and

LM is calculated as the average over sequence of mean of luminance

ML = 1
N

N∑
i=1

mean(F (i)) (2.10)

After extracting features, we applied machine learning approach to estimate the

relationship between the features and model parameters. Among various machine
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learning algorithms, support vector regression (SVR) is adopted due to its high per-

formance. The basic concept of SVR is to find an optimal w = [w1 w2 w3 w4 w5]T

such that the parameters can be predicted by linear function as

y = wTx (2.11)

where x = [SI TI CI ML 1]T and y represents the parameters to estimate,

i.e., αL, βL, αG, βG. Among various kernel function for SVR, we applied Radial

basis kernel function as

K(xi, xj) = exp(−γ||xi − xj||2) (2.12)

where γ is constant parameter. The optimal w is trained from training data, and

it will be applied in Eq. (2.11) to predict the actual perceptual quality.

Finally, given the distortion types determined in Eq. (2.6) and model param-

eters estimated in Eq. (2.11), the DMOS can be predicted based on SSIM in Eq.

(2.16).

2.2.4 Experimental Results

To evaluate the performance of the proposed objective quality assessment scheme,

the Live video database is used, which consist of 150 distorted video sequences

distorted by four types of distortions.

Parameter Estimation

In section 2.2.3, SVR is employed to model the relation between the features of

sequence content and the parameters in Eq. (2.16). To verify its accuracy, five-

fold cross validation is performed. First, least square linear regression is applied
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between DMOS and SSIM to obtain actual αG, βG and αL, βL for each sequence.

Then the data is divided into five sets and one set is selected as testing set while

the rest sets are training sets.

In order to evaluate the accuracy of estimation, the following measurement is

used as

E = 1
N

N∑
i=1

|xi − x̄i|
xi

× 100% (2.13)

where E is the average error measured in percentage; xi is one sample of actual

value and x̄i is the estimated value; N is the total number of samples. The results

of each iteration is summarized in Table 2.2. We can see good accuracy is achieved

that the average estimation errors for αG, βG and αL, βL are 7.05%, 6.02%, 10.93%

and 9.31% respectively.

Table 2.2: Error of the model parameters prediction

Iter. αG(%) βG (%) αL (%) βL (%)
1 10.04 8.80 6.54 5.76
2 6.78 5.95 9.93 8.94
3 11.36 9.19 25.66 20.84
4 6.35 5.38 5.91 5.09
5 0.71 0.80 6.63 5.94

Average 7.05 6.02 10.93 9.31

Performance Evaluation

To assess the performance of the proposed quality metric, several widely used

measures: Pearson Correlation Coefficient (PCC), Spearman Rank Order Corre-

lation Coefficient (SROCC), and Root-Mean-Squared-Error (RMSE) are used in

our work. Several benchmark quality metrics, i.e., PSNR, SSIM, ST-MAD, VIF

[112], VQM, VSNR [27], MOVIE are used for comparison.
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The scatter plot of predicted DMOS vs DMOS along with the best linear fitting

is shown in Fig. 2.4, including the sequences distorted with both local and global

distortion.

Table 2.3 shows the performance of various quality metrics over LIVE database.

We can see that the proposed quality metric achieves 0.869, 0.865 and 5.497 in

terms of PLCC, SROCC and RMSE, which outperform all the rest of the bench-

mark quality metrics.
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Figure 2.4: Predicted DMOS v.s. DMOS on the LIVE database

Table 2.3: Performance of various Video quality metrics

PSNR SSIM STMAD VIF VQM VSNR MOVIE Our
PCC 0.542 0.500 0.823 0.525 0.741 0.429 0.812 0.869

SROCC 0.523 0.525 0.825 0.527 0.725 0.422 0.789 0.865
RSME 9.175 10.977 6.118 10.977 7.349 9.914 6.413 5.497
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2.3 Summary of Distortion Grouping Approach

We investigated the impact of video content and distortion types on the perceptual

video quality. A detecting scheme was proposed and verified to effectively classify

the distortions into either global or local distortion. A linear model is proposed

based on SSIM to predicted the subjective quality for videos with the same types

of distortion. The model parameters are sequence content dependent, which is

predicted by machine learning approach with extracted feature from video content.

The experimental results verify the effectiveness of the proposed objective video

quality metric by achieving 0.869 in PCC on the LIVE database.

2.4 Overview of Video Content Grouping

Approach

Reliable and accurate assessment of video quality plays an important role in

improving the performance of a video processing system. Although subjective

video quality assessment provides the most desired result, it is time-consuming,

laborious and cannot be conveniently integrated in a fully automated system. A

large amount of efforts have been put on objective quality assessment in recent

research [134, 109]. Most of them have worked on the development of new univer-

sal quality indices in measuring distorted video of various distortion types and these

metrics are usually tested in video quality databases such as the LIVE database

[45] and the EPFL-PoliMI database [8], where several video distortion types are

included. Despite these efforts, it remains a challenging problem for a video quality

index to achieve good performance for multiple distortion types.
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In practical applications, the number of distortion types of people’s interest

is actually limited, and the distortion caused by video coding is one of them.

Compression is essential to video storage and delivery. Quality assessment of com-

pressed video can be used to compare the performance of different coders. Besides,

it plays a key role in developing perceptual coders. That is, it can assist an encoder

to make the optimal decision in perceptual coding [121, 50].

The peak-signal-to-noise-ratio (PSNR) and the mean-squared-errors (MSE)

indices are often used as quality indices in the coding community. Although there

has been criticism on their suitability for ignoring the human perception factor,

they do offer two attractive features: 1) computational simplicity and 2) fine gran-

ular scores. The latter is especially important since the quality of videos coded by

different encoders could be quite close to each other. A coarse-scale mean opinioin

score (MOS) system obtained from the traditional subject test may not be suffi-

cient to differentiate their sutble difference. Instead, we may demand the pairwise

comparison by a few gold eyes. Furthermore, PSNR and MSE still work well for

some distortion such as the quantization noise as reported in [78, 77].

Due to aforementioned reasons, one way to develop new image/video quality

indices is to improve PSNR- and MSE-based quality indices [38, 105]. We follow

the same methodology in this work. First, we observe that there exists a linear rela-

tionship between the MOS and a logarithmic function of the MSE value of coded

video for a range of coding rates. This linear model is validated by experimental

data. The model contains one parameter to be determined by video characteris-

tics. Next, we propose a two-stage algorithm to estimate this parameter based on

machine learing. To reduce the prediction error, videos of similar characteristics

are grouped together, which is achieved by selected features, in the first stage.

Then, the model parameter is trained and predicted within each video group in

26



the second stage. Experimental results on a coded video database are given to

demonstrate the effectiveness of the proposed algorithm.

The rest of this chapter is organized as follows. The linear model between the

MOS and a logarithmic function of the MSE value is presented in Sec. 2.5.1. The

process of estimating the model parameter is detailed in Section 2.5.2. Experimen-

tal results are provided to demonstrate the effectiveness of the proposed quality

index in Sec. 2.5.3. Finally, concluding remarks are given in Sec. 2.6

2.5 Video Quality Metric Derivation with Video

Content Grouping

2.5.1 Linear Relationship between MOS and Log-MSE

Consider the following log-MSE function:

DLOG−MSE = log
 1
NWH

N∑
i=1

W,H∑
x,y=1,1

(P(x,y,i) − P̂(x,y,i))2

 , (2.14)

where i is the frame index, N is the total number of frames in a video clip, P(x,y,i)

and P̂(x,y,i) are pixel values of the original and distorted sequences, and W and

H are the width and the height of each frame, respectively. We show the plot of

the MOS value versus the DLOG−MSE value for coded video sequences from the

MCL-V database [72] in Fig. 2.5. Each point in this figure corresponds to a coded

video sequence. All connected points share the same original video yet they are

coded with different bit rates.
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Figure 2.5: The MOS-versus-Log-MSE (MLM) plot for coded video sequences from
the MCL-V database.

For the same video, we observe a linear relationship between the MOS value

and the DLOG−MSE value in Fig. 2.5, which can be approximated as

MOS = α(Ci) · (DLOG−MSE − β(Ci)), (2.15)

where α(Ci) and βi(Ci) are parameters for the ith video content, denoted by Ci.

Furthermore, as shown in Fig. 2.5, these lines are almost in parallel with each

other. This means that α(Ci) is nearly a constant. Under such an assumption,

one can further simplify the two-parameter MOS-versus-Log-MSE (MLM) model

into a one-parameter MLM model in form of

MOS = α · (DLOG−MSE − β(Ci)). (2.16)

The simplified linear MLM model in Eq. (2.16) is depicted in Fig. 2.6. Each line

has a horizontal shift determined by parameter β(Ci).
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Figure 2.6: A simplified linear relationship between MOS and DLOG−MSE param-
eterized by β(Ci).

2.5.2 Model Parameter Estimation via Machine Learning

Due to different video characteristics, the linear MLM model has a different param-

eter value, β(Ci), in Eq. (2.16). In this section, we propose a two-stage method to

estimate this parameter. It is worthwhile to point out that, although the value of

β(Ci) varies over a large range, lines in Fig. 2.5 are clustered into several groups,

which means β(Ci) of those videos are similar. To reduce the estimation error, it

is desirable to classify video contents into groups in the first stage and then predict

the value of β(Ci) within each group in the second stage.

Stage I: Video Grouping

Proper features can be selected to capture different characteristics of video content

for the grouping purpose. The horizontal shifts in the parallel lines in Fig. 2.5 are

caused by the masking effect of the video content. Simply speaking, the masking
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effect is related to video complexity. One well known measure for video content

complexity is the Spatial Information (SI) [54], which is defined as

SI = maxtime{stdspace[Sobel(F (i))]} (2.17)

where F (i) is the ith frame, Sobel(·) stands for the sobel filter, stdspace is the

operation of computing the standard deviation in the space domain. SI provides

a simple yet efficient way to estimate the complexity of video content. Typically,

a video clip of a higher complexity has a larger SI value.

To estimate the local smoothness of the content, we introduce another feature,

called homogeneity (H), in form of

H = 1
N

N∑
i=1

L,K∑
l,k=1,1

σ2(l, k, i), (2.18)

where σ2(l, k, i) is the variance of a block of size 8 × 8, and where (l, k) and i

are, respectively, spatial and temporal indices of non-overlapping blocks in video

sequences.

For a more complex video content, its H and SI values are larger and the line

of its MLM model is shifted to further right in Fig. 2.6, leading to a larger value

in β(Ci). With this observation, we can classify videos into a different range of

β(Ci) based on these two features.
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We classify videos into three groups with small, medium and large β(Ci) based

on the following decision:

Ci(SI,H) ∈



GS, w1 · SI + w2 ·H < Th1,

GM , Th1 ≤ w1 · SI + w2 ·H ≤ Th2,

GL, Th2 ≤ w1 · SI + w2 ·H,

(2.19)

where GS, GM and GL represent groups of video contents with small, medium and

large β(Ci), respectively, w1 and w2 are two weighting factors and Th1 and th2

(with Th1 < Th2) are two thresholds. The classification boundary in the feature

space is shown in Fig. 2.7. The classification result in the MLM plot is shown in

Fig. 2.8. Clearly, the β(Ci) values are closer within the same group.
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Figure 2.7: Classification boundaries in the joint feature space of H and SI.

Stage II: Parameter Estimation

With video content grouping, the variation of β(Ci) within each group is reduced

significantly. However, there still exist a small range of variations. To provide
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Figure 2.8: Classification results in the MOS-versus-Log-MSE (MLM) plot.

a more accurate estimate of β(Ci) for video content Ci, two more features are

introduced to capture different aspects of content characteristics.

Temporal properties are important characteristics for video content. We adopt

the following temporal information (TI) [54]

TI = maxtime{stdspace[M(i)]}, (2.20)

whereM(i) is the difference between the ith and the i−1th frames in the sequences.

In words, we take the maximal value over time of the standard deviation of frame

differences in the spatial domain. TI represents the complexity in the temporal

domain. Usually, a video with a large amount motion will lead to a larger TI value.

Furthermore, we introduce the contrast feature

C = 1
WH

W,H∑
i,j=1,1

LC(i, j) (2.21)

32



where Bi,j is a L × L block centered at position (i, j), K is the total number of

pixels in block Bi,j and

LC(i, j) = 1
K

∑
(l,k)∈Bi,j

|P (l, k)− P (i, j)|
P (l, k) + P (i, j) (2.22)

is the local contrast of block (i, j).

The machine learning methodology is then used to build the relation between

β(Ci) and four selected features via

β̂(Ci) = f(X(Ci)), (2.23)

where X(Ci) = [SI,H, TI, C]T is the feature vector of content Ci, f(·) is the

relation obtained by training and β̂(Ci) is the predicted parameter for the test

video. Among various machine learning algorithms, we choose the Support Vector

Machine (SVM) method with the radial basis kernel function [14]

K(xi, xj) = exp(−γ||xi − xj||2), (2.24)

where γ is a constant parameter, due to its good performance. The leave-one-out

cross-validation is used to estimate the parameters of all sequences within each

group.

The mean absolute error and mean relative error are used to measure the

accuracy of estimated β(Ci). They are calculated as

AE = 1
N

N∑
i=1
|β(Ci)− β̂(Ci)|, (2.25)

RE = 1
N

N∑
i=1

|β(Ci)− β̂(Ci)|
β(Ci)

× 100%. (2.26)
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The prediction accuracy in each video group is shown in Table 2.4. We see that

the prediction error is small in each group, i.e, AE is up to 0.20 and RE is up

to 7.37%. The error in GM is particularly small since the values of β(Ci) in this

group are closer than those in other groups. Moreover, the average β(Ci) listed in

Table 2.4 validates that GS, GM and GL are groups of video content with small,

medium and large β(Ci) values.

Table 2.4: Estimation accuracy

Group Average β(Ci) Absolute Error Relative Error
GS 1.99 0.14 7.37(%)
GM 2.96 0.06 1.91(%)
GL 3.75 0.20 5.29(%)

Based on β̂(Ci) in Eq. (2.23) and DLOG−MSE in Eq. (2.14), the MOS value can

be predicted via Eq. (2.16), where parameter α in Eq. (2.16) can be determined

by the training video sequences.

2.5.3 Experimental Results

We evaluated the performance of the proposed video quality index based on

the Log-MSE function against the MCL-V database. The MCL-V video quality

database contains 12 source video sequences of resolution 1920×1080. The dis-

tortion is introduced by encoding each sequence with the H.264/AVC video codec

and/or upscaling after compression.

The Pearson Correlation Coefficient (PCC) and the Spearman Rank Order

Correlation Coefficient (SROCC) are used to assess the performance of the pro-

posed quality index. Several well known indices, including PSNR, SSIM [124],

PSNR-HVS-M [105], VQM and MOVIE1 were computed in the experiment for the

1Due to the limited computational capability, the frame interval is set to 32, instead of default
value 8 while running MOVIE.
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purpose of performance benchmarking. The performance of these quality indices is

compared in Table 2.5. As shown in the table, the proposed quality index achieves

0.871 in PCC and 0.887 in SROCC and outperforms all other benchmarking indices

by a significant margin.

Table 2.5: Performance comparison of video quality indices with respect to the
MCL-V video quality database.

Indices PCC SROCC
PSNR 0.472 0.464
SSIM 0.456 0.470

PSNRHVS 0.532 0.518
VQM 0.761 0.783

MOVIE 0.676 0.675
Ours 0.871 0.887

The scatter plot of the actual and predicted MOS values is shown in Fig. 2.9.

We see that these points are concentrated on a narrower strip, indicating good

correlation between them. Such improvement comes from accurate estimation of

β(Ci) for each individual sequence.
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Figure 2.9: The scatter plot of the actual and predicted MOS values for various
coded video sequences.
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2.6 Summary of Video Content Grouping

Approach

An objective video quality index was proposed by considering a log-MSE function

with a horizontal shift, where the shift parameter was predicted based on video

grouping and training/testing within the same video group. Experiments were

conducted on the MCL-V video quality assessment database and the proposed

quality index outperforms all benchmarking video quality indices by a significant

margin. In the near future, we would like to develop even better MOS prediction

algorithms for high quality coded video content such as UHDTV contents.
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Chapter 3

Quality Assessment for

Compressed Images

Reliable assessment of image quality is important in improving the performance

of image processing systems. Due to the inconvenience of subjective image quality

assessment, a large number of objective image quality metrics (IQM) have been

developed. Generally, there are two different categories of objective IQMs. In

the first category, the characteristics of Human Visual System (HVS) are explored

and incorporated into IQM algorithms [85, 21, 82, 130, 63, 27, 75, 137]. In [85],

the luminance adaptation and the Contrast Sensitivity Function (CSF) of HVS

are considered in human’s perception to luminance difference. In [21], a wavelet

CSF is employed and the distortion is analyzed in multiple channels after the

wavelet transform. In [63], the Haar wavelet is used to model the space-frequency

localization property of HVS responses. In [130], a model of noise detection thresh-

old is proposed to determine the visibility of discrete wavelet transform noise in

image compression, which is similar to the concept of just noticeable distortion

(JND) [82]. In [27], the noise thresholds are determined on contrast via CSF,

and two-stage schemes are proposed for the distortion less or larger the thresh-

old. Recently, visual attention has been studied extensively for IQMs [75, 137].

Due to non-uniform distribution of the photo receptors on the retina and visual

attention that drives the most sensitive part on interesting objects, images are not

perceived with the same resolution for each region and the visual attention drive
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the eye and make the most sensitive region of region focus on interenting objects.

Therefore the distortion is not perceived equally and should be given different

weights. In the second category, rather than simulating the process of HVS, IQMs

are proposed from the view of signal processing by involving image properties like

structure information [124, 125, 126], statistical information [111, 112]. In [124],

the structural similarity is computed using local mean and variance and the overall

performance is measured by averaging the local structural similarity. In [111] and

[112], the information fidelity criterion is proposed by quantifying the information

shared between a reference and a distorted image. Recently the edge or gradient

similarity have been proved effective in modeling IQMs [140, 73, 141]. More HVS

based image quality metrics could be found in the literature such as [106, 122].

Most of the above IQMs are aimed at handling a large range of distortion

types and usually tested in databases with multiple distortion types such as the

TID database. However developing an universal quality metric is quite challenge.

Due to the wide application of image compression in image delivery and storage,

the compression distortion is one of major distortion among various distortion

types. Besides, IQM plays a key role in image coding in the processes such as

Rate-Distortion Optimization (RDO) [56, 50, 121]. Therefore, it is highly desired

to have accurate IQMs for compressed images.

Compression distortion could include various types of visual artifacts, which

mainly are blurriness, blocking and ringing artifacts. In fact, compression dis-

tortion has its unique characteristics comparing to other distortion types. Mask-

ing effect is widely exploited in the image codecs, and that makes compression

distortion content dependent. In codecs, high frequency components usually are

quantized with larger quantizers than low frequency components. Moreover, for

prediction based codecs, larger prediction residual in complicated area could also
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(a) (b)

(c) (d)

Figure 3.1: Compression distortion is content dependent. (a) Original image. (b)
Compression distortion. (c) Additive distortion. (d) Transmission error distortion.

result in larger distortions. In addition, most perceptual image codecs try to hide

distortion in the area that has large masking effect. Therefore as shown in Fig.

3.1, the distortion relates to original image that it is larger in complex content

than in smooth content. On the other hand, masking effect from complex content

could significantly prevent the distortion being perceived. Therefore the masking

effect become critical to the compression distortion and it is important to make a

quantitative analysis of the masking effect on MSE.

Masking effect refers to human’s reduced ability to detect a stimulus on a

spatially or temporally complex background. The traditional way to measure the
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masking effect is using a divisive gain control method, which decomposes the image

into multiple channels and analyzes the masking effect among the channels by divi-

sive gain normalization [66, 129, 119, 84, 107]. However, the mechanism of gain

control mostly remains unknown. Additionally, since only simple masker such as

sinusoidal gratings or white noise is used in the experiments to search for optimal

parameters to fit the gain control model, there is no guarantee that these models

are applicable to natural images [26]. In [128] and [47], it is pointed out that mask-

ing effect highly depends on the level of randomness created by the background.

Usually the regular background contains predictable content and the stimulus will

become distinct from neighborhood when it is different from human’s expectation

of its position. While in the random background, the content is unpredictable,

and thus any change on it will be less noticed. Therefore, there is higher masking

in the random background than the regular background. In [128], a concept of

entropy masking is proposed to measure masking effect of background using zero

order entropy. However, it fails to consider the spatial relation of pixel values. In

addition, a single value might not be enough to indicate randomness of the whole

background, because the content in the background may vary significantly. Fur-

thermore, only with masking measurement is insufficient to predict the perceptual

distortion, because it is unclear how the proposed masking measurement affects

the perceived distortion.

In this chapter, we first propose a method to measure the randomness of the

background with a spatial statistics model. Since a regular structure has strong

spatial correlation among their neighborhood, which makes it easier to predict

the background from the neighborhood. Therefore, the prediction error actually

reflects the randomness of background. The random background is less spatially

predictable, resulting in larger prediction error. Thus the spatial prediction error
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is used as the measurement of randomness, indicating how much the background

could mask the noise. With this method, we have a randomness map, rather than

a single value, to indicate the randomness of the structure at each pixel. Then

we investigate the model of masking modulation, which mathematically analyzes

how distortion is reduced with the proposed randomness measurement based on

the observation of perceptual qualities in terms of MOS in different databases.

Meanwhile, we propose a simple but effective preprocessing scheme, which removes

the imperceivable error signals.

3.1 Randomness Measurement

The visual signal is affected by masking effect and the visibility of compression

distortion significantly depends on the background of the images. Usually the

distortion is easy to be observed in the regular region and hard to be perceived

in disordered regions. To measure the masking effect of the image content, the

spatial randomness of image structure should be measured. In this section, the

randomness is measured quantitatively using the spatial estimation error. Mean-

while proper selection of prediction neighborhood is discussed as well.

3.1.1 Randomness measured with spatial statistics

For regular structure, the pixels always have strong correlation with the neighbor-

ing pixels and the presence of particular combinations of neighboring pixels will

increase the possibility of certain values of the current pixel. On the other hand, for

a disordered structure, the neighboring pixels will provide less useful information

to estimate the current pixel.
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Let Y (u) and X(u) be jointly distributed random variable and random vector

standing for the current pixel and neighboring pixels, respectively. At a particu-

lar position, y(i, j) is an example of Y (u) and similarly x(i, j) is an example of

X(u) representing the neighboring pixels. The reasonable estimation of y(i, j) is

E(y(i, j)|X(u) = x) = ∑
y(i,j)∈S y(i, j)PY |X(y|x) where PY |X(y|x) is conditional

probability of y given X(u) = x and S is the set of all possible y. However the

estimation of PY |X is not easy and thus we assume a linear estimation that

Ŷ (u) = HX(u), (3.1)

where H is an 1 × n matrix. The optimal H∗ is determined by achieving the

minimum mean of the error |(Y (u)− Ŷ (u)| over all possible combination of Y (u)

and X(u), which is expressed as

H∗ = argmin
H∈R1×n

E[(Y (u)−HX(u))2], (3.2)

where E[·] is the expected value operator. To achieve the optimal value, the

following equation must be satisfied as

∂E[(Y (u)−HX(u))2]
∂H

= 2H∗ · E[X(u)X(u)T ]− 2E[Y (u)X(u)T ] = 0, (3.3)

where T is the transpose operator. From Eq. (3.3), we could have H∗ =

E[YX(u)T ]E[X(u)X(u)T ]−1 and hence the optimal estimation of y(i, j) given the

neighboring pixels x is

ŷ(x)(i, j) = RY XR−1
X x(i, j), (3.4)
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where RY X = E[YX(u)T ] is the cross-correlation matrix between X(u) and Y (u)

and RX = E[X(u)X(u)T ] is the correlation matrix of X. RY X and RX carry the

structure information of image content and vary as the image structure changes.

If the neighboring pixels xi, (i.e., the components in X) are linear dependent,

RX is not full rank and thus it is not invertible in Eq. (5.27). For example, in

exactly plain regions, the structural information is so limited that the rank of RX is

actually one. In such a case, R−1
X in Eq. (5.27) could be replaced by pesudo-inverse

R̃+
X , which is expressed as

R̃+
X = UmΛ−1

m UT
m, (3.5)

where Λm is the eigenvalue matrix of all non-zero eigenvalues of matrix RX and

Um is the corresponding eigenvector matrix. As proved in appendix A, the pesudo-

inverse operation also provides the best estimation. Actually R̃+
X is a generalized

form of R−1
X . When RX is full rank, they are equivalent.

The randomness of the structure could be measured by the estimation error

from the neighborhood with structural correlation as

S(i, j) = |y(i, j)−RY XR̃+
Xx(i, j)|. (3.6)

The large value of S(i, j) means the structure is more disordered and thus contains

more randomness. On the other hand, for the regular structure, S(i, j) will be close

to zero.

3.1.2 Estimation of local statistics

RY X and RX are the local properties of image content patterns, and change with

image content. They could be estimated from pairs of y and x within local regions.

A block with the size of M × M centered at y is used to extract the samples
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Figure 3.2: Demonstration of sample extraction for y(i, j) and x(i, j).

as shown in Fig. 3.2. The extracted samples are XS = [x1,x2, · · · ,xN]T , and

YS = [y1, y2, · · · , yN ]T , where N is the number of samples depending on the size of

local blockM and xi and yi are sample pairs in a particular position. The unbiased

estimations ofRX andRY X could be calculated from the sample correlation matrix

and the sample cross-correlation matrix as

R̂X = 1
N − 1XSX

T
S , R̂Y X = 1

N − 1YSX
T
S , (3.7)

By replacing RY X and RX in Eq. (3.6) with their estimation in Eq. (3.7), we

could estimate the randomness with local structure information.

3.1.3 Sparse sampling of neighborhood

The choice of neighboring pixels is not limited to the adjacent pixels. Only the

closest neighboring pixels are not enough to capture the structure information of
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(a) (b)

Figure 3.3: Different neighborhood sampling. (a) Dense sampling. (b) Sparse
sampling.

the patterns with large size. Thus more neighboring pixels within reasonable dis-

tance should be included as shown in Fig. 3.3 (a). A large size of neighborhood

will increase the number of neighboring pixels and consequently will increase the

computational complexity to estimate the randomness. Usually the dense neigh-

boring pixels as shown in Fig. 3.3 (a) may contain significant redundancy. In

order to achieve a proper size of neighborhood while maintaining a small number

of neighboring pixels, the neighboring pixels are evenly sampled from the neigh-

borhood as shown in Fig. 3.3 (b), and the sampled neighboring pixel set could be

expressed in a polar coordinate system as

V =
{

(θ, r)|θ = kπ

2 ; r = 2l + 1 ≤ L

}
⋃{

(θ, r)|θ = (2k + 1)π
4 ; r = 2

√
2l ≤ L

}
, (3.8)
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Figure 3.4: Different patterns and the heat maps of randomness with different
size of neighborhood. The images in each column are original images and the
corresponding randomness maps with different methods. (a) Regular patterns
with the size of 16 and 32 pixel respectively and a random pattern (b) Dense
sampling within a block of 9×9 size. (c) Dense sampling within a block of 17×17
size. (d) Sparse sampling within 17×17 block.
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(b)

Figure 3.5: Illustration of randomness. (a) Original image. (b) Heat map of
randomness.

where k = 0, 1, 2, 3, and l = 1, 2, · · · , N; L is the size of neighborhood. Please note

that the sampling method is not unique and the sampling method as illustrated in

Fig. 3.3 (b) is adopted due to its simplicity and effectiveness.

To investigate the effect of neighboring pixels on the randomness calculation,

different neighborhood sizes and different sampling methods are tested on simple

patterns and the results are shown in Fig. 3.4. Fig. 3.4 (a) shows a regular pattern

with a small size and a large size and a random pattern where the pixel values are

independently uniform distributed. In Fig. 3.4 (b), the neighboring pixels are

dense sampled within a small neighborhood size. We could see that the proposed

randomness measure could correctly estimate the randomness of the pattern with

small size, but fails for large size. That is because the small size of neighborhood

only covers information of limited area. A large size of neighborhood with dense

sampling is used in Fig. 3.4 (c), where the randomness is correctly estimated for

both small and large size of pattern. While in Fig. 3.4 (d), large neighboring

size is used and neighboring pixels are sampled sparsely as shown in Fig. 3.3 (b).

We could see that the calculated randomness correctly captures the characteristics

of images and achieves similar performance with dense sampling except for some
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errors due to the boundary effects. For the random pattern in Fig. 3.3, since its

structure is random and neighboring pixels are independent with each others, all

estimations give high randomness.

Usually a larger neighborhood could provide better estimation. However the

scope of visual attention is limited, the optimal size of neighborhood L in Eq. (3.8)

varies according to the pixel density and the viewing distance. Since in this work

we assume these parameters are fixed, a constant size of neighborhood is adopted.

The randomness estimation on natural images are shown in Fig. 3.5, where the

left half of image is more disordered while the right half is more regular and the

corresponding calculated randomness with consistent with human perception.

3.2 Masking Modulation with Randomness

After estimating the masking effect with proposed randomness quantitatively, it is

critical to investigate the relation of the perceptual distortion and the randomness.

Intuitively, the distortion at the pixel with high randomness should be reduced

more than with low randomness. However, the exact model of how randomness

modulates the actual distortion is not clear. Besides, different coding methods

and image content could result in distortion with very different properties. Some

distortion may contain more imperceivable distortion and some may contain less.

That makes MSE inconsistent among various coding methods. Therefore, to simu-

late the processing occurred in the initial parts of HVS, proper preprocessing that

removes imperceivable distortion is required. In this section, we first preprocess

the error with a low-pass filter. Then we investigate the masking modulation at

image level and later extend the developed modulation relation to pixel level.
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Figure 3.6: The CSF in frequency and spatial domain (a) Frequency domain. (b)
Spatial domain.

3.2.1 Preprocessing with low-pass filtering

The initial visual signal processing in HVS includes two steps. In the first step, the

visual signal goes through eye’s optics, forming an image on the retina. Because of

the diffraction and other imperfections in the eye, such processing would blur the

passed image. In the second step, the image will be filtered by neural filter as it is

received by photoreceptor cells on retina and then passed on to lateral geniculate

nucleus (LGN) and the primary visual cortex. These processes are more like low-

pass filtering and will hide parts of signal from perception.

We assume the initial vision processing could be characterized by a linear trans-

fer function and the magnitude of input and output signal in frequency domain is

modeled as

IF (Ω) = G(Ω) · I(Ω), (3.9)

where I(Ω) and IF (Ω) are the input image and output image in frequency Ω; G(Ω)

is a modulation transfer function (MTF), reflecting the gain of the initial visual

processing to various spatial frequencies. G(Ω) is the concatenation of the two
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Figure 3.7: The relation of MOS and distortion measurement for different cod-
ing methods. The images are coded with different coding methods: including
encoding with JPEG2000 using two different setting, denoted as “JPG2K_1" and
“JPG2K_2"; with JPEG XR using two different setting denoted as “XR_1" and
“XR_2"; and JPEG coding denoted as “JPG". Details are included in [36]. (a)
and (c) Without LPF for the image “bike" and “woman", respectively. (b) and (d)
With LPF for the image “bike" and “woman", respectively.

MTFs at each step in the initial visual processing. In the first step, the eye’s

optics could be modeled as a simplified pinhole imaging system and its optical

MTF could be expressed as a Gaussian blur function [100]. However the neural
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MTF in the second step that occurs in the neural system is hard to measure and

model.

The CSF, which is defined as the inverse of contrast threshold of detectable

contrast at a given frequency, provides a comprehensive measure of spatial vision.

Although it is not exactly equivalent to MTF, it reflects the same trend as the

modulation gain. For instance, a higher sensitivity at particular frequencies always

means a higher modulation gain at the corresponding frequencies and vice versa.

Therefore, many researchers have treated the CSF as the spatial MTF, and used it

to define characteristics of initial processing in HVS [31, 13, 127]. In this work, we

adopt CSF as the MTF of initial visual processing. There are various CSF models

proposed in past [61, 44, 34, 41, 95, 64, 97], and a generalized model is proposed

in [95, 97] as

G(Ω) = (a+ bΩ)e−cΩ, (3.10)

where Ω is the spatial frequency and a, b, c are constant model parameters and

according to [95], they are set to 0.31, 0.69, and 0.29, respectively. The CSF is a

low-pass filter which peaks at a certain frequency and then drops significantly as

shown in Fig. 3.6 (a). The CSF indicates that the human eye is less sensitive to

higher frequency distortion. Therefore, the perceived distortion could be expressed

as

∆IF = g ∗ I− g ∗ IC

= g ∗∆I, (3.11)

where I and IC are the original and compressed images; the operator ∗ means the

convolution; ∆I is the actual distortion that ∆I = I− IC ; g is the spatial low-pass
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(a) (b)

(c) (d)

Figure 3.8: Frequency magnitude of the distortion ∆I. DC component locates
at the center. (a) and (b) show the image “bike" coded with “JPG2K_1" and
“JPG2K_2", respectively. (c) and (d) show the image “woman" coded with
“JPG2K_1" and “JPG2K_2" , respectively.

filter of the CSF in Eq. (4.1) as shown in Fig. 3.6 (b). ∆IF reflects the observed

distortion after initial visual processing. In this way, we could remove the high

frequency noise that could not be perceived by humans.
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Figure 3.9: Plot of MOS vs. DF . Each line corresponds to one original image. (a)
Actual plot of MOS vs. DF from database Toyama. (b) Idealized plot of MOS vs.
DF .

Different encoding methods could yield distinct properties that MSE may not

be able to capture. To investigate the effect of low-pass filtering, the distortion

measurement before and after low-pass filtering are defined as

D = ln (MSE) , DF = ln (MSEF) (3.12)

where MSE and MSEF are the mean squared error without and with low-pass

filtering, i.e., mean squared value of ∆I and ∆IF . Fig. 3.7 (a) and 3.7 (c) show

the plots of MOS vs. D, where the images are coded with different coding methods

at different quality levels. We could find that given the same D, the images coded

with “JPG2K_1" has smaller MOS than with other coding methods, which means

the distortion from “JPG2K_1" is more obvious. This is because as shown in Fig.

3.8, for “JPG2K_1", the most distortion energy locates on low frequencies while

for “JPG2K_2" the distortion energy spreads out to higher frequencies at which

humans are less sensitive. After low-pass filtering, the most parts of imperceivable
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Figure 3.10: The linear relationship between mean randomness S̄ and horizontal
displacement P (S). (a) On Toyama. (b) On MMSPG.

distortion are removed, and hence DF becomes more consistent among different

coding methods as shown in Fig. 3.7 (b) and Fig. 3.7 (d).

3.2.2 Imagewise masking modulation

To investigate how the masking effect reduces the visibility of distortion at image

level, The relationship between DF and MOS is shown in Fig. 3.9 (a) for various

images compressed at different quality levels. Each circle represents a coded image

and the circles connected by the same lines share the same original images. In other

words, the connected circles in Fig. 3.9 (a) are the images compressed from the

same original images but with different compression levels, hence they are affected

by the same masking effect.

As we could see in Fig. 3.9 (a), for the image set sharing a particular original

image, their MOS values monotonically decrease with DF and each image set has

similar MOS-DF relation but with different horizontal displacement. The mean

MOS and mean DF of each set is calculated and summarized in Table 3.1, where
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Table 3.1: Average MOS and average DF of each image

Image MOS DF Image MOS DF

Kp01 3.0 2.44 Kp13 2.8 2.91
Kp03 2.6 0.85 Kp16 2.7 1.32
Kp05 3.0 2.55 Kp20 3.2 0.95
Kp06 3.0 1.93 Kp21 2.3 1.74
Kp07 3.0 1.13 Kp22 2.6 1.72
Kp08 2.8 2.62 Kp23 3.0 0.58
Kp12 2.6 0.99 Kp24 2.8 2.22

we could see the average perceptual quality of coded image is around at 3.0 in

MOS, however the mean DF is quite different from each other.

Such difference in horizontal displacement comes from the different masking

effect of different images. Given the same MOS, the lines of the images on the

right side have more distortion than the lines on left as shown in Fig. 3.9 (a),

which means the image on the right side has more masking which makes it appear

the same quality as the images on the left side. Therefore, the image sets with

strong masking effect are more likely to have curves on the right side, and the

relative displacement of these curves to the left reflects the significance of masking

effect.

To investigate these horizontal displacement of these curves, the small difference

in the shapes of curves is neglected by idealizing the curves as in Fig. 3.9 (b).

Consequently the MOS-DF relation could be expressed as

M̂OS = F (DF − P (S)), (3.13)

where M̂OS is the predicted MOS; F (·) is a nonlinear monotonic decreasing func-

tion representing the shape of these curves and P (S) is the displacement of the
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Figure 3.11: Distortion modulated at pixel level. (a) Original image (b) Distorted
image. (c) Heat map of randomness. (d) Distortion before modulation. (e) distor-
tion after modulation (properly scaled for better illustration).

curves, which is a function of randomness S of the corresponding images, since S

reflects the significance of masking effect.

The actual horizontal displacement of the curves could be measured by the

intersection of the curves and any horizontal lines such as MOS = 3.0 as shown in

Fig. 3.9 (b). Using other lines will result in a constant adding to P (S), but it will

not affect the following equations. To investigate the relation between P (S) and
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randomness S, the image level randomness is calculated by averaging pixel level

randomness as

S̄ = 1
WH

W∑
i=1

H∑
j=1

S(i, j) (3.14)

and the plot of P (S) vs. S̄ is shown in Fig. 3.10. In Fig. 3.10 (a), for the

Toyama database we could observe that P (S) increase linearly with S̄. The same

observation could be obtained in Fig. 3.10 (b) for the MMSPG database. Therefore

their relationship could be expressed as

P (S) = λS̄ + b, (3.15)

where λ and b are model parameters. Then by substituting Eq. (3.12) and Eq.

(3.15) into Eq. (4.12), we could have

M̂OS = F
(
ln(MSEF · e−λS̄)− b

)
= G

(
MSEF · e−λS̄

)
(3.16)

where G(·) ≡ F (ln(·) − b) is a nonlinear mapping. It is acceptable for a IQM

to predict MOS through a nonlinear mapping, because the mapping is easy to

be found and it depends on various environmental factors like the range of MOS

and evaluation methodology. Therefore, in [1] and [2], a nonlinear mapping is

not considered as part of IQM, rather it is left to the final stage of performance

evaluation. G(·) could be obtained by fitting the objective prediction scores to the

subjective quality scores as described in [1, 2].
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From Eq. (3.16), we can conclude that Image-wise Perceptually Weighted MSE

(IPW-MSE) is a good indicator of MOS, which is calculated as

IPW-MSE = MSEF · e−λS̄ (3.17)

Without considering the masking effect, MSEF is not accurate enough to indi-

cate the perceptual quality as we have observed in Fig. 3.9. Eq. (3.17) gives

the exact relation how MSEF should be modified with randomness S. It is also

consistent with our intuition that the increase of image level randomness S̄ will

reduce the visibility of distortion MSEF.

3.2.3 Pixelwise masking modulation

In the above section, we discuss the same distortion (i.e., MSEF) does not mean

equal perceptual quality in different images due to the masking effect. Rather it

should be modulated with randomness as in Eq. (3.17). Even within the image, the

distortion is not equally perceived because of the various masking effect in different

image regions. To obtain the precise IQM, we consider the masking effect at a finer

level, i.e., pixel level. Since the subjective test can be hardly conducted at pixel

level, we assume that the obtained modulation relationship at image level in Eq.

(3.17) is also applied to pixels. It is validated by the performance improvement

in the experiments of Section 3.3. In Eq. (3.17), by replacing MSEF and mean

randomness (S̄) with filtered squared error ∆IF (i, j)2 and randomness S(i, j) of

each pixel measured in Eq. (3.6), we have modulated the squared error at each

pixel as

SEM(i, j) = ∆IF (i, j)2 · e−λ2·k·|y(i,j)−RY X R̃
−1
X x(i,j)| (3.18)
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where λ2 is a constant model parameter and k is related to image resolution, i.e.

k = 1 if W ×H > 768× 511 and k = 0.083 elsewise. In this way, the normalized

distortion at each pixel has equal perceptual effect.

Fig. 3.11 (a) and (b) show a original image and the compressed image. Fig.

3.11 (d) shows the filtered distortion, where we can see that even though the

actual distortion in the sky area is much small compared to that in other parts,

the perceived distortion is still comparable to other parts. This is because the

sky area is smoother than other areas, and thus the masking effect is much weaker

than other parts. That could be reflected by the corresponding randomness map as

shown in Fig.3.11 (c). After modulating the actual distortion with the randomness

map, we can see the distortion in the sky area is enhanced relatively. This is

consistent with perceptual observation.

Since the modulated distortion is perceptually normalized, the perceptually

weighted MSE (PW-MSE) is calculated by even pooling as

PW-MSE = ln

 1
HW

H∑
i=1

W∑
j=1

SEM(i, j)
 . (3.19)

Similarly MOS could be predicted with PW-MSE through a proper nonlinear map-

ping.

3.3 Experimental Results

To evaluate the performance of PW-MSE, six databases with various types of

compression distortion are used, including Toyama [6], MMSPG [36], TID2008

[104], TID2013 [103] and CSIQ [67]. In the Toyama database, there are 14 original

images with solution of 768×512. Each original image is encoded with JPEG

[53] and JPEG2000 [115] at six different quality levels, generating 168 distorted
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images. In the MMSPG database, there are 6 original images with the solution

of 1280×1600. Three different codecs JPEG, JPEG 2000 and JPEG XR are used

in the database. For JPEG 2000 and JPEG XR two different coding strategies

are adopted, which are denoted as “JPG2K_1" and “JPG2K_2", “XR_1" and

“XR_2", respectively. For each coding method, original images are coded at 6

different quality levels. Therefore, there are totally 160 distorted images. There

are a broad spectrum of distortion types in the TID2008, TID2013 and CSIQ

databases. Since we are only intereted in compression distortion, only JPEG and

JPEG 2000 distortion are investigated on these databases.

As for metrics of performance evaluation, the Pearson linear correlation coef-

ficient (PLCC), Spearman rank order correlation coefficient (SROCC) and root

mean squared error (RMSE) are employed as described in [1, 2]. PLCC generally

indicates the goodness of linear relation. SROCC is computed on ranks and thus

depicts the monotonic relationships. RMSE computes the prediction errors and

thus depicts the prediction accuracy. To put the MOS and its prediction on the

same scale for various algorithms, a monotonic logistic function is used to find

nonlinear mapping between the prediction and subjective quality scores as [2]:

q(x) = α1

(
0.5− 1

1 + exp(α2(x− α3))

)
+ α4x+ α5, (3.20)

where α1 to α5 are the parameters obtained by regression between the input and

output data.

60



Table 3.2: Performance evaluation at each step

PLCC SROCC RMSE

D DF IPW-
MSE

PW-
MSE

D DF IPW-
MSE

PW-
MSE

D DF IPW-
MSE

PW-
MSE

Toyama 0.626 0.822 0.872 0.926 0.613 0.816 0.873 0.922 0.976 0.712 0.612 0.470
MMSPG 0.775 0.890 0.921 0.954 0.797 0.891 0.866 0.927 16.769 12.139 10.358 7.965
TID2008 0.870 0.952 0.961 0.983 0.866 0.949 0.963 0.977 0.933 0.577 0.478 0.343
TID2013 0.899 0.967 0.972 0.983 0.917 0.916 0.956 0.970 2.199 0.414 0.389 0.300

CSIQ 0.861 0.954 0.970 0.973 0.916 0.948 0.956 0.963 0.158 0.094 0.079 0.072

3.3.1 Validation at each stage

The proposed algorithm consists of several steps to simulate the different stages of

HVS. To evaluate the effectiveness of the proposed IQM at each step, intermediate

results are summarized in Table 3.2 for all six databases.

We evaluate the performance of DF in Eq. (3.12) after applying low-pass filter.

Then frame level masking effect is considered and the performance of IPW-MSE

is measured, and finally the performance of PW-MSE is measured. As shown in

Table 3.2, the performance on compression distortion of all databases are pre-

sented, where we can see, as the starting point, MSE has the worst performance

comparing to other steps of the proposed algorithm. This is expected because

MSE does not incorporate any characteristics of HVS. Then from DF to PW-

MSE, the performance on the overall database is improved from 0.822 to 0.926 in

PLCC for the Toyama database and from 0.890 to 0.954 in PLCC for the MMPSG

database. Similarly, we can observe the similar trend on other databases and in

other performance metrics, i.e., SROCC and RMSE.

The performance of DF is significant improved from MSE. This is because

with the low-pass filtering, DF removes the most parts of imperceivable distortion,

making it more consistent with the human perception. IPW-MSE and PW-MSE

improves the performance further, because in addition to low-pass filtering, the

masking effect is considered. Moreover, we could find that the performance of

61



λ
2

0 0.5 1 1.5 2 2.5 3

P
L
C

C

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Toyama

MMSPG

TID2008

TID2013

CSIQ

(a)

λ
2

0 0.5 1 1.5 2 2.5 3

S
R

O
C

C

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

Toyama

MMSPG

TID2008

TID2013

CSIQ

(b)

λ
2

0 0.5 1 1.5 2 2.5 3

S
c
a
le

d
 R

M
S

E

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Toyama
MMSPG
TID2008
TID2013
CSIQ

(c)

Figure 3.12: The effect of model parameter λ2 on various performances. (a) PLCC
(b) SROCC (c) RMSE

PW-MSE is generally better than IPW-MSE either under each type of distortions

or under the overall database. This is because in PW-MSE , the masking effect is

considered at a finer scale than in IPW-MSE, as a consequence, the predication is

more accurate.

3.3.2 Parameter investigation

Parameters are critical to the performance of the proposed algorithm. λ2 in Eq.

(3.18) is an important parameter that would affect the overall performance. To

62



(a) (b)

 

 

(c) (d)
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Figure 3.13: Visual illustration of distortion modulation at pixel. (a) Original
image. (b) Distorted image. (c) Randomness map. (d) Distortion modulated with
λ2 = 0.2. (d) Distortion modulation with λ2 = 1.2. (e) Distortion modulation
with λ2 = 2.2.

investigate its influence on the final performance, experiments are carried out by

varying it in the range of [0, 3].

The curves of the overall performance on the six databases are shown in Fig.

3.12 for PLCC, SROCC and RMSE, respectively. When λ2 = 0, the masking mod-

ulation with randomness is actually eliminated, resulting in the same performance

as DF . As shown in Fig. 3.12 (a), when λ2 increases slightly, the performance
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increases significantly on all the databases. During this stage, the masking modu-

lation starts affecting and the parts masked by strong maskers reduce its impacts

on the overall quality index. When λ2 becomes larger, after peaking at a certain

value, the performance starts decreasing. This is because some distortion is over-

masked and thus it is not consistent with the HVS. The same observation could

be obtained in SROCC and RMSE in Fig. 3.12 (b) and (c). As for the best λ2, it

is almost constant on each database that it generally falls in the range [1, 2]. In

the proposed algorithm, it is fixed at 1.2.

Fig. 3.13 visually illustrates the masked distortion with different parameters.

We can see that in the distorted images in Fig. 3.13 (b), the distortion is more

obvious in the sky region where the content is simple, while less obvious in the

rock region. If the parameter λ2 is too small as in Fig. 3.13 (d), the distortion in

the complex region is not masked enough. Thus the measured quality index is not

accurate enough. When λ2 is too large as in Fig. 3.13 (f), the distortion in the

complex region is over masked that it totally disappears, which is also inaccurate.

3.3.3 Validation of effectiveness of randomnness map

To further verify the effectiveness of proposed randomness, a entropy map and a

masking map generated from division gain normalization [81] are used to replace

randomness map in the proposed metric and their performance are compared. The

entropy map is calculated based on 9 × 9 blocks, pixels within each non-overlap

9× 9 block share the same entropy value.

The linear relation in Eq. (3.15) is critical to the accuracy of proposed quality

metric. We can see that the randomness could generally achieve a good linear

relation as shown in Fig. 3.10. The relation between entropy map and displacement
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Figure 3.14: Relation between displacement of metric curves and entropy map. (a)
On the Toyama database. (b) On the MMSPG database.

of metric curves are visually shown in Fig. 3.14, where we can see that there is

neither strong linear relation nor other proper relation.

The performance of the proposed metric with different masking maps is eval-

uated on various databases. The results are shown in Table 3.3 and it is obvious

that the proposed metric with randomness map has better performance. This is

because randomness has better prediction for the displacement of metric curves

and the performance of the proposed metric significantly relies on such relation,

otherwise the metric could not effectively estimate the masking effect.

3.3.4 Comparison with benchmark algorithms

In this section, the performance of PW-MSE is compared with that of the seven

benchmarks including: PSNR, SSIM [124], MS-SSIM [126], VIFp [112], GSMD

[136], FSIM [140] and VSI [139]. Default setting is used for all the benchmark

IQMs. FSIM and VSI are computed in color space and the rest IQMs are computed

in gray images, where color images in RGB space are converted into YCbCr color

space and only the luminance component Y is used. In TID2008, TID2013, and
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Table 3.3: Overall performance on different databases

Database PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI EntropyDGN Our

PLCC

Toyama 0.588 0.849 0.852 0.779 0.825 0.863 0.858 0.822 0.832 0.926
MMSPG 0.790 0.927 0.936 0.853 0.898 0.899 0.926 0.849 0.886 0.954
TID2008 0.869 0.963 0.974 0.953 0.982 0.975 0.981 0.935 0.951 0.983
TID2013 0.916 0.962 0.970 0.952 0.975 0.971 0.981 0.938 0.967 0.983
CSIQ 0.918 0.967 0.981 0.978 0.977 0.979 0.976 0.954 0.955 0.973

SROCC

Toyama 0.578 0.841 0.848 0.778 0.850 0.856 0.855 0.816 0.817 0.922
MMSPG 0.797 0.904 0.897 0.820 0.914 0.892 0.900 0.760 0.892 0.927
TID2008 0.866 0.961 0.969 0.949 0.979 0.969 0.978 0.929 0.949 0.977
TID2013 0.917 0.948 0.955 0.938 0.968 0.958 0.968 0.931 0.961 0.970
CSIQ 0.916 0.951 0.968 0.967 0.963 0.964 0.967 0.948 0.949 0.963

RMSE

Toyama 1.012 0.661 0.656 0.785 0.708 0.633 0.642 0.712 0.710 0.472
MMSPG 16.277 9.925 9.345 13.851 11.656 11.611 10.014 15.563 12.288 7.965
TID2008 0.937 0.510 0.431 0.571 0.354 0.424 0.372 0.777 0.583 0.343
TID2013 0.658 0.445 0.397 0.502 0.366 0.393 0.318 0.731 0.418 0.300
CSIQ 0.123 0.080 0.060 0.065 0.066 0.063 0.068 0.094 0.096 0.072

Table 3.4: Results of statistical significance test

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI PW-
MSE

PSNR – 11111 11111 11111 11111 11111 11111 11111
SSIM 00000 – 00111 00001 00111 11111 00111 11111
MS-
SSIM

00000 00000 – 00000 00100 11000 00110 11110

VIFp 00000 11010 11110 – 01110 11110 11110 11110
GSMD 00000 11000 11000 10000 – 11000 11010 11010
FSIM 00000 00000 01000 00000 00100 – 00110 11110
VSI 00000 00000 00001 00000 00000 10000 – 11000
PW-
MSE

00000 00000 00001 00000 00000 00000 00000 –

CSIQ databases, only the images with compression distortion, i.e., JPEG and

JPEG 2000 distortion are used for evaluation.

Generally PLCC, SROCC and RMSE are consistent in performance evaluation,

but not always. For example, in Table 3.3, PW-MSE achieve the best performance

on TID2008 in terms of PLCC, but not the best in terms of SROCC. That is
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because these evaluation methods measure different aspects of performance, and

they are not exactly the same.

For the overall performance, from Table 3.3, we can see that PSNR has the

worst performance in PLCC among all IQMs. This is reasonable, because all the

other IQMs incorporates with the characteristics of HVS while PSNR merely com-

putes the pixel errors. We can have the similar observation in other performance

metrics, i.e., SROCC and RMSE. SSIM and MS-SSIM have similar performances

on both databases, this is because both of them measure the structure distor-

tion. In PLCC, PW-MSE outperforms other seven benchmarks, except on the

CSIQ database, where it also achieves close performance to the best performer

MS-SSIM. In general, PW-MSE has excellent performance comparing with other

benchmarks under various evaluation methods.

To obtain statistical conclusions on the performance of PW-MSE, we followed

similar approaches of hypothesis testing in [136, 113]. The hypothesis tests are

carried out on the MOS prediction residual of two quality metrics, which is assumed

to follow Gaussian distribution. The left-tailed F-test to the residuals of every two

metrics on different databases and the results are shown in Table 3.4. A test

result of H = 1 for the left-tailed F-test at a significance level of 0.05 means that

the metric in the column has better performance than the model in rows with a

confidence greater than 95%. A value of H = 0 means the metric in the column

has indistinguishable or significant worse performance than the metrics in rows.

Each cell of Table 3.4 contains 5 flags, which from left to right stand for the test

results on the Toyama, the MMSPG, the TID2008, the TID2013, and the CSIQ

databases, respectively. We can see that PW-MSE has the most positive flags,

i.e., 1, indicating it has significant better performance than other metrics on most

databases.
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Figure 3.15: Scatter plot of MOS vs. IQMs. (a) PSNR (b) SSIM (c) MS-SSIM (d)
VIFp (e) GSMD (f) FSIM (g) VSI (h) PW-MSE

Table 3.5: Compression distortion and its visual artifacts

Compression distortion Visual distortion
JPEG Blocking, Ringing

JPEG 2000 Blurriness, Ringing
JPEG XR Blocking, Blurriness, Ringing

To provide a visual comparison among the benchmark IQMs and the proposed

algorithm, the scatter plots of the quality index versus the MOS are shown in Fig.

3.15, where each point corresponds to a distorted image. We could see that for

SSIM, MS-SSIM, GSMD and FSIM, the quality scores of the good quality images

are very close to each other. For example, in SSIM, for the images with quality

higher than 50 in MOS, its SSIM scores are in the range of 0.99 to 1.00. For

PW-MSE, quality scores are evenly distributed.
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Table 3.6: Performance on JPEG2000 distortion

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI Proposed

PLCC

Toyama 0.856 0.853 0.858 0.833 0.865 0.839 0.912 0.926
MMSPG 0.834 0.938 0.883 0.876 0.905 0.975 0.948 0.902
TID2008 0.867 0.968 0.976 0.965 0.986 0.98 0.986 0.987
TID2013 0.917 0.967 0.971 0.961 0.979 0.973 0.983 0.974
CSIQ 0.947 0.963 0.982 0.978 0.980 0.981 0.975 0.978

SROCC

Toyama 0.865 0.845 0.848 0.83 0.892 0.826 0.908 0.939
MMSPG 0.826 0.937 0.926 0.864 0.940 0.956 0.933 0.915
TID2008 0.813 0.964 0.970 0.958 0.981 0.977 0.985 0.980
TID2013 0.884 0.949 0.954 0.941 0.967 0.958 0.971 0.971
CSIQ 0.936 0.956 0.973 0.97 0.972 0.969 0.969 0.970

RMSE

Toyama 0.652 0.66 0.648 0.699 0.633 0.687 0.517 0.463
MMSPG 12.768 7.999 10.87 11.177 9.829 5.093 7.353 9.995
TID2008 0.972 0.492 0.428 0.514 0.327 0.387 0.320 0.312
TID2013 0.679 0.435 0.407 0.473 0.351 0.392 0.312 0.385
CSIQ 0.102 0.085 0.060 0.066 0.063 0.062 0.071 0.066

3.3.5 Performance on individual distortion types

The compression distortion consists of various visual distortion types, e.g., blur-

riness, blocking and ringing artifacts. As pointed out in [76, 86, 99], different

compression distortion types may be dominated by very different visual distortion

types. For example, JPEG distortion mainly include blocking and ringing arti-

facts, while JPEG 2000 distortion include blurriness and ringing artifacts. Table

3.5 summarizes the compression distortion and their main visual distortion types.

To have a comprehensive understanding of the performance of the proposed

metric on individual type of distortion, especially on the distortion types that are

visually different, we compare the performance with benchmark metrics on JPEG

2000, JPEG and JPEG XR, respectively and the results are listed in Table 3.6,

3.7, and 3.8, respectively. We can see that for JPEG 2000, PW-MSE hits the top

8 times, which is better than other quality metrics. Similarly for JPEG and JPEG
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Table 3.7: Performance on JPEG distortion

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI Proposed

PLCC

Toyama 0.391 0.849 0.849 0.736 0.786 0.892 0.809 0.954
TID2008 0.868 0.957 0.97 0.939 0.977 0.974 0.986 0.969
TID2013 0.914 0.957 0.968 0.941 0.97 0.971 0.985 0.981
CSIQ 0.847 0.976 0.984 0.982 0.984 0.984 0.981 0.971

SROCC

Toyama 0.332 0.844 0.853 0.730 0.814 0.899 0.809 0.951
MMSPG 0.764 0.882 0.870 0.769 0.916 0.905 0.914 0.944
TID2008 0.876 0.930 0.941 0.916 0.953 0.937 0.962 0.956
TID2013 0.919 0.922 0.933 0.916 0.951 0.938 0.954 0.959
CSIQ 0.888 0.953 0.966 0.967 0.965 0.965 0.962 0.955

RMSE

Toyama 1.138 0.654 0.653 0.838 0.764 0.558 0.728 0.370
MMSPG 19.991 10.364 10.817 14.766 13.012 8.543 9.092 4.678
TID2008 0.847 0.495 0.416 0.587 0.361 0.384 0.284 0.420
TID2013 0.611 0.437 0.375 0.508 0.366 0.358 0.256 0.295
CSIQ 0.163 0.066 0.055 0.057 0.055 0.055 0.060 0.073

XR, PW-MSE also has the best performance in terms of being the best metric on

a specific database.

Besides, we also compare the performance on other non-compression distortions

such as Gaussian blur and white additive noise. The results are shown in Table 3.9

and 3.10, respectively and the top 3 performers are highlighted in bold font. As

we can see, the proposed metric still has the comparable performance with other

benchmark metrics.

Table 3.8: Performance on JPEG XR distortion

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI Proposed

PLCC MMSPG 0.783 0.915 0.927 0.829 0.883 0.933 0.901 0.956
SROCC MMSPG 0.775 0.878 0.883 0.806 0.885 0.908 0.88 0.928
RMSE MMSPG 16.212 10.503 9.769 14.552 12.227 9.394 11.314 7.618
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Table 3.9: Performance on Gaussian blur

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI Proposed

PLCC

TID2008 0.934 0.818 0.821 0.781 0.885 0.783 0.924 0.914
TID2013 0.952 0.88 0.882 0.859 0.911 0.904 0.952 0.937
CSIQ 0.952 0.953 0.954 0.957 0.968 0.929 0.964 0.951

SROCC

TID2008 0.908 0.827 0.830 0.805 0.923 0.857 0.924 0.910
TID2013 0.929 0.878 0.879 0.855 0.949 0.898 0.946 0.925
CSIQ 0.936 0.953 0.954 0.957 0.969 0.926 0.964 0.947

RMSE

TID2008 0.219 0.351 0.349 0.381 0.285 0.540 0.234 0.248
TID2013 0.217 0.337 0.334 0.363 0.293 0.304 0.218 0.247
CSIQ 0.051 0.051 0.05 0.048 0.042 0.062 0.045 0.052

Table 3.10: Performance on white noise

PSNR SSIM MS-
SSIM

VIFp GSMD FSIM VSI Proposed

PLCC

TID2008 0.872 0.947 0.951 0.943 0.887 0.945 0.946 0.947
TID2013 0.895 0.880 0.964 0.962 0.892 0.955 0.956 0.948
CSIQ 0.908 0.939 0.866 0.957 0.969 0.957 0.876 0.958

SROCC

TID2008 0.879 0.879 0.955 0.943 0.901 0.901 0.953 0.947
TID2013 0.915 0.915 0.968 0.964 0.915 0.915 0.961 0.953
CSIQ 0.929 0.929 0.975 0.967 0.971 0.971 0.968 0.968

RMSE

TID2008 0.575 0.378 0.361 0.389 0.541 0.382 0.381 0.372
TID2013 0.556 0.592 0.33 0.342 0.565 0.370 0.365 0.397
CSIQ 0.120 0.098 0.143 0.083 0.071 0.083 0.304 0.082
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Figure 3.16: Average consumed time in each stage of the PW-MSE
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3.3.6 Computational complexity

The computational complexity of the proposed PW-MSE is also analyzed in this

section. Since PW-MSE consists of three stages: namely they are low-pass filtering,

randomness calculation and modulation, their time consumption is investigated

respectively. The average processing time over all images of each database was

measured for each stage. The results are illustrated in Fig. 3.16, where we can see

that, because of the larger image resolution, the time consumption on the MMSPG

database is higher than on the Toyama database. Moreover, on both databases,

we can find that the randomness calculation takes a large portion of computation

in the proposed algorithm.

Meanwhile, we also compared the total time consumption of PW-MSE with

other benchmark algorithms. The mean of consumed time for each image was

measured and the results on both databases are shown in Fig. 3.17. Among these

IQMs, since PSNR is the simplest in computation complexity, it has the least

computing time as expected. Because SSIM and GSMD calculate the similarity of

pixel and edge information respectively, their time consumption is slightly larger

than PSNR and less than other algorithms. For PW-MSE, since the randomness

is computed for the entire image, it increases the computational complexity, but

it still has less or comparable time consumption comparing with the rest IQMs.

3.4 Summary

In this chapter, PW-MSE is proposed for compressed images. The masking effect

as well as the low-passing filter characteristics of the initial process of HVS is

explored. To mathematically model and simulate the initial process in HVS , the

CSF is adopted as the transfer function in frequency domain. The error signal from
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Figure 3.17: Average total consumed time of the benchmark algorithms and the
PW-MSE. (a) On the Toyama database (b) On the MMSPG database.

the compression distortion is filtered with the proposed transfer function in spatial

domain, which removed most errors in high frequency that can not be perceived by

humans. Furthermore, after processing through the initial part of HVS, the error

signal is highly affected by various masking effects from different image contents.

To study the masking effect quantitatively, the randomness is proposed to measure

it by considering the spatial correlations. Moreover, a modulation relation among

the randomness and the distortion before masking and after masking is investi-

gated. By observing the relation of MOS and the distortion before masking effect,

a modulation model is proposed at image level. Later, it is extended into pixel

level, providing finer scale masking analysis. PW-MSE is tested on the databases

with various compression distortions. By validating at every step, we could found

that each step of PW-MSE contributes to overall performance improvement. The

performance comparison with other benchmark IQMs demonstrates the effective-

ness of PW-MSE.
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Chapter 4

Quality Assessment for

Compressed Videos

One of the most important applications of video quality metric is assisting the

video codec to select proper coding parameters and thus achieve the optimal rate-

distortion balance. Since the assessment to the compressed video is critical to the

coding performance, it is highly desired to develop video quality metrics that could

precisely predict human’s perception on compressed videos. Due to the large time

and human resource consumption of the subjective video quality assessment, great

efforts have been dedicated to developing various objective video quality metrics.

A number of video quality metrics have been designed to simulate the charac-

teristics of the HVS. Contrast sensitivity is one of the most important properties of

the HVS, which varies to different spatial and temporal frequencies, and has been

psychophysically studied and modeled in the contrast sensitivity function (CSF)

[44, 41, 61, 34, 23, 55, 131]. Video quality metrics employ the CSF to analyze

the visibility of impairs [87, 70]. In [87], the video is preprocessed with separable

filters both in temporal and spatial domains. A low-pass and a bandpass filter are

used for temporal filtering, while spatial filtering is implemented in the Discrete

Wavelet Transform (DWT) domain. In [70], distortion is decoupled into detail

losses and additive impairments with DWT, and the sensitivity of the distortion

is analyzed through a comprehensive spatial-temporal CSF and the weighting fac-

tors are calculated to adjust the distortion according to the sensitivity at different
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DWT frequencies. In these CSF models, the contrast sensitivity is only modeled

as a function of frequency, without taking the visual attention into consideration.

Actually, the contrast sensitivity is not uniform distributed over the video con-

tent. Instead, it peaks at gazed region and decreases away from it. While static

images might give viewers enough time to watch the details in different regions,

videos release tremendous information within very short time, that makes the

HVS unable to receive all of it. Consequently, only the parts within visual atten-

tion are perceived throughout while the other parts may be ignored. Therefore,

visual attention plays an important role in quality assessment and it starts being

concerned in recent researches [123, 68, 74, 39]. In [123], the difference of wavelet

coefficients between an undistorted image and its distorted version is weighted with

the foveation error sensitivity according to the visual attention. In [68], a video

presentation is transferred from its original Cartesian coordinate to the curvilinear

coordinate by a foveation filtering operation, and then the distortion is calculated

with weighted signal-to-noise ratio. In [74], various quality metrics are modified by

weighting the original metrics with a saliency map derived from the eye tracking

data of visual attention, and improvements in performance was observed, com-

paring with the metrics without visual attention. An overview of applying visual

attention in quality assessment is given in [39]. In these methods, it simply gives

greater weights to the distortion in the attended areas at the pooling stage, and the

weight is usually designed intuitively. Therefore, it is hard to justify and develop a

proper and accurate weighting scheme that could work the same way as the HVS

in balancing the attended and unattended distortions.

Another important characteristics to consider in video quality is the masking

effect, which refers to human’s reduced ability to detect a stimulus on a spatially

or temporally complex background. The traditional way to measure the masking
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effect is using a divisive gain control method, which decomposes the video into

multiple channels and analyzes the masking effect among the channels by divisive

gain normalization [66] and [129]. However, the mechanism of gain control mostly

remains unknown. Additionally, since only simple masker such as sinusoidal grat-

ings or white noise is used in the experiments to search for optimal parameters to

fit the gain control model, there is no guarantee that these models are applicable

to natural images [26]. In [128] and [47], it is pointed out that masking effect

highly depends on the level of randomness created by the background. Usually

the regular background contains predictable content and the stimulus will become

distinct from neighborhood when it is different from human’s expectation of its

position. While in the random background, the content is unpredictable, and thus

any change on it will be less noticed. Therefore, there is higher masking in the

random background than the regular background. In [128], the concept of entropy

masking is proposed to measure masking effect of background using zero order

entropy. However, it only measures masking in spatial domain, for videos, which

is obviously inadequate, because the temporal activities will also affect the visibil-

ity of distortion significantly. Usually distortion is highly masked in the massive

and random motions while less masked in regular and smooth motions. In [135],

the mismatch between two consecutive frames is used to measure temporal activ-

ities. However it may not reflect the regularity of motion precisely, since smooth

and regular motion could also produce large mismatch. Therefore it is desired to

develop the method that could measure the regularity of motion and thus measure

the masking effect of videos.

On other hand, although MSE has been criticized for the low correlation to

the HVS, due to its low computational cost, it is still used widely in practice.

The inaccuracy of MSE in perceptual quality prediction comes from the lack of
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psychophysical designs in HVS, like counting the imperceptible distortions. In this

work, we revise the MSE by incorporating important HVS characteristics. First,

to remove the imperceptible distortion from MSE, a low-pass filter is designed

based on the CSF and visual attention. Since the contrast sensitivity is affected

both by frequency and visual attention, visual saliency is introduced to adjust the

cutoff frequency in the CSF so that the developed low-pass filter could adaptively

remove the imperceptible distortion according to the location that is attended or

not. In this way, the problem of non-uniform sampling of visual acquisition is solved

naturally by removing less high frequency distortion in salient regions and more

in non-salient regions. In addition, the masking modulation is applied afterward

to reduce the imperceptible distortion covered by masking. Because a smooth and

regular motions will hide less distortion than massive and irregular motions, we

first propose a method to measure the randomness of video with a dynamic model.

Since video content is easier to predict with regular motion than random motion,

the prediction error actually reflects the randomness of video and can be used as

the measurement of randomness to indicate how much the background could mask

the noise. Furthermore, we investigate the model of masking modulation, which

quantitatively analyzes how the modified MSE should be compensated according

to the proposed randomness. The analysis is performed based on the relation

between the modified MSE and perceptual quality scores across different video

contents.

4.1 Foveated Low-pass Filter

The initial visual signal processing in HVS includes two steps. In the first step, the

visual signal goes through eye’s optics, forming an image on the retina. Because
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of the diffraction and other imperfections in the eye, such processing would blur

the passed image. In the second step, the image will be filtered by neural filters

as it is received by photoreceptor cells on retina and then passed on to Lateral

Geniculate Nucleus (LGN) and the primary visual cortex. These processes are

more like low-pass filtering and will hide considerable high frequency information

from perception.

4.1.1 Low-pass filtering with CSF

The CSF, which is defined as the inverse of contrast threshold of detectable contrast

at a given frequency, provides a comprehensive measure of spatial vision. Although

it is not exactly equivalent to modulation transfer function (MTF), it reflects the

same trend as the modulation gain. For instance, higher sensitivity at particular

frequencies always means higher modulation gain at the corresponding frequencies

and vice versa. Therefore, many researchers have treated the CSF as the spatial

MTF, and used it to define characteristics of initial processing in HVS [31, 13, 127].

There are various CSF models [98, 132], and the typical CSF could be modeled as

a function of frequency [132]:

CSF(f) = (a+ b · f)e−c·f , (4.1)

where a, b and c are model parameters and f is spatial frequency. Therefore

the processed visual signal after passing through the initial part of HVS can be

modeled as

I ′ = F−1(CSF(f)) ∗ I, (4.2)
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Figure 4.1: The foveated low-pass filter. (a) e = 0. (b) e = e2. (c) e = 3e2.

where I ′ and I are the processed and original visual signal, respectively; F−1 is

the inverse Fourier transform and ∗ is the convolution operation.

4.1.2 Foveated low-pass filter

Our gaze is mainly driven to follow the most salient regions, and the distortions

that occur outside the salient areas are assumed to have a lower impact on the

overall quality. This is because the photoreceptor cells are not equally distributed,

but they are dense in the fovea and sparse on the peripheral retina. Therefore, the

gazed regions on an image has better visual resolution in the HVS and consequently

it is less blurred while the regions outside foveation will lose much more details.

However, in Eq. (4.2), the whole image is processed with the same filter, without
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considering the effect of visual attention. Since the contrast sensitivity changes

with location of the image projected onto the retina, the filter should be adaptively

changed rather than using a constant filter.

The contrast sensitivity is a function of both spatial frequency and the position

projected on the retina. In [42], a model of contrast threshold is developed based

on the spatial frequency of the visual signal and its retinal eccentricity to the

fixation. Since the contrast sensitivity is the inverse of the contrast threshold, the

corresponding CSF could be expressed as

CSF(f, e) = 1
CT0

· exp
(
−µ · f · e+ e2

e2

)
, f > 0, (4.3)

where f is the spatial frequency in cycles/deg, e is the retinal eccentricity, CT0

is a constant presenting the minimum contrast threshold; e2 is the half-resolution

eccentricity; µ is the spatial frequency decay constant. The retinal eccentricity e

is the angle between the fixation and the location of the signal and it is related to

the distance between the two points and the viewing distance. According to Eq.

(4.3), the contrast sensitivity decreases as the retinal eccentricity increases.

By transforming the CSF in Eq. (4.3) into spatial domain, we have the impulse

response of initial processing system in the HVS as

h(d, e) = 1
πCT0

· µ(e+ e2)e2

e2
2d

2
F + α2(e+ e2)2 , (4.4)

where dF is the distance from the filter center, i.e., dF =
√
x2 + y2. Fig. 4.1 shows

the impulse response of the developed filter at different locations. We can see

that on the fixation (i.e., e = 0), the impulse response is sharp, which means the

content is less blurred, while as the distance increases, the impulse response spread
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into larger nearby areas, making the content more blurred. This is consistent with

the characteristics of the HVS that there is high acuity on the fixation location.

4.1.3 Computational model of eccentricity

Since the visual acuity varies on the different location of a video, accurate pre-

diction of visual attention is critical. Recording eye movements is so far the most

reliable means for studying human visual attention and it provides the ground

truth of the fixation locations on videos. It is highly desirable to incorporate these

information into the developed foveated low-pass filter. However, recording such

data requires extra equipment like eye tracking devices and the experiments are

expensive and time consuming. More importantly, since human is involved in the

process, it is impossible to develop it into objective quality metrics where each

component should be automatic. An alternative way is using saliency detection

algorithms. In general, saliency is defined as what attracts human perceptual

attention. Computational visual attention models trying to predict the gaze loca-

tion of human with features from images or videos could be generally classified into

two categories: a bottom-up approach [20, 52, 11, 44, 22] and a top-down approach

[57]. Top-down methods are task dependent and based on prior knowledge about

scenes and objects. In contrast, bottom-up methods are scene-dependent and based

on stimulus-driven mechanism. Usually, bottom-up approaches are computation-

ally efficient. For example, an efficient saliency detection method is proposed in

[52], where a set of feature maps from three complementary channels as intensity,

color, and orientation are normalized respectively and then linearly combined to

generate the overall saliency map. In this work, this algorithm is adopted based

on its good performance and low computational complexity.
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(a) (b)

 

 

(c) (d)

Figure 4.2: Visual illustration of foveated low-pass filtering. (a) Original image.
(b) Filtered with constant low-pass filter. (c) Saliency map. (d) Filtered with
foveated low-pass filter.

The saliency map quantifies the possibility of the locations being the gazed

locations. A location with a large value in the saliency map is more likely to be

gazed and hence the eccentricity of that location projected on the retina will be

small, vice versa. Therefore, the retina eccentricity of a location increases as its

visual saliency value decreases. In [74], the saliency value is assumed to be gaus-

sian distributed around the fixation as s = exp (−d2
E/σ

2), where dE is the distance

from fixation and σ is the model parameter. Since our saliency map is gener-

ated by computational saliency models and the actual distribution depends on the

employed computational saliency models, instead of using gaussian distribution,

we apply a more general distribution as
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Figure 4.3: Relation of MOS and ln(MSEf) for different video sequences. (a) On
the MCLV database [72]. (b) On the VQEG database [43].

s = exp

(
−d

θ
E

σ2

)
, (4.5)

where θ is the model parameter depending on different saliency detection algo-

rithms and in our experiments θ = 4. Based on Eq. (4.5), it is straightforward to

use the visual saliency value to approximate the retina eccentricity as

e(i, j) = arctan
(−σ2ln(s(i, j)))ϑ

L

≈ γ · ln(1/s(i, j))ϑ, (4.6)

where s(i, j) is the visual saliency value at position (i, j) and L is the viewing dis-

tance. γ = σ2ϑ/L, ϑ = 1/θ. The values of s(i, j) within each frame are normalized

into the range of [0, 1].
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Table 4.1: The slopes and goodness of fitting

MCLV
SeqName BB BC BQ CR DK EA EB FB KM
Slope -3.300 -2.186 -3.034 -4.267 -3.218 -3.957 -5.140 -3.252 -2.966
R2 0.937 0.987 0.987 0.971 0.994 0.987 0.994 0.978 0.984

VQEG
SeqName SRC01 SRC02 SRC03 SRC04 SRC05 SRC06 SRC07 SRC08 SRC09
Slope -1.092 -1.333 -1.306 -1.434 -1.536 -2.206 -1.431 -0.975 -1.646
R2 0.986 0.988 0.986 0.977 0.991 0.937 0.980 0.993 0.959

4.1.4 Blockwise filtering

Since the contrast sensitivity is different in positions, the low-pass filtering that

simulates the initial processing of the HVS could be applied with adaptive filters

based on Eq. (4.3) and Eq. (4.6). For the constant filters, it is equivalent to apply

filtering in frequency domain or spatial domain. However, since the proposed low-

pass filter changes spatially, the spatial information will be lost in Fourier frequency

domain, it only could be implemented in spatial domain as

∆If (i, j) = h(e) ∗ (Id − Io) = h(e) ∗∆I. (4.7)

Eq. (4.7) is computationally heavy, since for each pixel we have to generate

a new filter according to the corresponding saliency values. Usually the saliency

map is continuous and smooth, thus we could assume that the saliency value

within a neighborhood is similar. Each frame of video is partitioned into N × N

blocks and larger N could reduce the computational complexity but with coarser

eccentricity estimation, while smaller N could provide finer estimation but with

higher computational cost. In our experiments, block size is set to 32 × 32 for a

good balance between accuracy and computational complexity. For the kth block

Bk, the average eccentricity of the block

ēk = 1
N2

N∑
(m,n)∈Bk

e(m,n) (4.8)
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is used to present to visual attention. Thus a constant filter is applied within a

block as

∆If (i, j) = h(ēk) ∗∆I(i, j), (4.9)

where (i, j) ∈ Bk.

The visual illustration of foveated low-pass filtering is shown in Fig. 4.2. We

can see that in Fig. 4.2(b), the high frequency signals are equally removed cross

the content, even in the regions that we are interested in. However, in Fig. 4.2(d),

they are removed adaptively according to the saliency map shown in Fig. 4.2(c)

and high frequencies remain in the salient regions.

After the adaptive low-pass filtering, MSE is calculated as the mean of sum of

squared difference between the original and compressed video sequences as

MSEf = 1
WHL

L∑
t=1

WH∑
i=1,j=1

∆If (i, j, t)2, (4.10)

D = ln(MSEf), (4.11)

where W , H and L are the width and the height and the duration of the video

sequences; ∆If is the distortion after low-pass filtering.

4.2 Perceptual Modulation

The visibility of distortion highly depends on the content of background. Usually

strong masking effect could prevent the distortion from being observed and thus

reduce the distortion perceptually. Therefore it is important to measure the mask-

ing effect. In [128], it is pointed out that masking effect highly depends on the
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level of randomness created by the background. For videos, randomness should be

measured both in spatial and temporal domains.

4.2.1 Displacement of metric curves

The relationship between the MOS and D in Eq. (4.11) is shown in Fig. 4.3 for

various sequences from different databases. Each point corresponds to a distorted

video sequence and metric curves are formed by connecting the points sharing the

same original video. In other words, the connected points in Fig. 4.3 are video

sequences compressed from the same original sequence but with different compres-

sion levels. Under the same video content, D is a good predictor of perceptual

quality (i.e., MOS), since the MOS monotonically decreases with D.

However such relation can not be applied to distorted videos with different con-

tents. As we can observe in Fig. 4.3, there are different horizontal displacements

for the metric curves of different video contents. Such difference in horizontal

displacement mainly comes from the different masking effect of various video con-

tents. Given the same MOS, the points of metric curves on the right side have more

actual distortion i.e., MSEf , than on left as shown in Fig. 4.3, which means the

video in the right metric curve has more masking and that makes it have the same

perceptual quality as the videos on the left side. Therefore, the videos with strong

masking effect are more likely to have metric curves on the right side, and the

displacement of these curves with respect to the left side reflects the significance

of masking effect.

To quantitatively analyze the masking effect, we assume the shapes of the

curves in Fig. 4.3 are identical by neglecting the small differences among them.

The points of same contents are fitted with linear curves and the slopes of different

curves are presented in Table 4.1 as well as the goodness of fit R2. We can see that
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within each database, the slopes of most video sequences are close to each other,

which means that the shapes of these curves are almost the same. R2 describes

how well the linear model fits to the actual data and the closer to 1 its value is, the

better the mode is. Although the values of R2 in Table 4.1 are all so close to 1 that

means linear model is accurate, it is not necessary to limit the model to linear.

Instead, as long as the shape of these curves are the same, we could generalize the

relation of D and MOS as

M̂OS = F (D − P ), (4.12)

where P is the horizontal displacement depending on the video content and F (·) is

could be a linear function or other monotonic decreasing function representing the

shape of these curves. P reflects the masking effect of the video content. Strong

masking effect always results in large P values. Since F (·) is fixed in Eq. (4.12), an

accurate estimation of P is critical to the MOS prediction. Due to the difference

of masking effect, P varies significantly from sequence to sequence.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 4.4: Visual illustration of temporal randomness on two different video
sequences.
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4.2.2 Temporal and Spatial Randomness

To measure the masking effect of video content, the regularity of video content is

analyzed quantitatively both in spatial and temporal domains. As an important

characteristics of video, motion information is highly related to masking activities.

Usually distortion is highly masked in the massive and random motions while less

masked in regular and smooth motions.

For regular motion, the future frames can be predicted from the past frames by

learning the temporal behavior of a short video clip in past. Thus the prediction

error reflects the randomness of motion. To capture the temporal activities of past

video, the video sequence can be modeled as a discrete-time dynamic system [32].

To simplify the problem, the video signal is modeled as a linear dynamic system as

in [19]. Let Y l
k = [y(k), · · · , y(l)] ∈ Rm×(l−k) denote a short sequence from the kth

frame to the lth frame and each frame is rearranged into a column vector y ∈ Rm,

where m equals to the number of pixels within a frame, i.e., m = W × H. The

motion in video is simulated as evolution process of a dynamic system, described

as


Y l
k = CX l

k +W l
k

X l
k = AX l−1

k−1 + V l
k

, (4.13)

where X l
k = [x(k), · · · , x(l)] and X l−1

k−1 = [x(k− 1), · · · , x(l− 1)] ∈ Rn×(l−k) are the

state sequences of Y l
k and Y l−1

k−1 , respectively, and m > n. A ∈ Rn×n is the state

transition matrix encoding the regular motion information and V l
k ∈ Rn×(l−k) is

the sequence of motion noise that can not be represented by regular information

A. C ∈ Rm×n is the observation matrix encoding the shapes of objects within

the frames and V l
k ∈ Rn×(l−k) is the sequence of observation noise that can not
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be represented by regular shape information C. Given the video sequence Y l
k , the

model parameters A, C and the state sequence X l
k is not unique. There are infinite

choice of these matrix which could give exactly the same video sequence Y l
k . An

efficient method was proposed in [12], which employs singular value decomposition

and keeps the n largest singular values as,

Y l
k = UΣV T +W l

k, (4.14)

where Σ = diag[σ1, · · · , σn] contains the n largest singular values and U ∈ Rm×n,

V ∈ R(l−k)×n are corresponding decomposition vectors. By setting X l
k = ΣV T and

C(l) = U , we could determine the state sequence and the model parameter C.

Since the redundancy in Y l
k is removed by reducing the dimension from m to n,

X l
k is the compact representation of Y l

k with a loss of information W l
k .
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Figure 4.5: (a) The relation between horizontal displacement P and temporal ran-
domness and spatial complexity. (b) Combined temporal and spatial randomness.

Moreover A is expected to capture the motion information and thus predict

future frames. The optimal A could be found by minimizing the squared prediction

error as
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Â(l) = argmin
A
||X l

k+1 − AX l−1
k ||. (4.15)

Therefore the optimal solution could be obtained as

Â(l) = X l
k+1X

l−1
k

+
, (4.16)

where X l−1
k

+ is the pseudoinverse of X l−1
k . We could predict future frame y(l+ 1)

based on the obtained model parameters, i.e., A(l), C(l) that characterize the

temporal activities of sequence Y l
k . The prediction error could be calculated as

RT (l + 1) = |y(l + 1)− C(l)A(l)x(l)|, (4.17)

where RT (l+1) ∈ Rm actually is the noise that could not be predicted with regular

information. This value reveals the predictability of the next frame according

to trajectory of moving objects in the past frames and thus reflect its temporal

randomness. Usually smooth and regular motions in videos will make future frames

more predictable than massive and random motions. Fig. 4.4 shows the temporal

randomness for two sequences. Fig. 4.4 (a)-(d) and (f)-(i) show the frames of

the sequence “ElFuente2" and “OldTownCross", respectively, and the Fig. 4.4(e)

and Fig. 4.4(j) show the corresponding temporal randomness calculated from Eq.

(4.17). In the background of sequence “ElFuente2", the motion of water drops is

unpredictable and thus its temporal randomness is large. While in the sequence

“OldTownCross", the motion is smooth and regular. Consequently its temporal

randomness is much smaller than that of the sequence “ElFuente2". Finally, the

average temporal randomness is used to represent the overall temporal randomness

of the whole video as
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R̄T = 1
m · L

L∑
l=1

m∑
i=1

Ri
T (l), (4.18)

where Ri
T (l) ∈ Rm is the ith component of RT (l) and L is the total number of

frames.

Besides the temporal domain, the spatial activities of the frame also affect the

masking effect. The pixel variance of N×N block is computed to indicate the local

spatial randomness and the logarithm of the mean of the local spatial randomness

is utilized as spatial randomness of the whole video as

R̄S = ln

(
1

M · L

L∑
t=1

B∑
i=1

σ2(i, t)
)
, (4.19)

where σ2(i) is the variance of the ith N × N block in the tth frame; B and L

are the total number of blocks within a frame and total number of frame within a

sequence.

4.2.3 Modulation

As discussed above the displacement of metric curves in Eq. (4.12) reflects the

masking effect and it relates to the temporal and spatial activities of the video

sequences. To investigate its relation to temporal randomness R̄T and spatial

randomness R̄S, we have to measure the actual horizontal displacement first. That

can be determined by measuring horizontal position of the crossing points of the

metric curves with any horizontal lines such asMOS = 3.0. The relation of actual

displacement P with temporal randomness R̄T and spatial randomness R̄S is shown

in Fig. 4.5. In Fig. 4.5(a), each point represents a video sequence either from the

database MCLV or the database VQEG, we could see that the displacement has

91



linear relation with R̄T and R̄S, respectively. Thus, it could be approximated with

a linear surface and the displacement could be predicted as

P̂i = αR̄T + βR̄S, (4.20)

where α and β are model parameters and fixed at 0.315 and 0.372, respectively.

Fig. 4.5 (b) shows the relation between the actual and the predicted displacement.

Combining the Eq. (4.11), (4.12) and (4.20), we have

M̂OS = F
(
ln(MSEf)− αR̄T − βR̄S

)
, (4.21)

= G(MSEf · e−(αR̄T +βR̄S)). (4.22)

where G(·) = F (ln(·)). It is acceptable for a quality metric to predict MOS

through a nonlinear mapping, because the mapping is easy to be found and it

depends on various environmental factors like the range of MOS and evaluation

methodology. Therefore, in [1] and [2], a nonlinear mapping is not considered as

part of VQM, rather it is left to the final stage of performance evaluation. G(·)

could be obtained by fitting the objective prediction scores to the subjective quality

scores as described in [1, 2]. We use the perceptually weighted distortion

MD = MSEf · e−(αR̄T +βR̄S) (4.23)

as the MOS predictor. In this way, the MSE is modified according to the HVS

characteristics and thus become more correlated with the perceptual quality.
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4.2.4 Context effect

The MOS of a video mainly is determined by the its perceptual quality, but also

affected by the perceptual quality of other videos during subjective tests. For

example, when a video with medium quality is evaluated in a pool of severely

impaired videos, it will get a higher MOS than it is evaluated in a pool of high

quality videos. Such phenomenon is called context effect. Although various sub-

jective tests are designed carefully to reduce such effect, it can not be removed

completely in subjective tests [101, 7]. Usually the quality of former displayed

videos will affect MOS of latter videos, but since the display order of the videos

are random for each subject, it is reasonable to assume that each video has equal

chance to be affected by other videos in subjective tests. Assuming that the MOS

of a video would be equally affected by other videos, a slight shift in MOS might

be caused with the general perceptual quality of the context, which is expressed

as

MOS = Q− η · Q̄, (4.24)

where Q̄ is the average perceptual quality of all videos displayed in subjective tests

and η is a penalty coefficient reflecting how much other videos would affect the

quality of current video. For example, η = 0 means MOS is not affected by quality

of other videos. So far such shift in MOS will not affect the performance evaluation

of quality assessment.

However, in the actual subjective test, the MOS of a particular video may

receive different impact from different videos. The MOS of a video is more likely

to be affected by the videos with similar contents and distortion types. In other

words, when the subjects provide quality scores, they intend to compare the quality

of current video with previous similar videos with similar distortion types and the
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resulting quality score will be affected by these videos more than others. In this

work, we focus on the same distortion types, i.e., compression distortion, and thus

only the content is concerned. To measure similarity of videos, besides the temporal

randomness in Eq. (4.17) and spatial randomness measured in Eq. (4.19), the color

information is also extracted, due to the fact that color also plays important role

in quality assessment as described in [17]. Therefore color feature for each frame

is extracted as

cv = det


σ2
Y σ2

Y U σ2
Y V

σ2
Y U σ2

U σ2
UV

σ2
Y V σ2

UV σ2
V

 , (4.25)

where σ2
Y , σ

2
U , σ

2
V are the variance of Y, U, V components in YCbCr color space,

respectively; σ2
Y U , σ

2
Y V , σ

2
UV are the covariance of three component, respectively.

The mean value c̄v along the temporal domain is used for each sequence. Therefore

we measure the distance between the ith and the jth videos in the feature space

as

d(i, j) = κ1|c̄vi − c̄vj|
c̄vi + c̄vj

+ κ2|R̄T i − R̄Tj|
R̄T i + R̄Tj

+ κ3|R̄Si − R̄Sj|
R̄Si + R̄Sj

, (4.26)

where κ1 - κ3 are constant model parameters indicating the importance of the

features and they are set to 1 in our experiments. The videos with smaller distance

d(i, j) will affect the MOS of each other more than the videos with larger distance.

To simulate the impact of other video quality on the MOS and meanwhile take

the content distance into consideration, we modify the quality metric in Eq. (4.23)

and propose the Perceptually Weighted MSE as

PW-MSE(i) = MD(i)− η
 1

∆i

∑
j∈V,j 6=i

e−d(i,j) ·MD(j)
 , (4.27)
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where e−d(i,j) is the weighting factor and ∆i = ∑
j∈V,j 6=i e

−d(i,j) is used for normal-

ization; V is the set of videos in context and η = 1. If the content similarity among

videos is identical, Eq. (4.27) becomes Eq. (4.24) and the context effect vanishes

in terms of quality prediction, because a constant added to the metric will not

affect the final performance.

Table 4.2: Intermediate performance at each stage

PCC SROCC RMSE

MSE FoveatedPW MSE FoveatedPW MSE FoveatedPW
MCLV 0.4526 0.6416 0.9576 0.4442 0.6265 0.9649 2.7975 1.7022 0.6391
VQEG 0.6907 0.7310 0.9323 0.6816 0.7412 0.9030 0.6309 0.5710 0.3155
IRCC 0.7960 0.9098 0.9351 0.8050 0.8944 0.9167 0.6369 0.4511 0.3853

4.3 Experimental Results

Table 4.3: Overall performance on various databases

MCLV VQEG IRCCyN

PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE
PSNR 0.472 0.464 1.957 0.690 0.668 0.631 0.810 0.805 0.637
SSIM 0.452 0.470 1.979 0.641 0.536 0.670 0.834 0.830 0.600
VIFp 0.518 0.511 1.898 0.704 0.663 0.619 0.837 0.832 0.595
MS 0.681 0.663 1.625 0.854 0.855 0.454 0.917 0.911 0.433
ST-MAD 0.579 0.623 1.810 0.670 0.558 0.648 0.912 0.909 0.446
MOVIE 0.625 0.627 1.733 0.768 0.877 0.559 0.753 0.900 0.716
VQM 0.763 0.783 1.433 0.880 0.876 0.415 0.918 0.910 0.431
PW 0.958 0.965 0.639 0.932 0.903 0.315 0.935 0.917 0.385

4.3.1 Subjective Databases and Performance Metrics

The performance of the proposed video quality matric was evaluated in the three

databases including the MCLV [72], the VQEG [43], the IRCCyN databases. In
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the MCLV, there are 12 original video sequences with the solution of 1920×1080.

Two types of compression distortion are involved in the MCLV database. In the

first type of distortion, the original sequences are compressed with H.264/AVC

codec, generating four different quality levels. In the second type of distortion, the

original sequences are first downscaled and compressed with H.264/AVC codec at

four quality levels. Then the compressed sequences are upscaled to the original

resolution. There are totally 96 distorted video sequences in the MCLV database.

In the VQEG database, the original sequences are from the VQEGHD 3 of the

VQEG project and there are 9 original sequences with the resolution of 1920×1080.

In the database VQEGHD 3, besides the compression distortion types, there are

several other distortion types like transmission error. Since we are only interested

in compression distortion, only six distorted sequences with compression distortion

were selected for each original sequences. There are totally 54 distorted video

sequences. In the IRCCyN database, there are sixty original sequences with the

resolution of 640×480. The videos are encoded with H.264/AVC and the codec of

scalable video coding (H.264/SVC). Each original video is encoded at four different

quality levels. Thus there are totally 240 distorted videos.

Since some performance metrics such as the linear correlation coefficient

requires to compare linear correlation, for fair comparison the nonlinear mapping is

carried out between the objective score and MOS. The following nonlinear function

is employed before performance evaluation for all video quality metrics.

q(x) = α1

(
0.5− 1

1 + exp(α2(x− α3))

)
+ α4x+ α5, (4.28)

where α1 to α5 are the parameters obtained by regression between the input and

output data. As for metrics of performance evaluation, the Pearson correlation

coefficient (PCC), Spearman rank order correlation coefficient (SROCC) and root
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mean squared error (RMSE) are employed as described in [1, 2]. PCC generally

indicates the goodness of linear relation. SROCC is computed on ranks and thus

depicts the monotonic relationships. RMSE computes the prediction errors and

thus depicts the prediction accuracy.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

PSNR

M
O

S

 

 

MCLV

VQEG

IRCCyN

(a)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

SSIM

M
O

S

 

 

MCLV

VQEG

IRCCyN

(b)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

VIFp

M
O

S

 

 

MCLV

VQEG

IRCCyN

(c)

0 0.2 0.4 0.6 0.8
0

0.2

0.4

0.6

0.8

1

MS−SSIM

M
O

S

 

 

MCLV

VQEG

IRCCyN

(d)
ST-MAD

0 0.2 0.4 0.6 0.8 1

M
O

S

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MCLV

VQEG

IRCCyN

(e)
MOVIE

0 0.2 0.4 0.6 0.8 1
M

O
S

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MCLV

VQEG

IRCCyN

(f)

VQM

0 0.2 0.4 0.6 0.8 1

M
O

S

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MCLV

VQEG

IRCCyN

(g)
PW-MSE

0 0.2 0.4 0.6 0.8 1

M
O

S

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MCLV

VQEG

IRCCyN

(h)

Figure 4.6: Scatter plot of MOS vs predicted MOS by various quality metrics.

4.3.2 Performance at two stages

The proposed algorithm consists of two main stages to simulate the visual sig-

nal processing in the HVS. In the first stage, the foveated low-pass filtering is
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implemented to simulate the initial processing of the HVS. Then masking effect is

considered to simulate high level processing in the HVS. To verify the effectiveness

of each step in the proposed algorithm, the intermediate results of each step was

investigated. The results are summarized in Table 4.2, where the performance of

the MSE is listed in the first column of three performance evaluation methods, fol-

lowed by the performance of the foveated low-pass filtering (denoted as Foveated)

and PW-MSE.

As we can see in Table 4.2, the performance under each performance evaluation

method is improved at each stage under all databases. In the MCLV database,

MSE does not perform well comparing with in other databases, only achieving

around 0.45 and 0.44 in PCC and SROCC respectively. Even after processing

with the foveated low-pass filtering, the performance is not improved significantly.

This is because in the MCLV database, the video contents are quite diverse. That

makes the masking effect vary dramatically among different sequences and as a

consequence MSE becomes inconsistent over different video content. When mask-

ing effect is taken into consideration by introducing the masking modulation at

the second step, we could see that the performance is improved to 0.9576, 0.9649

and 0.6391 in PCC, SROCC and RMSE, respectively. As far as the VQEG and

IRCCyN databases are concerned, MSE achieves better performances than in the

MCLV database and the performance is further improved at each step.

4.3.3 Overall performance

In this section, we compare the performance of the proposed method with other

benchmarks including: PSNR, SSIM [140], VIFp [112], MS-SSIM [126], ST-MAD

[120], VQM [102], MOVIE [109]. Among them, ST-MAD, VQM and MOVIE

are video quality metrics and the rest are image quality metrics. For the image
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quality metrics, the final quality score was computed with average pooling after

quality scores were calculated for each frame. Default settings were used for all

the benchmarks, except for MOVIE1. Only the luminance component is used for

analysis. Table 4.3 summarizes the performance of all the video quality metrics in

the MCLV, the VQEG and the IRCCyN databases, where the best performance is

highlighted in boldface.

From Table 4.3, we could see that the proposed PW-MSE achieves the best

performance among all the video quality metrics and performs consistently well

that it obtains PCC and SROCC above 0.9 on all the three databases. In addition,

except MS-SSIM, the performances of video quality metrics are generally better

than that of image quality metrics. This is because temporal characteristics are

considered in video quality metrics but not in image quality metrics.

The scatter plots of subjective quality score against objective quality score are

shown in Fig. 4.6 for the three databases. In order to plot in the same scale,

the MOS was normalized and the objective scores were obtained after applying

non-linear fitting to MOS. We can see the width of the PW-MSE’s scatter plot is

the narrowest among the quality metrics, which implies it has better correlation

between the objective and subjective quality scores than other metrics.

4.3.4 Computational complexity

The computational complexity of the proposed PW-MSE was investigated on a

computer with a CPU of Intel Xeon 2.4 GHz and 64GB Memory. Expect MOVIE,

all the quality metrics were implemented in Matlab and were running with Matlab

1Due to the limited computational capability, the frame interval of MOVIE is set to 32 for
the MCLV and VQEG databases, instead of default value 8.
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Figure 4.8: The average consumed time for single video at each stage of PW-MSE.

2014a. MOVIE was implemented in C and compiled with the GNU Compiler

Collection (GCC).

The average consumed time for each video was measured and the results on the

three database are shown in Fig. 4.7. We can see that due to video size such as

resolution and frame number, the consuming time of each metrics increases from

the IRCCyN database to the MCLV and VQEG databases, except for MOVIE,
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which employed different parameters that reduce running time in the MCLV and

VQEG databases. Meanwhile we can see that the consumed time of MOVIE is

obviously much higher than other metrics, because it applies a set of time costing

3D filters convoluting with videos. All the image quality metrics consumed much

less time, because they limit the analysis on spatial domain rather than temporal-

spatial domain. The PW-MSE has comparable complexity with these image quality

metrics and VQM, but much less than MOVIE and ST-MAD.

Furthermore, Since PW-MSE consists of two main stages, i.e., low-pass filtering

and masking modulation, their time consumption was investigated respectively.

The average processing time videos was measured for each stage. The results are

illustrated in Fig. 4.8, where we can see that masking modulation consumes more

time than the foveated low-pass filtering, because the calculation of temporal and

spatial randomness could relatively cost more time. Also in the adaptive low-pass

filtering, the filter is updated at block level rather than pixel level, its computation

is reduced significantly.

4.4 Summary

In this chapter, PW-MSE is proposed for compressed videos. The masking effect

as well as the low-passing filter characteristics of the initial process of HVS is

explored. To mathematically model and simulate the initial process in HVS, the

foveated CSF is adopted as the transfer function in frequency domain. The error

signal from the compression distortion is filtered with the proposed transfer
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Chapter 5

Advanced Video Coding

Techniques

5.1 Proposed Screen Content Video Coding

5.1.1 HEVC Edge Mode (EM) Scheme

For HEVC intra modes, the content of a square block, or more specifically a pre-

diction block, is predicted using modes having different prediction angles. The

mode yielding the least distortion, typically measured as mean-square error or

mean absolute error, is selected to code the associated prediction block. Usually,

regions with complex content are likely to be coded with a smaller block size such

as 4×4 or 8×8, because prediction over a larger block would generate residuals

having high energy. For screen content, many of the blocks contain smooth areas

separated by a straight or curved edge. There are common methods outside of

HEVC to represent such curves using multiscale straight or curved kernels, such

as ridgelets and curvelets [117]. Within the HEVC framework, it is therefore rea-

sonable to approximate edges as straight lines with different orientations in blocks

of such small sizes. Furthermore, the prediction mode oriented along the edge is

likely to produce less residual energy than a mode that predicts across the edge,

as pixel values from neighboring blocks used during the prediction process are not

good predictors of pixels on the opposite side of an edge. Consequently, if we have
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d csc θ

Figure 5.1: Dependency between prediction direction and the edge modes

selected the best intra prediction for a given block, it is likely that the edge orien-

tation is in parallel with the intra prediction direction. The remaining unknown is

the position of the edge within the block.

Along the edge direction, we consider three different edge positions as illus-

trated in Fig. 5.1: one passing through the center of block and the other two

having a distance of 1
4d csc θ with respect to the center, where d is the block width

and θ is the angle between the intra prediction direction and the horizontal line.

Fig. 5.1 shows both the case when the edges are aligned with the intra prediction

direction and the case when they are not aligned.

Computed over the first 50 frames of SlideEditing, Fig. 5.2 illustrates the his-

tograms of four typical edge directions selected by the encoder during the RD-

optimization process, when intra prediction is horizontal. As expected, the edge

direction aligned with the prediction direction is used most frequently. The his-

togram also shows that the edge orientations are sometimes not aligned with the

prediction direction. To cover these possibilities, three edge positions that are

orthogonal to the intra predictions are also checked as illustrated in Fig. 5.1.

103



0 degree 45 degree 90 degree 135 degree
0

1

2

3

4

5

6
x 10

4

Edge Direction

N
u

m
b

e
r

Figure 5.2: Histogram of edge direction when intra prediction is horizontal in
SlideEditing

Thus, depending on the direction of a specific intra prediction mode, six edge

positions are considered and the best one is selected by minimizing the RD cost

J = Dp + λRp, (5.1)

where Dp and Rp are the corresponding distortion and number of bits associated

with coding a block using an edge position denoted by p.

Simplification using Mode Classification

In order to achieve more accurate spatial prediction, HEVC supports a total of

35 intra prediction modes. The mode numbers and the corresponding prediction

methods are shown in Fig. 5.3, where mode 0 is DC prediction, mode 1 is planar

intra prediction, and modes 2 to 34 are directional modes covering 33 different

prediction angles. Using six edge positions for each of the 33 directional prediction

modes would require the encoder to perform up to almost 200 additional RD tests

for each prediction block, which is impractical. To simplify the implementation

104



1 2 3

4 5 6

7 8 9

10 11 12

18  19   20   21  22  23   24   25   26   27  28   29   30   31  32   33  34    

0  : Intra_ Planar

1  : Intra_DC

1
7
   1

6
   1

5
   1

4
   1

3
  1

2
  1

1
   1

0
   9

    8
    7

    6
    5

    4
    3

     2

D
e

g
re

e
 0

Degree 90Degree 135 Degree 45

Intra Mode Edge Mode

Figure 5.3: Intra modes classification and edge modes

of the proposed EM scheme, we classify intra modes into four main directions as

described below.

Intra modes with an approximately horizontal prediction direction, modes 6-

14, are classified to a group called Degree 0. Similarly, modes 22-30 are classified

as Degree 90; modes 2-5 and 31-34 are classified as Degree 45; and modes 15-21

are classified as Degree 135, as shown in Fig. 5.3. With the above simplification,

the number of allowed edge positions is restricted to 12 edge modes, indexed from

1 to 12 as shown in Fig. 5.3. For the intra DC mode and the intra planar mode,

edge modes 1 to 6 are more likely to be used based on our observations, so they

are classified to Degree 0.

To verify the dependency between intra prediction modes and edge modes, we

ran encoding experiments to check the optimal edge mode for each intra prediction

mode using the RD optimization process. In the experiments, 50 frames of various

screen content videos are encoded using Intra mode The histograms of the best

edge modes for two representative sequences, BasketballDrillText and SildeEditing,

are shown in Figs. 5.4(a) and (b), respectively. As shown in Fig. 5.4a, we see that

blocks associated with diagonally-oriented prediction modes (e.g., modes 16-20)
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Figure 5.4: Histogram of edge mode occurrence for different intra prediction modes

tend to be coded using diagonal edge modes. In contrast, diagonal edge modes

are less likely to be chosen for vertical and horizontal intra prediction modes. The

same observation applies to Fig. 5.4b. Here we see that many vertical and horizon-

tal edge modes are used with the vertical and horizontal prediction modes. These
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observations confirm that when vertical/horizontal intra predictions are used, ver-

tical/horizontal edge modes are best suited for coding the residuals. When diagonal

intra predictions are used, diagonal edge modes are more appropriate.

Applying Transforms to Sub-blocks

For each block that uses an edge mode, we partition it into two sub-blocks and then

apply separable 2D DCT transforms. For edge modes 1-6, as pictured in Fig. 5.3,

each sub-block is an M×N rectangle, so the existing horizontal and vertical trans-

forms from HEVC can be applied. For edge modes 7-12, which partition the block

into non-rectangular regions, several options similar to the shape-adaptive trans-

form [114] can be considered. In this work, we develop directional 2D transforms

that apply the DCT along separable paths in each partition

The directional 2D DCT used here comprises the following two steps:

1. First, a set of 1D DCTs is applied diagonally in alignment with the edge

orientation. For example, as shown in Fig. 5.5, sub-blocks for edge modes 7

and 8 are first transformed along a diagonal direction. The DCT coefficients

are also arranged from low to high frequencies along these paths. As a result,

the lowest-frequency DCT coefficients are located along the top row and right

column.

2. Next, the second set of 1D DCTs is applied along paths so that the DC

coefficients of the first transform are covered by one DCT. The transform

path for the AC coefficients are similar, as shown in Fig. 5.5.
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Figure 5.6: Flowchart of the proposed HEVC/EM

Integration and mode coding in HEVC

The proposed edge mode coding scheme is effective for blocks containing strong

edges. For smooth blocks, the existing HEVC modes work best. Because screen

content video often contains mixed natural and graphics material, we adaptively

select among the existing and new edge modes for coding each intra prediction

block. This combined scheme is called HEVC-plus-edge-mode (HEVC/EM). The

encoder is illustrated in Fig. 5.6.

Up to three modes are checked for each intra block. As described earlier, a

subset of edge modes are evaluated during RD-optimization, depending upon the

intra prediction mode. Additionally, the unmodified HEVC transform is tested on

the block, and transform-skip mode is checked as well, if enabled.
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Table 5.1: Codewords for edge modes

Code Edge Mode Code Edge Mode
000 HM 100 3 or 9
001 TS 101 4 or 10
010 1 or 7 110 5 or 11
011 2 or 8 111 6 or 12

Recall that the edge modes are separated into a horizontal/vertical set and

a diagonal set, where the intra prediction mode determines which set is used.

Therefore, we only need signal one of six edge modes. We also need to signal

whether the existing HEVC transform or transform skip mode are applied. Three

bits are therefore needed to signal which of these eight modes to use. Table 5.1 lists

the codewords for each mode. If the first two bits are zero, then the least significant

bit is 0 when the existing transform from HEVC should be applied (denoted HM),

and 1 indicates that the transform-skip mode (TS) from HEVC should be used.

The remaining values are used to signal which edge mode to use from the subset

of six possible modes.

5.1.2 Experimental Results

The proposed HEVC/EM scheme was implemented using the HEVC test model

reference software HM 7.0 [4]. It was tested using the intra main common test con-

ditions [25]. The proposed HEVC/EM algorithm was tested against a reference

using unmodified HM 7.0, for the four screen content sequences: BasketballDrill-

Text, ChinaSpeed, SlideEditing and SlideShow. Note that transform skip (TS) [24]

is not enabled for the intra main common test conditions. For comparison, we also

present coding performance results for when TS is enabled. When enabled, TS or

edge modes can be applied to 4x4 blocks.
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For a typical encoding run, Fig. 5.7 shows where the edge modes and TS modes

are used on one frame of SlideEditing. Fig. 5.7(a) shows a portion of the original

picture. First, only TS mode is enabled.Blocks encoded with TS are labeled in

red in Fig. 5.7(b). We can see that TS mode is used over most text areas, and

the conventional HM transform was used over the smooth areas. This behavior

is consistent with the expectation that the energy in blocks containing very sharp

transitions is spread over many transform coefficients, thus reducing the coding

efficiency of the transform as compared to using no transform at all.

Fig. 5.7(c) shows mode usage results for when both TS and edge modes are

enabled. Blocks using TS are marked in red, and edge-mode blocks are marked in

blue. We observe that both the edge mode and TS are applied in areas containing

strong edges. Moreover, many blocks marked in red in Fig. 5.7(b) are now covered

by blue, which indicates that the edge modes are more efficient, in a rate-distortion

sense, than TS for coding these areas.

To evaluate the RD performance, four test sequences (Class F) were coded

using QP values of 22, 27, 32, and 37, respectively. 500 frames were coded for

sequences BasketballDrillText, ChinaSpeed, and SlideShow and 300 frames were

coded for sequence SlideEditing. The performance of the original HM is used as the

reference, and BD-rate [18] changes are calculated for when TS and HEVC/EM are

enabled separately. To investigate the effectiveness of edge modes alone, additional

experiment was carried out with TS disabled for EM, which is called EMD. The

experimental results are summarized in Table 5.2. A negative change in BD-rate

indicates reduction in bit-rate for the underlying method to achieve the same

quality performance as the benchmark method. As shown in Table 5.2, TS and

EMD are both better than the original HM with bit reduction 7.5% and xx%

respectively, while the EM has the best performance, i.e. 10.4%, which indicates
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Figure 5.7: Location of blocks encoded with TS (red) or edge (blue) modes

their improvements are additive. Among the four screen content test sequences,

less improvement is achieved in BasketballDrillText. This is reasonable given that

the majority of its content is natural, while only a strip of graphics material is

embedded in the sequence. HEVC/EM still outperforms TS for that sequence, as

edge modes improve performance for several diagonal edges such as those found on

the basketball net. RD curves for this experiment are shown in Fig. 5.8, showing

that the proposed HEVC/EM scheme offers the best RD performance.

For completeness, we also investigated the performance of HEVC/EM and TS

on natural video sequences, which include the class A through class E material
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Table 5.2: BD-Rate changes for screen content sequences using transform skip
(TS) or edge modes (EM)

∆ BD-Rate (%)
Sequence TS EMD EM
BasketballDrillText -0.7 -2.5 -2.9
ChinaSpeed -10.5 -9.1 -13.0
SlideEditing -14.5 -14.7 -18.0
SlideShow -4.4 -7.7
Average -7.5 -10.4
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Figure 5.8: Comparison of RD curves for HM, TS and HEVC/EM

listed in the common test conditions [25] Experimental results are summarized in

Table 5.3. For classes A, B, and E, there is little or no change in RD performance

using edge modes, while there is slight improvement for the lower-resolution Class

C and D sequences. Although the proposed HEVC/EM require additional bits to
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Table 5.3: BD-Rate change for different classes of natural sequences

∆ BD-Rate (%)
Sequence set TS EM
Class A 0.0 0.0
Class B 0.0 -0.1
Class C 0.0 -0.8
Class D 0.0 -1.0
Class E 0.1 0.0
Average 0.0 -0.4

signal the modes, its coding performance for natural sequences does not decrease.

Transform skip has little to no impact on performance for all classes.

5.2 Summary of Screen Content Video Coding

A new coding tool using edge modes, HEVC/EM, was introduced and integrated

into the HEVC test model (HM). Several edge orientations and positions based

on intra prediction directions were tested on screen content material to show that

performance could be improved by partitioning a prediction block into two sub-

blocks. After partitioning, a rectangular 2D DCT or a directional 2D DCT is

applied to these sub-blocks. Experiments show that the proposed HEVC/EM

scheme is effective in coding blocks with strong edges, yielding up to a 17.9%

reduction in bit-rate and an average reduction of 10.4% for screen content video.

HEVC/EM offers a significant coding gain over unmodified HM or the existing

HEVC transform skip mode
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(b) Depth Map

Figure 5.9: The R-Q relationship in the texture and depth map for the sequence
“Kendo”.

5.3 Proposed Rate Control Schemes for 3D

Video Coding

The tradeoff between the output bit rate (R) and the quality (D) of compressed

video is determined by quantization step size (Qs), which is indexed by quantiza-

tion parameter (Q). The R-Qs and D-Qs model have been studied extensively for

previous video coding standards such as MPEG-2 and H.264/AVC.
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For the R-Qs model, the classic quadratic model is developed in [29, 71] and

a linear model is widely studied and applied for its simple form [83, 37, 49]. In

3DV, the R-D characteristics is different from that in previous coding standards.

First, the depth map is a grey image, which has no chrominance (UV) components

for YUV color space. Second, the inter-view prediction is employed to reduce the

redundancy among the different views. We employ the power R-Qs model [59, 48]

for the depth and texture map as

R = ρQτ
s + c (5.2)

where model parameter ρ and τ depend on the video content and the sequence types

(i.e. texture or depth map); c represents the bit to code the header information.

At high bit rate, header bits usually take a small part of the total output bits,

therefore we simplify (5.2) by ignoring the header bits as

R ≈ ρQτ
s (5.3)

In Fig. 5.9, video sequence “Kendo” is coded with Q from 8 to 36. We can see

that both the power model and the quadratic model fit the actual data well. For

its simple form, the power model is adopted in our work. In Fig. 5.9, the texture

and depth map exhibit different R-D characteristics. For example, parameter τ is

quite different in the texture map and depth map.

In H.264/AVC and its MVC extension, Qs and Q have nonlinear relationship,

i.e., Qs double in size for every increment of 6 in Q [108]. This relationship can

be approximated as

Qs ≈ ec1Q+c2 (5.4)
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Figure 5.10: The D-Q relationship in the texture map for the sequence “Balloons”.
In (a) the MSE-Qs relationship is illustrated. In (b) the PSNR-Q relationship is
illustrated.

where c1 and c2 are constants that c1 = 1
6 ln2 and c2 = −2

3 ln2. Therefore R-Q

relationship can be derived by substituting (5.4) into (5.3) as

R = ρ · eτ(c1Q+c2) (5.5)

As for the D-Q model, we investigate the relationship between Q and the

quality of texture map. Since the depth map will not be presented for viewing, Q

of depth map will have no direct effect on view quality, but it will have indirect
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influence on the quality of virtual view. Such influence will be discussed in Section

5.3.1. For the texture map, the D-Q model is adopted as

MSE = χQs
ϕ (5.6)

where MSE is mean square error indicating the quality of reconstructed pictures;

χ and ϕ are model parameters related to the video content. The MSE-Qs rela-

tionship is illustrated in Fig. 5.10 (a), where Q varies from 6 to 32. We can see

that the actual relationship can be precisely depicted by (5.6). MSE and peak

signal noise ratio (PSNR) have following relationship

P = 10log10( 2552

MSE
) (5.7)

where P refers to PSNR. By substituting (5.4) and (5.7), we obtain the P -Q

relation as

P = αQ+ η (5.8)

where α = − 10
ln10c1ϕ and η = 10

ln10(ln2552

χ
− ϕc2). The P -Q relationship in (5.8) is

illustrated in Fig. 5.10 (b). As we can see, the PSNR decreases almost linearly

with increase of Q value.

5.3.1 Quality Analysis for Virtual Views

At the receiver side, the virtual views can be synthesized from nearby coded views

with DIBR. In this work, we investigate in the multiview video captured by par-

allel camera array with small intervals. When DIBR is applied at receiver side,

distortion will be introduced due to the compression error in the texture and depth

map. In [88], analysis on the effect of geometry distortions caused by depth coding
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Figure 5.11: The linear relationship between the quality of virtual view and QT

on the sequence “Champagne_tower”. View 37 is coded while view 38 is synthe-
sized with DIBR. QT is changed from 2 to 30 when QD is fixed at 14, 18 and 22
respectively.
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Figure 5.12: The linear relationship between the quality of virtual view and QD

on the sequence “Champagne_tower”. View 37 is coded while view 38 is synthe-
sized with DIBR. QD is changed from 2 to 30 when QT is fixed at 14, 18 and 22
respectively.

artifacts is presented. In [96], the bound of synthesis error is derived for vari-

ous configurations such as depth errors. Even without compression, the distortion

would be introduced by the DIBR tools. Various DIBR algorithms have been pro-

posed to reduce the synthesis error [92, 142], however it cannot be avoided. In this

work, we are only interested in issues on compression that causes distortion. We

directly investigate the relationship between the quality of virtual view and Q of

texture map (QT ) or depth map (QD).

118



Since the virtual view is projected from pixel value in the texture map, its

quality will be affected by the quality of decoded texture map. In Fig. 5.11, the

quality influence of texture map on virtual view is investigated by changing QT

from 2 to 30 meanwhile fixing QD at 14, 18 and 22 respectively. The quality of

virtual view (P s) is measured in term of PSNR. As shown in Fig. 5.11, once QD

is determined, the P s-QD relationship can be approximated as linear. Similarly in

Fig. 5.12, QD is changed from 2 to 30, while QD is fixed at 14, 18, 22 respectively.

We can see that linearity also can be observed between P s and QD. Therefore we

have the P s-QT relationship as

∂P s(QT , QD)
∂QT

= β(QD) (5.9)

and the P s-QD relationship as

∂P s(QT , QD)
∂QD

= γ(QT ) (5.10)

Moreover, we can observe that the values of β(QD) or γ(QT ) change slowly with

QD or QT . Table 5.4 shows the slopes of linear P s-QT relation and linear P s-QD

relation in Fig. 5.11 and Fig. 5.12, when the corresponding QD or QT are fixed

at 14, 18, 22. In Table 5.4, the derivatives of β(QD) and γ(QT ) (∆β(QD)/∆QD

and ∆γ(QT )/∆QT ), which indicate the change rate with QD or QT , are very

small. Therefore for simplicity, we approximate β(QD) and γ(QT ) as constant and

approximate (5.9) as

∂P s(QT , QD)
∂QT

= β (5.11)
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and (5.10) as
∂P s(QT , QD)

∂QD
= γ (5.12)

where β and γ are considered as constants and their values depend on the video

content.

In Fig.5.13, the joint P s-QT -QD relationship is illustrated by carrying out

extensive experiments, where depth and texture maps are coded with Q from

6 to 30 respectively. The relation in Fig.5.13 can be approximated as 2D plane

which indicates linear and decoupled relation between the P s-QT and P s-QD. For

the completely decoupled linear relations, ideally the derivatives of β(QD) and

γ(QT ) should be 0. As shown in Table 5.4, the actual derivatives are very close to

0, which indicates the approximation is close to the ideal cases, thus the caused

approximation error is neglected in the rest of the chapter.

Table 5.4: The slope of P s-QT relation and P s-QD relation

Q=14 Q=18 Q=22 Der

Champagne γ -0.3076 -0.2853 -0.2636 0.0055
β -0.1214 -0.1088 -0.0942 0.0034

Kendo γ -0.0835 -0.0756 -0.0694 0.0018
β -0.2789 -0.2604 -0.2557 0.0029

Pantomime γ -0.1215 -0.1103 -0.0977 0.0030
β -0.3056 -0.2762 -0.2533 0.0065

Balloons γ -0.1293 -0.1215 -0.1095 0.0025
β -0.2319 -0.2180 -0.1847 0.0059

5.3.2 RDO Bit Allocation at Sequence Level

The reference relation between the coded views and the virtual views is illustrated

in Fig. 5.14, where V1, V3 and V5 are coded views, and V2 and V4 are virtual views

synthesized with the texture and depth maps of V1, V3 and V3, V5 respectively.

Since both the coded views and virtual views will be presented for human, their

120



5

10

15

20

25

30
5

10
15

20
25

30

40

45

50

55

Q
T

Q
D

P
S

N
R

(a) “Pantomime"

5

10

15

20

25

30
5

10
15

20
25

30

40

45

50

Q
T

Q
D

P
S

N
R

(b) “Balloons"

5

10

15

20

25

30
5

10
15

20
25

30

40

45

50

Q
T

Q
D

P
S

N
R

(c) “Kendo"

5

10

15

20

25

30
10

20

30

40

45

50

Q
T

Q
D

P
S

N
R

(d) “Champagne_tower"

Figure 5.13: The joint relation between quality of synthesized view and QT and
QD.

qualities are equally important. Due to the limitation of the transmission capacity

or the storage space, the problem is how to allocate bit reasonably to optimize

the overall quality performance. For convenience, in the rest of this chapter the

superscripts T and D are used to indicate the texture map and depth map; the

subscripts n,m and i, j stand for the view index. The optimization problem is

formulated as

Max

(∑
n∈C

Pn(QT
n ) +

∑
m∈S

Pm(vecQT , vecQD)
)

(5.13)

where C is the set of the coded view index, e.g. C = {1, 3, 5}; S is the set of

virtual view index, e.g. S = {2, 4}; Pn(QT
n ) and Pm(vecQT , vecQD) are the quality

of nth view and mth view. Since the quality of coded view is determined by

the corresponding QT , Pn is the function of QT
n . For virtual view, its quality is
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Figure 5.14: Illustration of the reference relationship of the virtual view and the
coded view.

determined by both the QT and QD of the nearby coded views. For example,

P2 is determined by QT
1 , Q

T
3 and QD

1 , Q
D
3 as illustrated in Fig. 5.14. In general,

Pm is function of vecQT and vecQD, where vecQT = [QT
1 , Q

T
3 , · · · ] and vecQD =

[QD
1 , Q

D
3 , · · · ]. The optimization problem is under the constraint that

∑
n∈C

(
RD
n (QT

n ) +RD
n (QD

n )
)
< Rtot (5.14)

where RT
n and RD

n are the bits to code the nth texture and depth map respectively;

Rtot is total target bits. It is obvious that the optimization problem is generally

convex, since P of the coded view and virtual view have linear relationship with

QT and QD as discussed in section 5.3. By applying the method of Lagrangian

multiplier, we have

J =
(∑
n∈C

Pn(QT
n ) +

∑
m∈S

Pm(vecQT , vecQD)
)

+ λ

(∑
n∈C

(
RT
n (QT

n ) +RD
n (QD

n )
)
−Rtot

)
(5.15)
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where λ is Lagrangian multiplier. The Q values of texture and depth map have

different effects on the total quality. QD only affects the quality of virtual view

while QT influences the quality of both coded views and virtual views. Therefore

depending on the type of Q value (i.e., QT or QD), we have different differential

equations for (5.15). According to (5.8) and (5.11), the partial derivative of the

first term of right side of (5.15) with respect to QT is derived as

∂

( ∑
n∈C

Pn +
∑
m∈S

Pm

)
∂QT

i

= αi +
∑
j∈Ki

βij (5.16)

where αi is the slope of linear Pi-QT
i relation in (5.8); βij is the slope of linear

Pj-QT
i relation in (5.11); Ki is the set of virtual views whose qualities depend on

ith coded view. For example in Fig. 5.14, K1 = {2} since the 1st view only affects

the 2nd virtual view, while K3 = {2, 4} since the 3rd view affects the 2nd and 4th

virtual views. Therefore QT in different positions have different effects on the total

quality, and thus the right side of (5.16) varies for different views.

Meanwhile, by taking the partial derivative of the second term of right side of

(5.15) with respective to QT , and combining with (5.5) we obtain

∂RT
i

∂QT
i

= τi · c1 ·RT
i (5.17)

where RT
i is bits for texture map. Finally, for the optimal solution, by differenti-

ating (5.15) on both sides and replacing with (5.16) and (5.17), we get

0 = kTi + λ · τTi · c1 ·RT
i

∗ (5.18)
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where RT
i
∗ is optimal bit for the texture map of ith view; kTi is a parameter of the

texture map related to the view position that

kTi = αi +
∑
j∈Ki

βij. (5.19)

Similarly the partial derivative of the first term of right side of (5.15) with

respective to QD
n is derived from (5.12) as

∂

( ∑
n∈C

Pn +
∑
m∈S

Pm

)
∂QD

i

=
∑
j∈Ki

γij (5.20)

where γij is the slope of linear Pj-QD
i relation in (5.12). By taking the partial

derivative of (5.15) with respect to QD
i and replacing with (5.20), we have

0 = kDi + λ · τDi · c1 ·RD
i

∗ (5.21)

where RT
i is the optimal bits for ith texture map; kDi is model parameter of the

depth map in ith view that

kDi =
∑
j∈Ki

γij. (5.22)

Therefore from (5.18) and (5.21) we can get the optimal bit allocation for both

depth or texture map of ith view as

R∗i = ki/τi∑
n∈C

(kTn /τTn + kDn /τ
D
n )
Rtot (5.23)

where τi and ki can be the parameters for either texture map or depth map.

Therefore the bit allocation scheme in (5.23) can be applied both for the texture
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and depth map. In this way, optimal bit allocation among different views and

among the texture and depth map are automatically achieved.

5.3.3 Model Parameter Estimation

In order to allocate bits according to (5.23), we have to access model parameter

αi, βij, γij and τi before coding. Therefore the texture map is precoded at QT
A and

QT
B and the depth map is precoded at QD

A and QD
B . Based on (5.8), (5.11) and

(5.12), these parameters can be estimated as

αi = PiA − PiB
QT
iA −QT

iB

(5.24)

βij = P̂jA − P̂jB
QT
iA −QT

iB

(5.25)

γij = P̌jA − P̌jB
QD
iA −QD

iB

(5.26)

where PiA and PiB are the PSNR of ith coded view precoded at QT
A and QT

B

respectively; P̂jA and P̂jB are the PSNR of jth virtual view synthesized with the

ith texture map precoded at QT
A and QT

B respectively; P̌jA and P̌jB are the PSNR

of jth virtual view synthesized with the ith depth map precoded at QD
A and QD

B

respectively.

In order to estimate these parameters, each view has to be precoded twice,

which would involve heavy computation, especially when the view number is large.

Usually the video contents of different views are highly similar. Thus we assume

the R-D characteristics are similar in the same type of videos. To reduce the

computational complexity, instead of precoding m views, only the texture and the
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depth map of the first view are precoded. Then the model parameters α, β, γ are

calculated according to (5.24), (5.25), (5.26) and they are used to predict the other

similar parameters as

αi = α, βij = β, γij = γ (5.27)

Meanwhile from (5.5), we can estimate τi for the texture map or the depth map

as

τi = ln(RiA)− ln(RiB)
ln(QsiA)− ln(QsiB) (5.28)

where RiA and RiB refer to the output bits of texture map or depth map that are

precoded at the corresponding QsiA (QiA) and QsiB (QiB). τT of the texture and

τD of the depth map in the first view are used as estimation for those of other

coded views.

On the other hand, the sequence complexity related parameter ρi needs to be

estimated for the texture and depth map of each view. For the first view, ρ1 can

be estimated according to precoding result as

ρ1 = R1A −R1B

eτ1(c1Q1A+c2) − eτ1(c1Q1A+c2) (5.29)

where ρ1 refers to model parameters for either the texture map or the depth map.

Since RA and RB of other views are unavailable, a limited number of frames are

encoded for the texture and depth map of each view, and the output bit rate is

recorded as sample complexity ri. ρi of other views is estimated as

ρi = ri
r1
ρ1 (5.30)
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In this way, we can estimate the model parameters with reduced computational

complexity.

5.3.4 Frame Level Bit Regulation

Given the total bit rate constraint, the optimal target bit rate (R∗i ) for each texture

or depth map of each view can be calculated according to (5.23). To achieve the

target bit of the each sequence, two RC schemes can be applied. One is to apply

RC at frame level (FL) to adjust Q dynamically along the sequence to achieve

the target bit rate. The other is to adopt a constant Q (CQ) to code the entire

sequence. Since the fluctuation in Q usually degrade the R-D performance, the

CQ usually has better R-D performance than FL. On the other hand, FL has more

accurate target bit rate achievement due to the adaptive adjustment of Q value.

In this work, we adopt both the FL and the CQ schemes to achieve the target

bit. For the FL scheme, bit allocation algorithm in [69] is used to allocate target

bit (Rt) at frame level and the corresponding Qs for the coding frame is calculated

based on (5.3) as

Qs =
(
Rt

ρ

)1/τ

(5.31)

Then the corresponding Q can be attained with the Q-Qs relation.

For the CQ, with the target bit of the sequence, the Q can be calculated based

on (5.5) as

Q = ln(R∗/ρ)− c2τ

c1τ
(5.32)

where R∗ is the target bit; ρ and τ are the estimated model parameters. Since we

have already accessed the R-D characteristics of the sequence and estimated these

model parameters, the calculated Q lead to the achievement of the target bit.
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Table 5.5: Model parameter value and the corresponding estimation

Newspaper Champagne_tower Balloon Mobile
Actual Est E Actual Est. E Actual Est. E Actual Est. E

α
α2 -0.515 -0.512 0.6 -0.406 -0.405 0.1 -0.413 -0.434 5.3 -0.739 -0.736 0.4
α3 -0.535 -0.512 4.3 -0.420 -0.405 3.5 -0.405 -0.434 7.2 -0.746 -0.736 1.3

β
β32 -0.240 -0.242 0.8 -0.112 -0.104 7.0 -0.255 -0.258 1.4 -0.525 -0.514 2.1
β34 -0.250 -0.242 3.4 -0.098 -0.104 6.3 -0.252 -0.258 2.6 -0.519 -0.514 1.0
β54 -0.263 -0.242 8.0 -0.105 -0.104 1.1 -0.256 -0.258 0.9 -0.541 -0.514 5.0

γ
γ32 -0.167 -0.151 9.5 -0.251 -0.256 2.1 -0.102 -0.107 5.4 -0.143 -0.155 8.5
γ34 -0.144 -0.151 4.9 -0.278 -0.256 7.8 -0.096 -0.107 11.5 -0.146 -0.155 5.6
γ54 -0.167 -0.151 9.7 -0.281 -0.256 9.0 -0.101 -0.107 6.9 -0.132 -0.155 17.1

τT τT
2 -1.126 -1.073 4.7 -1.370 -1.314 4.1 -1.103 -1.045 5.3 -1.137 -1.093 3.9
τT
3 -1.164 -1.073 7.8 -1.396 -1.314 5.9 -1.113 -1.045 6.2 -1.187 -1.093 7.9

τD τD
2 -1.048 -1.010 3.6 -0.832 -0.922 10.8 -0.956 -0.993 3.8 -0.727 -0.721 0.9
τD
3 -0.970 -1.010 4.1 -0.904 -0.922 1.9 -1.027 -0.993 3.3 -0.629 -0.721 14.6

ρ
ρT

2 19435 21041 8.3 50493 48792 3.4 23864 23637 1.0 6438 6618 2.8
ρT

3 22032 21991 0.2 60480 57388 5.1 25290 25786 2.0 8040 7596 5.5
Average 5.0 4.9 4.5 5.5

5.3.5 Experimental Results

The experiments are conducted under 5-view scenario, where 3 views are coded,

and 2 virtual views are synthesized. The testing sequences include “Cham-

pagne_tower" (1280×960), “Balloons" (1024×768) provided by Nagoya University

[5], and “Newspaper" (1024×768) provided by Gwangju Institute of Science and

Technology (GIST) [3]. The texture and depth map of three views are separately

encoded with MVC encoder [9] as I-view, P-view and P-view respectively. For

P-view, the interview prediction is only applied for key frames. View Synthesis

Reference Software (VSRS) [10] is used to synthesize the virtual view. 201 frames

are encoded for each view.

Verification of Parameter Estimation Scheme

In this section, we verify the effectiveness of the proposed parameter estimation

scheme in Section 5.3.3. In the experiments, α, β, γ are estimated according to

(5.27), and ρ is estimated according to (5.30), and τT and τD are estimated based

on (5.28).
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Figure 5.15: The R-D curves. The autostereoscopic 3D video is set to 5-view
scenario, where 3 views are coded views and 2 views are virtual views. The three
coded views are coded with MVC codec as I-view, P-view, P-view respectively.
Search range is set to 96 with GOP size 4. Target bits are set at 2.0 Mbps, 3.0
Mbps, 4.0 Mbps, 5.0 Mbps and 6.0 Mbps and the corresponding R-D points are
depicted for each algorithm.

The results and the estimation errors are presented in Table 5.5. We can see

that the estimation is accurate enough that the mismatch is less than 5.5% on over-

age, which indicates the proposed scheme can achieve accurate model parameter

estimation.
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Figure 5.16: The consumed coding time. The autostereoscopic 3D video is set to
5-view scenario, where 3 views are coded views and 2 views are virtual views. The
three coded views are coded with MVC codec as I-view, P-view, P-view respec-
tively. Search range is set to 96 with GOP size 4. Target bits are set at 3.0 Mbps,
4.0 Mbps and 5.0 Mbps for each algorithm.

R-D Performance and Rate Accuracy

In order to evaluate the performance of the proposed RC algorithm, Liu2011 [80],

Yuan2011 [138] and Liu2009 [79] are utilized for comparison. For the proposed

algorithm, both the FL (proposed+FL) and the CQ (proposed+CQ) are employed

to achieve the target bit for each sequence. Table 5.6, 5.7 and 5.8 summarize the

output bits of the coded texture and the depth map of each view. Since the virtual

views are generated with DIBR, for V2 and V4 in Table 5.6 and V3 and V5 in

Table 5.7, V38 and V40 in Table 5.8, there are no output bits for the texture and
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Table 5.6: Result summary of different RC algorithms on the sequence “Balloons”
Liu2011 Yuan2011 Liu2009 Proposed+CQ Proposed+FL

T V Rate P E Rate P E ∆P Rate P E ∆P Rate P E ∆P Rate P E ∆P
(Mbps) (kbps) (dB) (%) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB)

T D T D T D T D
V1 832 211 41.13 718 265 41.31 642 412 40.79 725 129 41.36 759 127 41.16
V2 40.71 41.09 41.06 40.96 40.75

3 V3 811 203 41.05 3.1 692 244 41.24 2.0 0.29 619 374 40.74 5.5 -
0.03

1006 166 42.51 0.2 0.62 1065174 42.60 0.3 0.36

V4 40.58 41.06 41.02 40.82 40.59
V5 828 210 40.82 712 309 41.05 635 484 40.54 865 103 41.74 759 125 40.96
V1 1126 281 42.27 908 353 42.30 913 472 42.33 1015 173 42.57 1013167 42.46
V2 41.74 42.06 42.34 41.88 41.71

4 V3 1106 269 42.12 5.1 880 321 42.19 5.6 0.16 885 426 42.22 4.0 0.29 1311 232 43.33 0.7 0.48 1418231 43.36 0.2 0.43
V4 41.62 42.00 42.28 41.72 41.57
V5 1143 278 41.98 903 413 41.98 909 557 42.02 1149 148 42.63 1011166 42.80
V1 1381 346 43.09 1164 450 43.09 1059708 42.81 1178 226 43.16 1265207 43.19
V2 42.49 42.81 43.04 42.56 41.62

5 V3 1344 336 42.89 2.5 1136 406 42.93 2.9 0.18 1029633 42.67 6.7 0.11 1814 288 43.92 1.1 0.21 1778288 43.90 0.6 -
0.03

V4 42.31 42.76 42.95 42.33 41.71
V5 1371 349 42.62 1169 530 42.71 1060844 42.45 1366 182 42.45 1266166 42.80

Average: 3.6 3.5 0.21 5.4 0.12 0.7 0.43 0.4 0.25

Table 5.7: Result summary of different RC algorithms on the sequence “Newspa-
per”

Liu2011 Yuan2011 Liu2009 Proposed+CQ Proposed+FL
T V Rate P E Rate P E ∆P Rate P E ∆P Rate P E ∆P Rate P E ∆P
(Mbps) (kbps) (dB) (%) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB)

T D T D T D T D
V2 885 227 39.96 577 377 39.31 670 329 39.93 720 215 40.22 700 201 40.01
V3 37.64 37.92 38.11 38.12 37.54

3 V4 798 209 39.56 1.0 540 400 38.95 6.7 -
0.22

634 347 39.57 2.1 0.26 831 342 40.59 2.3 0.50 918 281 40.91 0.1 0.47

V5 38.46 38.67 38.99 38.96 39.01
V6 722 191 38.96 550 354 38.64 648 310 39.29 623 201 39.16 702 201 39.45
V2 1152 304 40.90 741 538 40.37 748 569 40.42 963 309 41.30 934 267 41.13
V3 38.30 38.95 39.00 38.92 38.68

4 V4 1088 279 40.54 1.6 702 575 40.00 5.7 -
0.02

710 610 40.06 2.7 0.04 1094 488 41.57 0.7 0.61 1221374 41.76 0.1 0.48

V5 39.26 39.78 39.88 39.95 39.47
V6 987 253 39.94 722 495 39.74 730 523 39.79 846 270 40.28 934 267 40.33
V2 1498 373 41.75 970 631 41.34 882 830 41.04 1134 375 41.94 1167334 41.97
V3 38.82 39.61 39.92 39.51 39.14

5 V4 1347 347 41.32 1.7 932 680 40.98 4.8 0.19 844 905 40.67 1.8 0.08 1487 599 42.47 0.8 0.69 1527466 42.48 1.4 0.43
V5 39.89 40.64 40.69 40.71 40.57
V6 1208 313 40.58 968 579 40.73 875 757 40.42 1099 345 41.18 1170267 40.33

Average 1.4 5.7 -
0.02

2.2 0.13 1.3 0.60 0.5 0.46

Table 5.8: Result summary of different RC algorithms on the sequence “Cham-
pagne_tower”

Liu2011 Yuan2011 Liu2009 Proposed+CQ Proposed+FL
T V Rate P E Rate P E ∆P Rate P E ∆P Rate P E ∆P Rate P E ∆P
(Mbps) (kbps) (dB) (%) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB) (kbps) (dB) (%) (dB)

T D T D T D T D
38 891 240 41.48 567 603 40.29 521 720 39.96 628 331 40.78 617 292 40.60
39 39.05 40.35 39.79 39.90 39.47

3 40 640 171 41.20 0.6 518 471 40.39 5.6 -
0.12

474 388 40.05 2.8 -
0.55

761 479 41.92 5.4 0.33 769 410 41.82 3.9 0.13

41 38.60 39.82 39.31 39.87 39.44
42 823 217 40.99 544 464 39.85 525 455 39.48 645 318 40.48 620 410 40.66
38 1239 315 42.27 713 1035 41.22 646 1051 40.93 819 433 41.67 823 390 41.68
39 39.59 41.38 41.11 40.84 40.46

4 40 896 233 41.83 2.2 649 571 41.37 7.4 0.31 590 534 41.09 3.2 0.00 1003 630 42.69 4.5 0.69 1020545 42.73 0.1 0.52
41 39.12 41.04 40.54 41.08 40.53
42 1121 285 41.47 731 595 40.84 658 647 40.58 856 438 41.43 837 389 41.49
38 1494 397 42.98 832 1292 41.77 852 1182 41.89 936 547 42.16 1035487 42.33
39 40.10 42.13 41.83 41.44 41.14

5 40 1107 292 42.52 0.6 759 636 41.93 3.3 0.35 777 590 42.06 0.1 0.31 1178 707 43.13 1.7 0.61 1303681 43.30 2.4 0.50
41 39.56 41.84 41.55 41.73 41.06
42 1383 356 42.21 862 784 41.46 884 721 41.61 992 557 41.97 1033583 42.03

Average 1.1 5.4 0.18 2.0 -
0.08

3.8 0.54 2.1 0.38
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depth map. The ratio of output bits of the texture and depth map is fixed close

to 4:1 for Liu2011.

To evaluate the accuracy of the bit rate achievement, the following measurement

is adopted

E = |Rall −Rtarget|
Rtarget

× 100% (5.33)

where Rall is the total bits used to encode the depth map and texture map of

three views; Rtarget is the target bit rate. Table 5.6, 5.7 and 5.8 present the

rate achievement accuracy of different algorithms. We can see the proposed+FL

generally has the best performance that its mismatch is 0.4 %, 0.5 %, 2.1 %

on average for different sequences. The proposed+CQ also achieves acceptable

accuracy, i.e. 0.7 %, 1.3 % and 3.8 % on average.

The PSNR of both coded and virtual views are recorded for each view. The

average PSNR is used to evaluate the overall quality performance of five views for

different algorithms. The average PSNR of Liu2011 is set as the benchmark and

the performances of other algorithms are measured as

∆P = Pi − P̂ (5.34)

where P̂ refers to the average PSNR of Liu2011 and Pi refers to the average PSNR

of the rest algorithms. The results are presented in Table 5.6 5.7 and 5.8, where we

can see the proposed+CQ achieves the best performance that the average PSNR

gains are 0.43 dB, 0.60 dB and 0.54 respectively, while the proposed+FL has little

degradation in R-D performance achieving 0.25 dB, 0.46 dB and 0.38 dB gain

respectively.
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For further illustration, typical R-D curves for different algorithms are shown

in Fig. 5.15, where we can see the proposed+CQ demonstrates the best R-D

efficiency among the different algorithms.

The computational complexity is compared for different algorithms.The com-

putation complexity mainly comes from view coding and view synthesis process.

For Liu2011, each view including the texture and depth map is coded with single

pass, while for the proposed algorithm and Yuan2011, two additional iterations

are required for the first view. For Liu2009, the texture maps of each view have

to be coded for M times and the depth maps have to be code for three times,

where M is the number of proper Q values which generate bit rate falling into

the range [1/2Rt, Rt]. As for view synthesis, Liu2011 has to synthesize two vir-

tual views, while for the proposed method and Yuan2011 three more virtual views

need to be synthesized to assist model parameter calculation. For the Liu2009,

3M more virtual view synthesis are required to calculate the model parameters.

Therefore, Liu2011 consumes the lowest computation complexity. Although the

proposed algorithm requires additional computation in the precoding stage, with

the increase of view number, the portion of the additional complexity in the total

complexity will decrease. The actual consuming time for each algorithm is pre-

sented in Fig. 5.16, where we can see the proposed algorithm takes less time than

Liu2009 and is comparable with Yuan2011.

5.4 Summary of 3D Video Coding

In this chapter, we proposed a RC scheme to achieve the best overall quality for

3DV. Based on power models for the R-Qs and the MSE-Qs relationship, we

derived the exponential R-Q relationship and the linear PSNR-Q relationship.
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Furthermore, a linear model is approximated for the quality dependency between

the virtual view and the coded view. Based on the above R-D characteristics

of both the coded view and the virtual view, a R-D optimized RC algorithm is

derived. Experiments are conducted on different video sequences and the results

demonstrate the effectiveness of the proposed algorithm.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion of the Research

Quality assessment and compression are two important parts of image and video

processing system. This thesis includes researches on quality assessment and video

coding techniques.

Different quality metrics are developed for images and videos. First, methods

based on distortion grouping and content grouping are proposed. Since image and

video quality is affected by both distortion types and contents, by proper grouping,

the quality assessment problem is decoupled into simple problems where only single

factor needs to be considered. Second, the chacteristics of human visual system

are considered and PW-MSE is proposed for both image quality assessment and

video quality assessment in chapter 4 and chapter 5 respectively. In PW-MSE, the

masking effect as well as the low-passing filter characteristics of the initial process

of HVS is explored. Since the perception on videos is quite different from images,

the masking model and CSF in video is different from image and it is revised

acccordingly in the proposed PW-MSE for videos. The experimental results on

each steps verify the effectiveness of both masking and CSF models. PW-MSE for

both images and videos outperforms other benchmark algorithms.

As for the video coding techniques, two different video formats are considered

in this thesis, i.e., screen content and 3D video. For screen content videos, different

edge modes are proposed to adapt to sharp edges in screen content. Significant
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improvement has been achieved as comparing to the latest standard codec, i.e.

HEVC. In 3D video coding, a novel bit allocation scheme is proposed to optimize

the RD performance among different views and between texture and depth maps

within a view. The experimental results show significant RD gains when it is

evaluated with standard codec.

6.2 Future Work

The latest video coding standard, High Efficiency Video Coding (HEVC)[118], has

improved the Rate-Distortion (RD) performance significantly as compared with

the previous video coding standards such as MPEG-2 and H.264/AVC [133]. On

the other hand, being similar to the development of previous standards, its per-

formance optimization has not yet taken the characteristics of the Human Visual

System (HVS) into account. Since the ultimate recipient of any video playback

system is human being, it is desirable to develop video coding tools that optimize

the perceptual quality under the bit rate constraint. Several HVS models and

perceptual quality metrics have been developed by investigating different char-

acteristics of the HVS such as contrast sensitivity, luminance adaptation , and

perceptual masking. The integration of the HVS model and HEVC video coding

tools is still an open problem and it demands further research efforts. For example,

rate control is an important video coding tool that affects the overall video coding

performance significantly. So far, rate control has not been designed by considering

the perceptual RD optimization, and a perceptual RD optimized rate control is

highly in demand.

In future, we will investigate a new Rate-Distortion Optimization (RDO)

method, where the Mean Squared Error (MSE) distortion is replaced by a recently

136



developed perceptual distortion metric called the Perceptually Weighed MSE (PW-

MSE), with an objective to optimize the perceptual RD performance of the HEVC

encoder. A perceptual preprocessing method will be developed to improve the per-

ceptual RD performance and a new perceptual rate control scheme will be proposed

to allocate bits adaptively for best perceptual RD performance.

6.2.1 Perceptually Optimized Video Coding

To achieve high coding efficiency, HEVC employs the Lagrange method to compute

the RD cost of different encoding parameter settings and selects the one with the

minimum RD cost. The Lagrangian RD cost can be written in form of:

J = D + λR (6.1)

where D is the encoding distortion,R is the total number of bits used to encode

the header, motion vector, quantized coefficients etc., and λ is the Lagrangian

multiplier. The Lagrangian multiplier is defined in HEVC as

λ = α · 2
Qp−12

3 (6.2)

where Qp is the quantization parameter and ęÁ is a constant determined empiri-

cally by extensive experiments. Since the distortion is measured by the MSE, the

selected optimal encoding parameter setting is not optimal in terms of perceptual

quality. Moreover, although the Lagrangian multiplier λ is critical in the RDO

optimization in HEVC, it is only adaptive with quantization parameter Qp, with-

out considering the characteristics of input video content. To improve the above

framework, we will develop an RDO scheme by introducing a new distortion metric

and an adaptive Lagrangian multiplier in this task.
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The new distortion metric PW-MSE developed in our previous work will be

employed to replace the traditional MSE in the RDO process. The PW-MSE

measure modifies the MSE measure by taking the spatial and temporal masking

effects into account. It has been verified that the PW-MSE has a more accurate

prediction of perceptual distortion in various image and video databases. The

modified RD cost can be expressed as

J = PWMSE + λ ·R (6.3)

Due to the masking effect, the same amount of distortion under different back-

ground may have different perceptual impact on human observers. For example,

the complex texture region can mask more distortion than the smooth region. This

implies that the Lagrangian multiplier should be adaptive to video content. To pro-

ceed along this line, we need to analyze the complexity of video content. Without

introducing additional computational complexity, we plan to use AC coefficients

obtained after DCT transform in HEVC to characterize the spatial complexity.

Typically, larger AC coefficients implies content of high complexity. Besides, the

temporal complexity can be analyzed using motion vectors in HEVC.

Based on video content characteristics, a Lagrangian multiplier can be designed.

Intuitively, the Lagrangian multiplier should be larger in the complex texture

region than in the smooth region. Because the distortion in the complex texture

region is less important than that in the smooth region. We will find a quanti-

tative model to compute the Lagrangian multiplier by taking the video content

complexity into consideration.

The captured video content may contain some signal types that are of little

value in preserving the fidelity of captured scenes. One type is the noise introduced
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in the video acquisition process. Noise is not the target signal while its coding tends

to increase the bit rate and decrease the perceptual quality. Another type is the

high frequency signal imperceptible by human. Its removal will not reduce the

perceptual quality but save encoding bits. Thus, it is desired to design proper

filters to remove noise and imperceptible details. The contrast sensitivity function

(CSF) that describes the frequency characteristics of the HVS can be used to

design the filters. Furthermore, the frequency of a signal projected onto the retina

can be affected by various factors such as the viewing distance, the display pixel

density, etc. The filter design should consider all relevant factors to guarantee

good perceptual quality at different viewing conditions.

6.2.2 Perceptual Rate Control

The goal of rate control is to regulate the encoded bit stream so as to

achieve the best video quality without violating the constraints imposed on the

encoder/decoder buffer size and the available channel bandwidth. To achieve R-D

optimization, one has to build the rate-quantization (R-Q) model that character-

izes the relationship between rate and Qp and the distortion-quantization (D-Q)

model that characterizes the relationship between distortion and Qp. By replacing

the traditional MSE distortion with the new PW-MSE distortion in the percep-

tually optimized encoder, the previous R-Q and D-Q models will not be accurate

and, as a result, they will lead to a poor rate control performance in the new

encoder. Thus, in the second task, we have to build up accurate R-Q and D-Q

models first.

139



The traditional R-Q and D-Q models have been extensively studied in the

literature before. In [16], a classical D-Q model was derived in form of

D = χQ2
step (6.4)

where Qstep is the quantization step, D is measured in terms of MSE and parameter

χ has a typical value of 1/12. A linear D-Q model was proposed in [58] to relate

the PSNR quality measure and Qp as

PSNR = ρQp+ υ (6.5)

where ρ and upsilon are two model parameters. For the new PW-MSE distor-

tion measure, the exact relationship between D and the quantization parameter

(or the quantization step size) is still unclear. To tackle it, we will conduct exper-

iments so as to collect the distortion data and the corresponding quantization

parameters under various test conditions. The D-Q relationship can be affected by

various factors. Among them, the most influential ones are video content and the

video coding method. In this study, we will analyze the impact of different video

contents and coding settings on the D-Q relationship. In this way, proper model

parameters of the D-Q model could be determined for the HEVC video coding

method.

With the assumption that residual coefficients are Laplacian distribution, the

following quadratic R-Q model was proposed in [29]:

R = a ·m
Qstep

+ b ·m
Qstep

+ c (6.6)
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where m is the Mean Absolute of Difference (MAD) of residuals between the

original and predicted signals and a, b and c are model parameters. The classi-

cal quadratic model has been adopted as a non-normative RC tool in MPEG-4,

H.264/AVC and HEVC. It is unclear whether such a relation would still remain in

the proposed perceptual RDO encoder. Experiments based on the new perceptual

video encoder will be conducted and a new R-Q relationship has to be derived

accordingly.

Since the relationship between the perceptual quality and the bit rate of each

block of a frame is highly nonlinear, it is different from image to image and block

to block. Given a constraint on the total bit rate, equally distributing bits will not

offer the best quality. In order to achieve optimal perceptual quality, the bit rate

should be carefully allocated according to the RD characteristics. Using the new R-

Q and D-Q models, we could obtain the best bit allocation for optimal perceptual

RD performance. Based on the best bit allocation result, proper quantization

parameters can be calculated using the R-Q model.
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