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1 Overview

Over the past several years, our research group has been developing a novel structured low-rank matrix modeling framework for magnetic resonance (MR) image reconstruction that we call LORAKS (LOw-RAnk modeling of local K-Space neighborhoods) [1–12]. In the spirit of reproducible research [18], we had previously released a public open-source software implementation of LORAKS-based image reconstruction in 2014 [3]. In the present technical report (and supplementary material available for download at http://mr.usc.edu/download/LORAKS2/), we describe an updated public open-source software release that provides access to many of the new developments we’ve made since 2014, including substantially-faster algorithms and a variety of new formulations of the inverse problem [4–12].

The LORAKS framework is based on the assumption that ideal uniformly-sampled Fourier data will often possess a multitude of distinct shift-invariant linear predictability relationships. Linear predictability is a powerful constraint, because if a sample can be predicted accurately from its neighbors, then there’s no need to actually measure that sample. Linear predictability also arises naturally as a consequence of several different kinds of classical and widely-used image reconstruction constraints. For example, shift-invariant linear predictability can be proven in scenarios for which the original image has limited support [19], slowly-varying phase [2, 20], inter-channel correlations in a multi-channel acquisition [21, 22], and/or sparsity in an appropriate transform domain [13].

An important feature of linear predictability is that high-dimensional convolution-structured matrices (e.g., Hankel and/or Toeplitz matrices) formed from linearly-predictable data will often possess low-rank structure [13], which in turn implies that modern low-rank matrix recovery methods [23] can be used to improve the recovery of linearly-predictable signals from noisy and/or incomplete data. When applied to MRI data, this type of structured low-rank matrix recovery approach has enabled impressive performance across a range of challenging scenarios [1–12, 15–17].

Relative to traditional constrained reconstruction, a unique advantage of structured low-rank matrix recovery approaches is that they are very flexible and adaptable to different situations. Specifically, classical constrained MR approaches often require (i) a substantial amount of prior information and (ii) a reconstruction procedure that is specially adapted to enforce the existence a specific kind of image structure [24]. In contrast, LORAKS can be used successfully even when it’s unclear whether a specific constraint will be applicable to a given dataset. Rather than assuming that certain constraints are applicable in advance, LORAKS uses the subspace structure of the raw data to automatically identify and enforce any and all linear prediction relationships that may exist in the data. This approach is agnostic to the original source of the linear prediction relationship, and there is no need for the user to know in advance what kind of constraint may be applicable to a given image. This flexibility and generality allows LORAKS to transition seamlessly between different k-space sampling patterns (i.e., both calibrationless and calibration-based sampling; random, variable density, partial Fourier, and highly-unconventional sampling patterns), imaging geometries (i.e., both single-channel and multi-channel), and application contexts.

2 Mathematical Description of Reconstruction Approaches Provided by the Software

2.1 Problem Formulations

2.1.1 Original Single-Channel Formulation

Our original description and software implementation of LORAKS [2,3] gave users the ability to solve regularized single-channel MRI reconstruction problems using up to three different LORAKS matrix constructions according to:

\[
\hat{f} = \arg \min_f \| A f - d \|_2^2 + \lambda_C J_C(P_C(f)) + \lambda_G J_G(P_G(f)) + \lambda_S J_S(P_S(f)).
\]  

(1)

In this expression, \( f \) is a vector of uniformly-sampled Cartesian k-space data to be estimated, \( d \) is the vector of measured data, and the matrix \( A \) is a sampling operator that models the conversion from full k-space data to subsampled...
k-space data. In addition, \( P_C(\cdot) \), \( P_G(\cdot) \), and \( P_S(\cdot) \) are operators that construct high-dimensional structured LORAKS matrices (respectively called the \( C \), \( G \), and \( S \) matrices); \( \lambda_C \), \( \lambda_G \), and \( \lambda_S \) are user-selected regularization parameters used to adjust the strength of the regularization penalty applied to each matrix; \( r_C \), \( r_G \), and \( r_S \) are user-selected rank estimates for the \( C \), \( G \), and \( S \) matrices, respectively; and \( J_r(\cdot) \) is a nonconvex regularization penalty function that encourages its matrix argument to have rank less than or equal to \( r \). Specifically, this function is equal to the Frobenius norm of the residual obtained after an optimal rank-\( r \) approximation of its matrix argument. In particular, assuming that \( X \in \mathbb C^{p \times q} \), we have that

\[
J_r(X) = \sum_{k>r} \sigma_k^2 \tag{2}
\]

\[
= \min_{T \in \mathbb C^{p \times q}} \| X - T \|_F^2 \quad \text{s.t. rank}(T) \leq r \tag{3}
\]

\[
= \min_{V \in \mathbb C^{q \times (q-r)}} \| XV \|_F^2 \quad \text{s.t. } V^H V = I_{(Q-r)} \tag{4}
\]

where \( \sigma_k \) is the \( k \)th singular value of the matrix \( X \), and \( I_{(Q-r)} \) is the \((Q - r) \times (Q - r)\) identity matrix.

Theoretically, the \( C \) matrix is expected to have low-rank whenever the image obeys a support constraint, the \( G \) matrix is expected to have low-rank whenever the image obeys a support constraint and possesses smoothly-varying phase, and the \( S \) matrix is expected to have low-rank whenever the image obeys a support constraint and/or possesses smoothly-varying phase. See Ref. \( [2] \) for further details. Additional LORAKS matrix constructors, which form a structured LORAKS matrix after applying a linear transformation to \( f \) were introduced in \( [6] \), and will have low-rank whenever the image is sparse in an appropriate transform domain.

The present software implementation still provides the ability to solve Eq. \((1)\), but additionally includes a matrix constructor \( P_W \) that generates what we call the \( W \)-matrix \( [9] \). The \( W \) matrix will have low rank if the spatial derivatives of the original image are sparse \( [6][9][13][16][17] \).

Note that the present software implementation no longer supports the \( G \) matrix, since previous literature has consistently demonstrated (e.g., \( [2] \)) that this LORAKS matrix is less powerful than the alternatives. In addition, we only provide support to use one matrix at a time rather than using multiple matrices simultaneously – it is possible to get small performance improvements by using multiple matrices simultaneously, although this comes at the expense of computational complexity and the need to tune a larger number of reconstruction parameters. Specifically, for the single-channel case, the present software provides capabilities to solve

\[
\hat{f} = \arg \min_f \| Af - d \|_2^2 + \lambda J_r(P_X(f)), \tag{5}
\]

with \( X \in \{ C, S, W \} \).

Our software assumes a certain kind of Cartesian sampling by default (meaning that \( A \) is formed by taking a subset of rows from the identity matrix, which implies that the samples observed in \( d \) are obtained at a subset of the same grid of k-space locations to be reconstructed in \( f \) ), similar to our previous software release \( [3] \). This assumption implies that \( A^H A \) has simple structure (i.e., it is a diagonal matrix) that enables substantial computational simplifications, as will be described later. Since our code is open-source, it would be straightforward to modify the code to use non-Cartesian/off-grid sampling if so desired. This would amount to modeling \( A \) as a gridding operator that interpolates from the original Cartesian grid onto the off-grid sample locations \( [25] \), and then solving the resulting optimization steps (to be described in the sequel) directly without assuming that \( A^H A \) is diagonal.

In our current implementation, we also now support the use of virtual conjugate coils \( [26][27] \), which enables the use of smoothly varying phase constraints with the \( C \) matrix \( [9][12] \).

This software is currently implemented for 2D data reconstruction. However, extension to 3D reconstruction is straightforward \( [12] \).

### 2.1.2 Enforcing Exact Data Consistency

A potential disadvantage of Eq. \((5)\) is the need for the user to choose the regularization parameter \( \lambda \). The regularization parameter represents a trade-off between reliance on the measured data and reliance on the constraint, and selection of regularization parameters is an omnipresent problem whenever dealing with regularized reconstruction problems.
However, in many circumstances with high signal-to-noise ratio, a user may be interested in choosing $\lambda$ such that the reconstruction is as consistent with the measured data as possible, so that the LORAKS constraints are just used to interpolate missing data without modifying the measured data samples. In the context of Eq. (5), this corresponds to choosing very small values of $\lambda$ [2]. However, due to finite precision numerical effects, it is not possible to choose $\lambda$ values that are arbitrarily small. A way of bypassing this issue is to instead solve the following data-consistency-constrained optimization problem [4], which no longer involves a regularization parameter:

$$\hat{f} = \underset{f}{\arg\min} J_r(P_X(f)) \quad \text{s.t.} \quad Af = d,$$

(6)

The constraint in this problem is easy to enforce when the k-space sampling locations used for $d$ are a subset of the k-space sampling locations used in $f$ (i.e., the on-grid Cartesian sampling scenario described in Sec. 2.1.1). In particular, we can enforce the constraint in this case by only solving for the entries from $f$ that are not present in the measured data $d$, and otherwise directly setting the entries of $f$ equal to the measured data. This can be achieved by solving [4]

$$\hat{f} = A(d) + Mz,$$

(7)

with

$$z = \underset{z}{\arg\min} J_r(P_X(Mz) - (P_X(A(d))))$$

(8)

where $A(d)$ is the zero-filled vector that is the same size as $f$ and contains the samples from $d$ in the appropriate k-space locations, $z$ is the vector of unmeasured data samples, and the matrix $M$ places the unmeasured data samples in their appropriate locations while zero-filling the locations corresponding to acquired data samples.

### 2.1.3 Multi-Channel Formulations: P-LORAKS and SENSE-LORAKS

Beyond the single-channel case, subsequent work has developed multi-channel parallel imaging versions of the C, G, and S matrices, which are obtained by concatenating together the corresponding LORAKS matrices constructed from different channels [7,8]. These concatenated matrices will have low-rank in the same scenarios as for the single-channel case (i.e., in the presence of support, phase constraints, and/or sparsity constraints), but will have additional low-rank structure due to the correlations that will exist between channels in a multi-channel imaging experiment [7,14,15,17].

One of these multi-channel LORAKS approaches, called P-LORAKS [7], simply solves Eq. (5) using this generalized concatenation-based definition of the LORAKS matrices. Due to the fact that the P-LORAKS matrices reduce to the single-channel LORAKS matrices in the special case of single-channel data, we do not distinguish notation between the single-channel LORAKS and the P-LORAKS formulations of this problem, and use Eq. (5) to represent both variations. Note that using Eq. (5) with the multichannel C matrix is very similar to SAKE [15] – in this case, there are only minor differences between SAKE and P-LORAKS related to the shape of the LORAKS neighborhood system and the choice of cost functional. Note that it is also possible to use the data-consistency constraint as described in Sec. 2.1.2 with both single-channel and multi-channel data.

The other approach, called SENSE-LORAKS [8], combines P-LORAKS with SENSE [28,29]. In this case, instead of solving for the fully-sampled k-space data of all the coils $f$, we instead use prior knowledge of the coil sensitivity profiles solve for a single image vector $\rho$ according to

$$\hat{\rho} = \underset{\rho}{\arg\min} \|E\rho - d\|_2^2 + \lambda J_r(P_X(F\rho)),$$

(9)

with $X \in \{C, S, W\}$, where the matrix $E$ is the SENSE model for how the measured data is related to the desired image (which, for each channel, includes weighting of the image by the sensitivity profile of the coil, followed by Fourier transformation and sampling at the k-space locations corresponding to those in $d$ [29]), and the matrix $F$ converts the image into fully-sampled k-space data for each coil (which, for each channel, includes weighting of the image by the sensitivity profile of the coil, followed by Fourier transformation and sampling at the k-space locations corresponding to those in $f$) as needed for constructing the multi-channel LORAKS matrices.
2.1.4 Autocalibrated LORAKS

The problem formulations listed above are all nonconvex and can be relatively computationally-demanding to solve. The Autocalibrated LORAKS (AC-LORAKS) approach \cite{4} recognized that substantial improvements in computational efficiency may be possible by using the approximation

$$J_r(X) \approx \|X\hat{V}\|^2_F$$

for an appropriate choice of the matrix $\hat{V}$. This approximation is based on the representation of $J_r(\cdot)$ shown in Eq. \eqref{eq:4}, and can be used to convert all of the previously mentioned nonconvex formulations described by Eqs. \eqref{eq:5}, \eqref{eq:6}, and \eqref{eq:9} into simple convex linear least-squares problems that can be solved quickly and efficiently.

In particular, the solution to the AC-LORAKS version of Eq. \eqref{eq:5} is given by

$$\hat{f} = \arg\min_f \|Af - d\|^2_2 + \lambda\|P_X(f)\hat{V}\|^2_F = M_1^{-1}A^Hd,$$

where

$$M_1(f) \triangleq A^HAf + \lambda P_X(P_X(f)\hat{V}\hat{V}^H).$$

and * is used to denote the adjoint; the solution to the AC-LORAKS version of Eq. \eqref{eq:6} is given by

$$\hat{f} = A(d) + M\arg\min_z \|P_X(Mz)\hat{V} - (P_X(A(d))\hat{V})\|^2_F$$

$$= A(d) - MM_2^{-1}M^H(P_X(A(d))\hat{V}\hat{V}^H),$$

where

$$M_2(z) \triangleq M^HP_X(P_X(Mz)\hat{V}\hat{V}^H).$$

and the solution to the AC-LORAKS version of Eq. \eqref{eq:9} is given by

$$\hat{\rho} = \arg\min_{\rho} \|E\rho - d\|^2_2 + \lambda\|P_X(F\rho)\hat{V}\|^2_F$$

$$= M_3^{-1}E^Hd,$$

where

$$M_3(\rho) \triangleq E^HE\rho + \lambda F^HP_X(P_X(F\rho)\hat{V}\hat{V}^H).$$

All three of these solutions can be obtained easily using standard iterative linear least-squares solvers like the conjugate gradient method or LSQR \cite{30, 31}. As will be discussed in Sec. 2.2.3, some of the LORAKS-related computations in these expressions can be substantially accelerated using FFTs.

The AC-LORAKS approach can be viewed as a generalization of PRUNO \cite{14}, and is especially similar to PRUNO when using the multichannel $C$ matrix, in which case there are only minor differences between PRUNO and AC-LORAKS related to the shape of the LORAKS neighborhood. Like PRUNO, we estimate the matrix $\hat{V}$ using autocalibration (ACS) data. Specifically, if a fully-sampled region of $k$-space is available (commonly known in the MR literature as ACS data), then a LORAKS matrix formed from zero-filled data will contain a submatrix with fully-populated rows. Since the nullspace of the full LORAKS matrix should be included in the nullspace of this submatrix, we choose $\hat{V}$ to be a basis for the nullspace of the submatrix.

2.2 Algorithm Choices

2.2.1 Original Additive Half-Quadratic Majorize-Minimize Approach

Our previous algorithm implementation \cite{3} was based on applying a majorize-minimize (MM) algorithm \cite{32} to Eq. \eqref{eq:1}, as originally described in Ref. \cite{2}. Specifically, it is easy to use the representation of $J_r(\cdot)$ from Eq. \eqref{eq:4} to show that, for a generic matrix $X$ constructed by operator $P_X(\cdot)$, the following function

$$g_X(f, \hat{f}^{(i-1)}) \triangleq \|P_X(f) - L_r(P_X(\hat{f}^{(i-1)}))\|^2_F$$

\(i\)
is a majorant of the function $J_r(P_X(f))$ at the point $\hat{f}^{(i-1)}$, where the operator $L_r(\cdot)$ computes the optimal rank-$r$ approximation of its matrix argument (e.g., which is easily done using the singular value decomposition). We call this an additive half-quadratic majorizer because the majorant has structural resemblance to previous additive half-quadratic methods [33].

This majorization relationship means that we can monotonically decrease the cost function value from Eq. (5) using an additive half-quadratic MM approach in which we iteratively solve the following very simple linear least-squares problem from some initialization $f^{(0)}$:

$$
\hat{f}^{(i)} = \arg \min_f \| A f - d \|_2^2 + \lambda g_X(f, \hat{f}^{(i-1)})
= M_{4}^{-1} \left( A^H d + \lambda P_X^* (L_r(P_X(\hat{f}^{(i-1)}))) \right),
$$

where

$$
M_4(f) \triangleq A^H A f + \lambda P_X^* (P_X(f)).
$$

In the case of the right kind of Cartesian data (as defined in Sec. 2.1.1 and as assumed by our software), this specific problem can even be solved analytically because the operator $M_4(\cdot)$ can be represented as a diagonal matrix, due to the special structure of the $P_X(\cdot)$ operators and the special structure of the $A$ matrix. For users interested in non-Cartesian/off-grid k-space sampling, this would be possible by finding the line of code in our software that analytically computes $\hat{f}^{(i)}$ based on diagonal matrix structure, and replacing it with an algorithm for solving Eq. (18) that uses standard iterative linear least-squares solvers like the conjugate gradient method or LSQR [30, 31].

Similar additive half-quadratic MM algorithms are possible for the other formulations that involve $J_r(\cdot)$, i.e., LORAKS/P-LORAKS with exact data consistency constraints as defined in Eq. (6), and SENSE-LORAKS as defined in Eq. (9). Specifically, the corresponding additive half-quadratic MM algorithm for Eq. (6) is given by the iteration

$$
\hat{f}^{(i)} = A(d) + M \arg \min_z g_X(A(d) + Mz, \hat{f}^{(i-1)})
= A(d) + M M_{5}^{-1} M^H \left( P_X^* (L_r(P_X(\hat{f}^{(i-1)}))) - P_X^* (P_X(A(d))) \right),
$$

where

$$
M_5(z) \triangleq M^H P_X^* (P_X(Mz)).
$$

In this case, the matrix inverse can also be solved analytically because the operator $M_5(\cdot)$ can also be represented as a diagonal matrix.

The corresponding additive half-quadratic MM algorithm for Eq. (9) is given by

$$
\hat{\rho}^{(i)} = \arg \min_\rho \| E \rho - d \|_2^2 + \lambda g_X(F \rho, F \hat{\rho}^{(i-1)})
= M_{6}^{-1} \left( E^H d + \lambda E^H P_X^* (L_r(P_X(F \hat{\rho}^{(i-1)}))) \right),
$$

where

$$
M_6(\rho) \triangleq E^H E \rho + \lambda E^H P_X^* (P_X(F \rho)).
$$

In this case, the matrix inverse cannot be solved analytically, although fast computations are possible using algorithms like the conjugate gradient method or LSQR [30, 31] because the operator $P_X^* (P_X(\cdot))$ can be represented as a diagonal matrix, and multiplications with the $F$ and $E$ matrices can be computed efficiently using FFTs [29].

### 2.2.2 Multiplicative Half-Quadratic Majorize-Minimize Approach

A different majorizer for $J_r(\cdot)$ can also be easily derived from the representation of $J_r(\cdot)$ in Eq. (4). Specifically, it is easy to show that the following function

$$
h_X(f, \hat{f}^{(i-1)}) \triangleq \| P_X(f) N_r(P_X(\hat{f}^{(i-1)})) \|_F^2
= \| P_X(f) - P_X(f) R_r(P_X(\hat{f}^{(i-1)})) R_r(P_X(\hat{f}^{(i-1)}))^H \|_F^2,
$$

is a majorant of the function $J_r(P_X(f))$ at the point $\hat{f}^{(i-1)}$, where the operator $L_r(\cdot)$ computes the optimal rank-$r$ approximation of its matrix argument (e.g., which is easily done using the singular value decomposition). We call this an additive half-quadratic majorizer because the majorant has structural resemblance to previous additive half-quadratic methods [33].
is also a majorizer of the function \( J_r(\mathcal{P}_X(f)) \) at the point \( \hat{f}^{(i-1)} \). If we assume that \( X \in \mathbb{C}^{P \times Q} \), then we can define \( \mathcal{N}_r(X) \) as the operator that constructs a \( Q \times (Q - r) \) matrix whose columns are equal to the right singular vectors associated with the \((Q - r)\) smallest and/or zero singular values in the extended singular value decomposition of \( X \). Under the same assumptions on \( X \), we can define \( \mathcal{R}_r(X) \) as the operator that constructs a \( Q \times r \) matrix whose columns are equal to the right singular vectors associated with the \( r \) largest singular values in the extended singular value decomposition of \( X \). In other words, the columns of \( \mathcal{N}_r(X) \) form an orthonormal basis for the \((Q - r)\)-dimensional approximate nullspace of \( X \), while the columns of \( \mathcal{R}_r(X) \) form an orthonormal basis for the \( r \)-dimensional approximate rowspace of \( X \). We call Eqs. \((24)\) and \((25)\) multiplicative half-quadratic majorizers because the majorant has structural resemblance to previous multiplicative half-quadratic methods \([33]\).

Both Eqs. \((24)\) and \((25)\) enable the following multiplicative half-quadratic MM algorithm for solving Eq. \((5)\) that consists of iteratively solving simple least-squares problems:

\[
\hat{f}^{(i)} = \arg \min \| Af - d \|_2^2 + \lambda h_X(f, \hat{f}^{(i-1)})
= M^{-1}r A^H d
\]  

(26)

where

\[
M_7(f) \triangleq A^H Af + \lambda \mathcal{P}_X(\mathcal{P}_X(f)\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H.
= A^H Af + \lambda \mathcal{P}_X(\mathcal{P}_X(f)) - \lambda \mathcal{P}_X(\mathcal{P}_X(f)\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H.
\]  

(27)

Note that Eq. \((24)\) is extremely similar to the cost function used in AC-LORAKS \([4]\) from Eq. \((10)\), and can be optimized in exactly the same way. We should also note the MM algorithm described in Eq. \((26)\) using the majorant from Eq. \((24)\) has strong similarities to an algorithm described in Ref. \([34]\) for a slightly different cost function.

Similar to the case for the additive half-quadratic MM algorithm, this multiplicative half-quadratic approach is easy to generalize to the other formulations that involve \( J_r(\cdot) \), i.e., LORAKS/P-LORAKS with exact data consistency constraints as defined in Eq. \((6)\), and SENSE-LORAKS as defined in Eq. \((9)\). Specifically, the multiplicative half-quadratic MM algorithm corresponding to Eq. \((6)\) is given by the iteration

\[
\hat{f}^{(i)} = A(d) + M \arg \min_z h_X(A(d) + Mz, \hat{f}^{(i-1)})
= A(d) - MM^H \mathcal{P}_X(\mathcal{A}(d))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H)
\]  

(28)

where

\[
M_8(z) \triangleq HW \mathcal{P}_X(\mathcal{P}_X(Mz))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H)
= MM^H \mathcal{P}_X(\mathcal{P}_X(Mz)) - MM^H \mathcal{P}_X(\mathcal{P}_X(Mz)\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H).
\]  

(29)

and the corresponding multiplicative half-quadratic MM algorithm for Eq. \((9)\) is given by

\[
\hat{\rho}^{(i)} = \arg \min_\rho \| E\rho - d \|_2^2 + \lambda h_X(F\rho, F\hat{\rho}^{(i-1)})
= M^{-1}r E^H d, \]

(30)

where

\[
M_9(\rho) \triangleq E^H E\rho + \lambda F^H \mathcal{P}_X(\mathcal{P}_X(F\rho))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H)
= E^H E\rho + \lambda F^H \mathcal{P}_X(\mathcal{P}_X(F\rho)) - \lambda F^H \mathcal{P}_X(\mathcal{P}_X(F\rho)\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)})))\mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))^H).
\]  

(31)

Our implementations of Eqs. \((26), (28), \) and \((30)\) frequently use the majorant form based on \( \mathcal{R}_r(\cdot) \) from Eq. \((25)\) (with one exception as described in the next subsection). This choice generally reduces memory requirements and computational complexity, since \( \mathcal{R}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))) \) will be a smaller matrix than \( \mathcal{N}_r(\mathcal{P}_X(\hat{f}^{(i-1)}))) \) whenever \( r < (Q - r) \) (which is true for most multi-channel reconstruction scenarios.).

\[7\]
2.2.3 FFT-Based Computations

All of the algorithms described above depend on being able to evaluate the LORAKS matrix constructor \( P_X(f) \) repeatedly for different choices of \( f \). However, it’s important to note that constructing the LORAKS matrix can be computationally expensive, especially because the LORAKS matrix often has a substantially higher dimension than the original k-space data. In scenarios where the data is large (e.g., high-resolution acquisitions, 3D or higher-dimensional acquisitions, or parallel imaging with a large receiver array), the LORAKS matrices will often occupy a substantial amount of memory if they are calculated explicitly and stored in their entirety [12].

A key recent observation [34] is that, because the LORAKS matrices are associated with shift-invariant convolution operations, it is possible to use FFT-based implementations of fast convolution to rapidly compute matrix-vector multiplications of the form \( P_X(f)n \) for arbitrary vectors \( f \) and \( n \), without the need to explicitly calculate the matrix \( P_X(f) \). This observation is useful for accelerating computations associated with AC-LORAKS (i.e., Eqs. (11), (13), and (15)) and the multiplicative half-quadratic MM algorithms (i.e., Eqs. (26), (28), (30)), which don’t possess the simple analytic inversion formulae associated with the additive half-quadratic algorithm, and for which this type of multiplication appears as a component of the operators that need to be inverted.

We illustrate this FFT-based approach for the case of the single-channel \( C \) matrix. Specifically, consider the computation of the matrix-matrix product \( P_C(f)V \), which is a subcomponent of the \( M_1 \) operator from Eq. (12). It is easy to see that the \( i \)th column of \( P_C(f)V \) can be computed by the operator

\[
\mathcal{L}_i(f) \triangleq P_C(f)\hat{v}_i,
\]

where \( \hat{v}_i \) is \( i \)th column of \( \hat{V} \). Because of the convolutional structure of the \( C \) matrix, this operator can be computed with FFTs, leveraging the fact that standard convolution can be implemented using zero-padded circular convolution, and circular convolution can be implemented efficiently using FFTs. Specifically, Eq. (32) is equivalent to

\[
\mathcal{L}_i(f) = TF^{-1}(F(Z_2\hat{v}_i) \odot F(Z_1f)),
\]

where \( F \) and \( F^{-1} \) are FFT and inverse FFT operators; \( Z_1 \) and \( Z_2 \) are zero-padding operators, \( \odot \) represents the Hadamard product operation (i.e., element-wise multiplication), and \( T \) extracts the relevant samples (i.e., the samples corresponding to the LORAKS neighborhood centers) from the convolution output.

The adjoint of \( \mathcal{L}_i \) is also easy to define using FFTs:

\[
\mathcal{L}_i^*(y) = Z_1^HF^{-1}(F(Z_2\bar{v}_i) \odot F(T^Hy)),
\]

where \( \bar{x} \) is used to denote the complex conjugate of \( x \).

Using these FFT-based definitions, the computation of \( M_1 \) from Eq. (12) can then be calculated using

\[
M_1(f) \triangleq A^Ha + \lambda P_X^*(P_X(f)\hat{V}^H\hat{V}^H)
= A^Ha + \lambda \sum_i \mathcal{L}_i^*(\mathcal{L}_i(f))
= A^Ha + \lambda \sum_i Z_1^HF^{-1}(F(Z_2\bar{v}_i) \odot F(T^H\bar{v}_i) \odot F(Z_1f))).
\]

Further computational accelerations are possible if we approximate the binary diagonal matrix \( T^HT \) with an identity matrix [34]. This approximation only effects the behavior at the edges of k-space and has relatively small impact on the reconstruction result [34]. With this approximation, an approximation of \( M_1 \) can be implemented using

\[
M_1(f) \approx A^Ha + \lambda \sum_i Z_1^HF^{-1}(F(Z_2\bar{v}_i) \odot F(Z_2\hat{v}_i) \odot F(Z_1f))
= A^Ha + \lambda Z_1^HF^{-1}\left(\sum_i |F(Z_2\bar{v}_i)|^2 \odot F(Z_1f)\right)
= A^Ha + \lambda Z_1^HF^{-1}(N \odot F(Z_1f)),
\]
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where $N = \sum_i |F(Z_2\hat{v}_i)|^2$ is a diagonal matrix (in the single-channel case). Note that when we approximate $T^HT$ with an identity matrix, we observe that using the nullspace-based majorant from Eq. (25) is preferred over the majorant from Eq. (24) based on the signal subspace. As a result, our software implementation for this case uses the majorant from Eq. (24).

Although we have only showed $M_1$ computation for the case of the single-channel $C$ matrix, we can apply similar approaches for the other operators $M_i$, the other single-channel LORAKS matrices $S$ and $W$, and to the multi-channel LORAKS matrices (note that in the multi-channel case, $N$ is no longer block diagonal, but instead has the form of a Hermitian-symmetric block matrix, where each block is diagonal).

3 Software

The supplementary MATLAB code contains three main LORAKS-related functions, P_LORAKS.m, AC_LORAKS.m, and SENSE_LORAKS.m (which are described below), as well as several example demonstration scripts (which are described in Sec. 4).

3.1 P_LORAKS.m

The P_LORAKS.m function provides capabilities to solve the optimization problems from Eqs. (5) or (6), and provides a variety of options as described in the MATLAB help documentation (as reproduced below):

```matlab
function [recon] = P_LORAKS(kData, kMask, rank, R, LORAKS_type, lambda, alg, tol, max_iter, VCC)
% This function provides capabilities to solve single-channel and multi-channel
% LORAKS reconstruction problems using one of the formulations from either
% Eq. (5) (which uses LORAKS as regularization and does not require strict data-
% consistency) or Eq. (6) (which enforces strict data-consistency) from the
% technical report:
% %
% % ********************
% % Input Parameters:
% % ********************
% % kData: A 3D (size N1 x N2 x Nc) array of measured k-space data to be
% % reconstructed. The first two dimensions correspond to k-space
% % positions, while the third dimension corresponds to the channel
dimension for parallel imaging. Unsampled data samples should be
% zero-filled. The software will use the multi-channel formulation if
% Nc > 1, and will otherwise use the single-channel formulation.
% % kMask: A binary mask of size N1 x N2 that corresponds to the same k-space
% % sampling grid used in kData. Each entry has value 1 if the
% % corresponding k-space location was sampled and has value 0 if that
% % k-space location was not measured.
%```

% [1] T. H. Kim, J. P. Haldar. LORAKS Software Version 2.0:
% Faster Implementation and Enhanced Capabilities. University of Southern
% The problem formulations implemented by this function were originally reported
% in:
% Neighborhoods with Parallel Imaging Data. Magnetic Resonance in Medicine
% 75:1499-1514, 2016.
% % %***************
% % Input Parameters:
% %***************
%```
The AC_LORAKS.m function provides capabilities to solve the optimization problems from Eqs. (11) or (13), and provides a variety of options as described in the MATLAB help documentation (as reproduced below):

```matlab
function [recon] = AC_LORAKS(kData, kMask, rank, R, LORAKS_type, lambda, alg, tol, max_iter, VCC)
% This function provides capabilities to solve single-channel and multi-channel
% AC-LORAKS reconstruction problems using one of the formulations from either
% Eq. (11) (which uses LORAKS as regularization and does not require strict data-
```
% consistency) or Eq. (13) (which enforces strict data-consistency) from the technical report:


The problem formulations implemented by this function were originally reported in:


Input Parameters:

kData: A 3D (size N1 x N2 x Nc) array of measured k-space data to be reconstructed. The first two dimensions correspond to k-space positions, while the third dimension corresponds to the channel dimension for parallel imaging. Unsampled data samples should be zero-filled. The software will use the multi-channel formulation if Nc > 1, and will otherwise use the single-channel formulation.

kMask: A binary mask of size N1 x N2 that corresponds to the same k-space sampling grid used in kData. Each entry has value 1 if the corresponding k-space location was sampled and has value 0 if that k-space location was not measured. It is assumed that kMask will contain a fully-sampled autocalibration region that is of sufficiently-large size that it is possible to estimate the nullspace of the LORAKS matrix by looking at the nullspace of a fully-sampled submatrix. An error will occur if the software cannot find such an autocalibration region.

rank: The matrix rank value used to define the dimension of the V matrix in Eq. (10) of Ref. [1].

R: The k-space radius used to construct LORAKS neighborhoods. If not specified, the software will use R=3 by default.

LORAKS_type: A string that specifies the type of LORAKS matrix that will be used in reconstruction. Possible options are: 'C', 'S', and 'W'. If not specified, the software will use LORAKS_type='S' by default.

lambda: The regularization parameter from Eq. (11). If lambda=0, the software will use the data-consistency constrained formulation from Eq. (13) instead. If not specified, the software will use lambda=0 by default.

alg: A parameter that specifies which algorithm the software should use for computation. There are three different options:

- alg=2: This choice will use the multiplicative half-quadratic algorithm, as described in Eq. (11) or (13) of Ref. [1]. This version does NOT use FFTs.
- alg=3: This choice will use the multiplicative half-quadratic algorithm, as described in Eq. (11) or (13) of Ref. [1]. This version uses FFTs without approximation, as in Eq. (35) of Ref. [1].
- alg=4: This choice will use the multiplicative half-quadratic algorithm, as described in Eq. (11) or (13) of Ref. [1]. This version uses FFTs with approximation, as in Eq. (36) of Ref. [1].

If not specified, the software will use alg=4 by default.
3.3 SENSE_LORAKS.m

The SENSE_LORAKS.m function provides capabilities to solve the optimization problem from Eq. (9), and provides a variety of options as described in the MATLAB help documentation (as reproduced below):

```matlab
function [recon] = SENSE_LORAKS(kData, kMask, coil_sens, rank, lambda, R, LORAKS_type, alg, ...
    tol, max_iter)
% This function provides capabilities to solve multi-channel SENSE-LORAKS reconstruction problems using the formulation from Eq. (9) from the technical report:
% The problem formulation implemented by this function was originally reported in:
% ------------------------
% Input Parameters:
% ------------------------
% kData: A 3D (size N1 x N2 x Nc) array of measured k-space data to be reconstructed. The first two dimensions correspond to k-space positions, while the third dimension corresponds to the channel dimension for parallel imaging. Unsampled data samples should be zero-filled.
% kMask: A binary mask of size N1 x N2 that corresponds to the same k-space sampling grid used in kData. Each entry has value 1 if the corresponding k-space location was sampled and has value 0 if that k-space location was not measured.
% coil_sens: A 3D (size N1 x N2 x Nc) array of estimated coil sensitivity profiles.
% rank: The matrix rank value used to define the non-convex regularization penalty from Eq. (2) of Ref. [1].
```
4 Examples and Usage Recommendations

Our software provides a lot of different options, and selecting between different alternative approaches may be a little daunting for users who are new to LORAKS. The following illustrative examples are provided in the examples subfolder of our software distribution, and are designed to provide users with some high-level guidance.

4.1 Single-channel reconstruction

Our first example, provided in ex1.m, demonstrates the use of LORAKS and AC-LORAKS with single-channel data. Gold standard T2-weighted data was fully sampled on a 256 × 340 k-space grid with a multi-channel receiver array coil, and was coil compressed down to a single channel. The magnitude and phase of this gold standard data is shown in Fig. 1.

To demonstrate the flexibility and characteristics of LORAKS and AC-LORAKS, this dataset is retrospectively undersampled using the four different sampling patterns shown in Fig. 2. All four sampling patterns have an acceleration factor of 2 (i.e., retaining only 50% of the original k-space data), which is somewhat aggressive for single-channel...
Figure 1: Gold standard magnitude (left) and phase (right) images for the single-channel dataset.

Figure 2: Sampling patterns used with single-channel data.
(a) Sampling using Fig. 2(a), NRMSE = 0.088, time = 18.5 sec.
(b) Sampling using Fig. 2(b), NRMSE = 0.087, time = 21.1 sec.
(c) Sampling using Fig. 2(c), NRMSE = 0.102, time = 15.6 sec.
(d) Sampling using Fig. 2(d), NRMSE = 0.083, time = 6.6 sec.

(e) Sampling using Fig. 2(a), NRMSE = 0.082, time = 3.8 sec.
(f) Sampling using Fig. 2(c), NRMSE = 0.089, time = 3.9 sec.
(g) Sampling using Fig. 2(d), NRMSE = 0.084, time = 3.6 sec.

Figure 3: Reconstruction results from ex1.m. The top row shows results obtained with LORAKS (using P_LORAKS.m), while the bottom row shows results obtained with AC-LORAKS (using AC_LORAKS.m).

data with one-dimensional undersampling (i.e., acceleration only along the phase encoding dimension). The retrospectively undersampled data is reconstructed using P_LORAKS.m and AC_LORAKS.m using the default reconstruction parameters (i.e., using the S matrix with a LORAKS neighborhood radius of 3; using exact data consistency as in Eqs. (6) and (13); and using the FFT-based multiplicative half-quadratic algorithm with approximation of $T^HT$ as an identity matrix, as described in Sec. 2.2.3).

Reconstruction results are shown in Fig. 3 and we report the normalized mean-squared error (NRMSE) and reconstruction time (measured on one of our standard desktop computers) in addition to showing qualitative results. As can be seen, all of these reconstruction results are reasonably successful, despite the variety of different sampling patterns (including random sampling, calibrationless sampling, uniform sampling, and partial Fourier sampling) and despite the relatively aggressive acceleration factor. Classical image reconstruction techniques will not be as successful across such a wide range of different settings. Although both approaches generally lead to similar image quality and NRMSE, LORAKS reconstruction using Eq. (6) tends to be much slower than AC-LORAKS reconstruction using Eq. (13). On the other hand, the LORAKS implementation is slightly more generally applicable than the AC-LORAKS implementation, since it accommodates calibrationless sampling (e.g., Fig. 2(b)). While AC-LORAKS can be used with external calibration data [10], our current software implementation only supports autocalibration. It would be straightforward to modify AC_LORAKS.m to allow external calibration data if so desired, and the use of external calibration preserves the significant speed advantages of AC-LORAKS while also enabling substantial improvements in image quality [10].

We should note that we have not shown results for uniform undersampling without a calibration region. As described in [10], getting good LORAKS results with calibrationless uniform undersampling (e.g., as in standard echo-planar imaging) requires additional prior information and/or external calibration data.

4.2 Multi-channel reconstruction

Our second example, provided in ex2.m, demonstrates the use of P-LORAKS, AC-LORAKS, and SENSE-LORAKS with multi-channel data. Gold standard MPRAGE data was fully sampled on a $256 \times 256$ k-space grid with a multi-channel receiver array coil, and was coil compressed down to four channels. The magnitude and phase and the root-sum-of-squares coil combination results for this gold standard data is shown in Fig. 4.
To demonstrate the flexibility and characteristics of P-LORAKS, AC-LORAKS, and SENSE-LORAKS, this dataset is retrospectively undersampled using the four different sampling patterns shown in Fig. 5. All four sampling patterns have an acceleration factor of 7 (i.e., retaining only $\approx 14\%$ of the original k-space data), which is very aggressive for four-channel data. Reconstruction results at this acceleration factor are not necessarily of diagnostic quality, but we’ve chosen an aggressive acceleration strategy to better highlight the differences between different reconstruction approaches. The retrospectively undersampled data is reconstructed using P_LORAKS.m, AC_LORAKS.m, and SENSE_LORAKS.m using the default reconstruction parameters (i.e., using the $S$ matrix with a LORAKS neighborhood radius of 3; using exact data consistency as in Eqs. (6) and (13) for P-LORAKS and AC-LORAKS, while using regularization as in Eq. (9) for SENSE-LORAKS; and using the FFT-based multiplicative half-quadratic algorithm with approximation of $T^T T$ as an identity matrix, as described in Sec. 2.2.3).

Reconstruction results are shown in Fig. 6. Similar to the single-channel case, all of these reconstruction results are reasonably successful, despite the variety of different sampling patterns (including random sampling, calibrationless sampling, uniform sampling, and partial Fourier sampling) and despite the relatively aggressive acceleration factor. Although all three approaches generally lead to roughly similar image quality and NRMSE, LORAKS reconstruction using Eq. (6) tends to be much slower than SENSE-LORAKS reconstruction using Eq. (9), which is in turn much slower than AC-LORAKS reconstruction using Eq. (13). The SENSE-LORAKS reconstruction is the most general in some ways, because can be used with arbitrary sampling patterns (including calibrationless uniform undersampling), though requires slightly more prior information (in the form of coil sensitivity maps) than the other two approaches. Our implementation of SENSE-LORAKS does not include the additional Tikhonov regularization term described in [8] for simplicity, although the code is easily modified to include this additional regularization term, and the additional regularization would be beneficial for reducing noise amplification and improving image quality.

Similar to the single-channel case, the LORAKS implementation is slightly more generally applicable than the
Figure 6: Reconstruction results from `ex1.m`. The top row shows results obtained with P-LORAKS (using `P_LORAKS.m`), while the middle row shows results obtained with AC-LORAKS (using `AC_LORAKS.m`), and the bottom row shows results obtained with SENSE-LORAKS (using `SENSE_LORAKS.m`).
AC-LORAKS implementation, since it accommodates calibrationless sampling (e.g., Fig. 5(b)). As before, it would be straightforward to modify AC_LORAKS.m to allow external calibration data if so desired, and the AC-LORAKS approach has substantial speed advantages.

4.3 Choice of LORAKS matrix and neighborhood radius

All of the previous results used the S matrix with a LORAKS neighborhood radius of 3, and without using virtual conjugate coils. Our third example, provided in ex3.m, demonstrates the behavior when these parameter settings are changed, in the context of the multi-channel data from Sec. 4.2 and the random sampling pattern from Fig. 5(a). Results without and with virtual conjugate coils are respectively shown in Figs. 7 and 8. The results are consistent with our past experience [9], and show that the S matrix without virtual coils, the S matrix with virtual coils, or the C matrix with virtual coils are generally the top-performing LORAKS matrices, and are relatively similar to each other in reconstructed image quality. On the other hand, the W matrices tend to have the worst performance. Among the top-performing matrices, we often recommend using the S matrix without virtual conjugate coils, because using virtual coils increases the memory requirements and computational complexity without a noticeable improvement in quality for the S matrix. The use of virtual coils can often lead to substantial quality improvements for the C matrix and sometimes (but not in this specific example) for the W matrix. Virtual conjugate coils are generally not as useful for the S matrix because their main purpose is to introduce phase constraints, while the S matrix already exploits such constraints.

The choice of the neighborhood radius represents a classical trade-off in constrained reconstruction. Larger neighborhood radii allows the LORAKS model to be more flexible and adaptable, but also more sensitive to noise. Using larger neighborhood radii is also generally associated with increased memory requirements, increased computational complexity per iteration, and a larger number of iterations to reach convergence.

4.4 Choice of algorithm

Our software provides access to four different algorithms: (alg 1) the original additive half-quadratic approach (Sec. 2.2.1), (alg 2) the multiplicative half-quadratic approach (Sec. 2.2.2), (alg 3) the multiplicative half-quadratic approach with FFT-based computations (Sec. 2.2.3), and (alg 4) the multiplicative half-quadratic approach with FFT-based computations and with approximation of $T^T$ as an identity matrix (Sec. 2.2.3). These four different algorithms are compared in our fourth example, provided in ex4.m.

This example considers P-LORAKS reconstruction in the context of the multi-channel data from Sec. 4.2 and the random sampling pattern from Fig. 5(a). P-LORAKS reconstruction is performed using the software default settings, other than varying the choice of algorithm. NRMSE, iteration, and computation time results are shown below in Table 1. As can be seen, the additive half-quadratic algorithm (alg 1) has different characteristics than the multiplicative half-quadratic algorithms (alg 2, alg 3, and alg 4). In particular, additive half-quadratic approach is characterized by having a small computational cost per iteration, though requires a large number of iterations to converge. The multiplicative half-quadratic algorithms converge much faster, though require more computational effort per iteration. These differences in convergence characteristics mean that the step size for each iteration is different between the additive and multiplicative approaches, such that using the same stopping criterion does not guarantee the same degree of convergence.

As expected, the two unapproximated multiplicative half-quadratic algorithms (alg 2 and alg 3) have identical results, aside from numerical finite precision effects. However, the original version (alg 2) is much faster than the
Figure 7: The effects of different choices of the LORAKS matrix type (C, S, or W), different choices of the LORAKS neighborhood radius $R$, and not using virtual conjugate coils.
Figure 8: The effects of different choices of the LORAKS matrix type (C, S, or W), different choices of the LORAKS neighborhood radius $R$, and using virtual conjugate coils.
version using FFTs (alg 3). The approximate multiplicative half-quadratic algorithm (alg 4) yields very similar results to the unapproximated versions, though is by far the fastest algorithm. We generally recommend the use of alg 4 due to its computational efficiency.

4.5 Choice of regularization parameter $\lambda$ and the maximum number of iterations

Our final examples illustrate the effects of the regularization parameter $\lambda$ and the maximum number of iterations. Both examples consider AC-LORAKS reconstruction in the context of the multi-channel data from Sec. 4.2 and the random sampling pattern from Fig. 5(a). These reconstructions use default settings, other than varying $\lambda$ and the maximum number of iterations.

Different choices of $\lambda$ are illustrated in ex5.m, and NRMSE values are shown as a function of $\lambda$ in Fig. 9. As can be seen, the tuning of $\lambda$ is nontrivial. When $\lambda$ is too small, numerical effects dominate and LORAKS regularization doesn’t have much effect. On the other hand, choosing $\lambda$ too large can also lead to significant image reconstruction biases. However, enforcing exact data consistency and using LORAKS only to interpolate/extrapolate missing data (by setting $\lambda = 0$) works well and does not require parameter tuning. It should be noted that our implementation of SENSE-LORAKS does not currently allow setting $\lambda = 0$. (In the context of SENSE, there are several different ways of trying to incorporate exact data consistency constraints, and each of these would be straightforward to incorporate by modifying the code we’ve provided).

It is also worth mentioning that, like many iterative algorithms, the iterative algorithms we’ve implemented for LORAKS can demonstrate classical semiconvergence phenomenon, in which truncating the iterative procedure early can have a noise-suppressing regularization effect. This effect is illustrated in ex6.m, with results shown in Fig. 10. As a result, it is not always beneficial to iterate the LORAKS algorithms until convergence. On the other hand, rather than relying on semiconvergence (which can be difficult to characterize), it can also be beneficial to include additional regularization penalties into the LORAKS reconstruction to prevent excessive noise amplification. For simplicity, our current software does not provide access to additional regularization, although this would be relatively easy to incorporate through simple modifications of the provided code.
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Figure 10: The effects of the number of iterations on AC-LORAKS reconstruction in ex6.m.
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