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Abstract

This thesis focuses on developing a speech-to-speech (S2S) translation system that uti-

lizes paralinguistic acoustic cues for achieving successful cross-lingual interaction. To

enable that goal, research is needed at both the foundational speech and language pro-

cessing, as well as in applying and validating the extracted rich information in transla-

tion.

Techniques have been developed that enable more robust signal acquisition through

robust voice activity detection (VAD) and cross-talk detection. This can enable hands

free S2S communication. The benefits are shown on multiple datasets.

To support rapid technology translation in new language pairs, I have developed

novel techniques for extracting parallel audio and text from commonly available bilingual

resources such as movies. Also, I have developed a method for aligning subtitles and

show performance benefits for translation of spoken utterances by exploiting the timing

information of the subtitles to extract high-quality bilingual pairs.

Paralinguistic cues are a big part of spoken communication. To investigate the

importance of such cues, I have developed a method to extract bilingual audio pairs

from dubbed movies by exploiting the parallel nature of the audio signals and the

show performance on English dubbed movies in French. Using these and acted data, I

show through perceptual experiments that transfer of paralinguistic acoustic cues from

a source language to a target language is correlated with the quality of the spoken

xii



translation for a case study of English-Spanish pair. In addition, a method to represent

bilingual paralinguistic acoustic codes is presented.
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Chapter 1:

Introduction

The goal of Speech-to-speech (S2S) translation is to allow human interactions across

language barriers and enable or aid communication between people with limited or no

knowledge of a certain spoken language. S2S translation is expected to be an emerg-

ing technology in the years ahead. An industry that can provide a great boost to S2S

translation is the tourism is industry. According to the world trade organization, cur-

rently, there are 940 million arrivals per annum worldwide that are projected to rise to

1.6 billion by 2020 [66]. S2S translation can prove a great tool to break the language

barrier between locals and tourists by aiding them in communicating.

Moreover, a rapidly growing segment of the internet involves the streaming of au-

diovisual content online (i.e, youtube.com by Google). Google reported that 60% of the

youtube.com visits are from people whose primary language is not English 1. Taking

into account the vast amount of audiovisual content added online every day, an inter-

esting application of S2S would be to automatically dub videos/radio talk shows etc.

breaking the language barrier and letting the information reach a broader audience.

1http://gigaom.com/video/youtube-global-language-stats/
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Furthermore, communication and cultural barriers exist within a country. For ex-

ample, in the US the primary official language is English and there are 50 million people

that do not speak English as their first language and 20% do not speak English fluently.

In the health domain, studies have showed that translation quality improves health-care

access and delivery [64, 90]. In addition, Federal and State health-care providers are

mandated to provide language access to non-native English speakers. As an example,

the California Bill 853 requires an interpreter present in any language requested. Usu-

ally, in large medical facilities and hospitals in urban centers, dedicated interpreters for

certain languages are available. However, it is not always possible to facilitate any lan-

guage in urban areas, let alone rural areas and smaller health centers. In such cases, S2S

can be used as a cost effective, efficient and widely deployable solution for facilitating

the communication between people that do not share a common language.

Commercial S2S systems include commercial applications that have been developed

on desktop systems, for example, Microsoft Windows systems. Recently, there has been

development of S2S systems for i-Phone or Android smart-phones. While these systems

implement basic S2S functionality, lack the quality and the features for wide spread

usage for applications in tourism and the medical domain. Closer to State-of-the-art

systems for S2S applications, include systems developed under the Spoken Language

Communication and Translation System for Tactical Use (TRANSTAC) DARPA pro-

gram to enable robust, spontaneous two-way tactical speech communications between

U.S. war-fighters and native speakers.

Current limitations of the state-of-the-art S2S systems include a pipelined archi-

tecture of speech recognition (ASR), machine translation (MT) and speech synthesis

(TTS). By the nature of this pipeline approach, the rich information present in speech

and spoken discourse is ignored by converting the audio signal into lexical only informa-

tion, thus, ignoring the paralinguistic acoustic cues in the components following speech

2



Figure 1.1: Overview of the proposed design.

recognition. Our main premise is that the S2S system should utilize the paralinguistic

acoustic cues for achieving a successful cross-lingual interaction.

In addition, due to the pipelined architecture of the S2S systems, there is a lack of

a tighter component integration that would enable us to use enriched and contextual

information. My vision is an S2S system that translates jointly the contextual, lexical

and paralinguistic information with S2S components that can transfer the additional

information contained in speech. Fig. 5.1 shows the pipelined approach implemented

in current state-of-the-art S2S systems along with our goal to enrich the pipelined

approach with acoustic and non-verbal cues, in general. Such cues can be intonational

and prosodic patterns including local and global loudness, duration, speech rate, pitch

trajectory etc. To make this vision a reality, we need a tighter component integration,

for example, the translation component might need to receive and translate acoustic

cues from the signal directly or from ASR.

Limitations of state-of-the-art S2S systems include the lack of robust voice activity

detection (VAD) especially in noisy environments to seamlessly allow live interactions

without the need of a push-to-talk button. Also, the VAD has to be robust in detecting

the person speaking in two-way conversations. In this thesis, I tackle the problem of

not only robust VAD but also VAD in close-talk conversations.
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Additional limitations include lack of vast and scalable sources of bilingual transcrip-

tions that match the domain and speaking style of daily or domain specific conversations.

Such data can enable large-scale multiple translation pairs that can scale across differ-

ent languages. In this work, algorithms are presented to extract such data from movie

subtitles. In particular, two approaches are presented exploiting language and timing

information of subtitles.

In addition to spoken text transcriptions, there is a need of bilingual spoken data.

Bilingual spoken utterances can be extracted from dubbed and can be used to model and

represented the speech aspect of speech to speech translation, for example, palanguistic

cues translation. I present a language independent method that exploits audio infor-

mation to extract bilingual audio utterances that can scale in across different language

pairs and test the method for the English-French pair.

In chapter 2, I present an approach to detect voice in noisy environments. Also,

an application of the VAD in a 3-way two-channel conversation is presented (Patient-

doctor-interpreter interaction). In chapter 3, I discuss a method we developed to align

parallel bilingual subtitles of movies and their usage in training a machine translation

for S2S interactions. In chapter 4, I expand the subtitles alignment to the detection of

parallel speech audio segments in original and dubbed movies. An additional section

presents an approach to detect the clean speech segments that can be used for S2S

translation analysis and modeling. In chapter 5, perceptual experiments are presented

asking the question whether the paralinguistic acoustic cues transfer can affect the

quality of the S2S translation. In chapter 6, a method to find a representation of

bilingual acoustic cues is presented based on objective information theoretic measures.

Finally, I conclude the work of this thesis.
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Chapter 2:

Voice activity detection

Works presented in this chapter have been carried out in collaboration with Prasanta

Gosh and parts with Theodora Chaspari.

2.1 Robust voice activity detection using long-term signal

variability [68]

In this chapter, We propose a novel long-term signal variability (LTSV) measure, which

describes the degree of non-stationarity of the signal. We analyze the LTSV measure

both analytically and empirically for speech and various stationary and non-stationary

noises. Based on the analysis, we find that the LTSV measure can be used to discrim-

inate noise from noisy speech signal and, hence, can be used as a potential feature for

voice activity detection (VAD). We describe an LTSV-based VAD scheme and evaluate

its performance under eleven types of noises and five types of signal-to-noise ratio (SNR)

conditions. Comparison with standard VAD schemes demonstrates that the accuracy of

the LTSV-based VAD scheme averaged over all noises and all SNRs is ∼6% (absolute)

better than that obtained by the best among the considered VAD schemes, namely
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AMR-VAD2. We also find that, at -10dB SNR, the accuracies of VAD obtained by

the proposed LTSV-based scheme and the best considered VAD scheme are 88.49% and

79.30% respectively. This improvement in the VAD accuracy indicates the robustness

of the LTSV feature for VAD at low SNR condition for most of the noises considered.

2.1.1 Introduction

Voice activity detection (VAD) refers to the problem of distinguishing speech from non-

speech regions (segments) in an audio stream. The non-speech regions could include

silence, noise, or a variety of other acoustic signals. VAD is challenging in low signal-

to-noise ratio (SNR), especially in non-stationary noise, because both low SNR and a

non-stationary noisy environment tend to cause significant detection errors. There is

a wide range of applications for VAD, including mobile communication services [51],

real-time speech transmission on the Internet [10], noise reduction for digital hearing

aid devices [52], automatic speech recognition [29], and variable rate speech coding [28].

Being a critical component in many applications, VAD has had a lot of attention in

the research community over the last few decades. Researchers have proposed a variety

of features exploiting the spectro-temporal properties of speech and noise to detect the

speech segments present in a noisy observed signal. Many existing algorithms for VAD

use features that depend on energy [41, 86, 35]. Some algorithms use a combination

of zero-crossing rate (ZCR) and energy [16]; others have used correlation coefficients

[5], the wavelet transform coefficients [22], Walsh basis function representation [57], and

a distance measure of the cepstral features [46]. More complex algorithms use more

than one feature to detect speech [86, 83]. Among the various other proposed features,

negentropy has been shown to be robust for VAD [75, 69] at low SNR. Negentropy is the

entropy computed using the probability density function (pdf) obtained from normalized

short-time spectrum. All of the above-mentioned features are typically computed from
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the signal along short-term analysis frames (usually 20 msec long), based on which

VAD decisions are taken at each frame. In contrast to the use of frame level features,

Ramirez et al [47] proposed the use of long-term spectral divergence between speech

and noise for VAD, although they assign the VAD decision directly to the frame in the

middle of the chosen long analysis window. Also, the long-term feature proposed in [47]

requires average noise spectrum magnitude information, which might not be accurately

available in practice. In general, no particular feature or specific set of features has been

shown to perform uniformly well under different noise conditions. For example, energy-

based features do not work well in low SNR [74] and similarly, under colored noise,

negentropy fails to distinguish speech regions from noise with good accuracy due to the

colored spectrum of speech. Also, SNR estimation is a critical component in many of

the existing VAD schemes, which is particularly difficult in non-stationary noise [19].

Thus, the VAD problem still remains challenging and requires the design of further

robust features and algorithms.

Recent works on VAD have been mostly statistical model based [48, 6, 23, 26]. In

this approach, VAD is posed as a hypothesis testing problem with statistical models of

speech and noise, although assumptions made about the statistics of noise [48, 6, 40,

26] do not always hold in practice. In the short-term frame-level analysis framework,

this hypothesis testing problem can be stated as follows: given a frame of observed

signal {x(n)}Nw−1
n=0 (Nw is the frame duration in number of samples), the goal is to

determine whether the given frame belongs to only noise (H0 : x(n) = N(n)) or noisy

speech (H1 : x(n) = s(n) + N(n)). s(n) and N(n) denote the samples of speech

and noise respectively. To check the robustness of both feature-based and model-based

approaches, the corresponding VAD performances should be evaluated on a wide range

of noises (stationary, non-stationary, impulsive) and under different SNR conditions

(particularly at low SNR such as -10dB or -5dB).
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Signal characteristics of speech and non-speech sounds have different variability pro-

files. This can be advantageously used to discriminate them. For example, a person

with average speaking rate produces approximately 10-15 phonemes per second [56].

These phonemes have different spectral characteristics. Due to this variability in signal

characteristics over time, the speech signal is non-stationary. On the other hand, ideally

there is no change over time in the statistics of the stationary noises (both white and

colored). The signal characteristics of non-stationary noises change with time; however,

we need a metric to compare the variability of non-stationary noise with that of speech.

For computing such a metric, we need to analyze the signal over longer duration in

contrast to the usual short-term analysis.

In this work, we have proposed a novel long-term signal variability (LTSV) measure,

by which the degree of non-stationarity in various signals can be compared. We have

demonstrated the usefulness of the LTSV measure as a feature for VAD and have exper-

imentally evaluated its performance under a variety of noise types and SNR conditions

(eleven noise types including white, pink, tank, military vehicle, jet cockpit, HF channel,

F16 cockpit, car interior, machine gun, babble, and factory noise in five different SNR

conditions: -10dB, -5dB, 0dB, 5dB and 10dB). For the proposed signal variability mea-

sure, the analysis window goes beyond the usual short-term frame size. The short-term

analysis assumes that the speech signal is slowly varying and stationary over 20 msec.

The rationale behind our choice of a long analysis window is to obtain a realistic mea-

sure of non-stationarity or variability in signal characteristics, which cannot be captured

with a short window of 20 msec. We hypothesize that the proposed long-term variability

measure for speech will be distinctly greater compared to that obtained for commonly

encountered noises. We theoretically show that in additive stationary noise, even at

low SNR, it is possible to distinguish speech regions from stationary noisy regions us-

ing our proposed method, which is not possible using short-time energy-based features
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[74]. Energy-based features depend on the signal amplitude and hence change when the

signal is scaled, but our feature is based on the degree of non-stationarity of the signal,

which does not get affected by scaling the signal. For additive non-stationary noises, we

show experimentally that it is possible to distinguish speech from non-stationary noise

with an accuracy as good as that for stationary noise, unless the non-stationary noise

and speech have a similar degree of variability, measured by the proposed LTSV metric.

From the LTSV measure, we obtain an indication whether there is a speech signal in

the respective long analysis window. However, this decision is not assigned to a 10-20

msec frame in the middle of the long window, unlike [47], for example. We repeat the

analysis process across the signal stream with a small shift (this shift determines how

coarse we want to make VAD). Thus, we obtain decisions over long windows for each

shift. We assimilate all these decisions to arrive at the final frame-level VAD decision.

We find that, by utilizing signal information over a longer window, we can make VAD

more robust even at low SNR.

2.1.2 Long-term signal variability measure

The long-term signal variability (LTSV) measure at any time is computed using the last

R frames of the observed signal x(n) with respect to the current frame of interest. The

LTSV, Lx(m), at the mth (m ∈ Z) frame is computed as follows:

Lx(m)
△
=

1

K

K
∑

k=1

(

ξxk (m)− ξx(m)
)2

(2.1)

where, ξx(m) =
1

K

K
∑

k=1

ξxk (m)

and ξxk (m)
△
= −

m
∑

n=m−R+1

Sx(n, ωk)
∑m

l=m−R+1 Sx(l, ωk)
log

(

Sx(n, ωk)
∑m

l=m−R+1 Sx(l, ωk)

)

.(2.2)
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Sx(n, ωk) is the short time spectrum at ωk. It is computed as

Sx(n, ωk) = |X(n, ωk)|
2 , where X(n, ωk) =

Nw+(n−1)Nsh
∑

l=(n−1)Nsh+1

w(l − (n− 1)Nsh − 1)x(l)e−jωkl,(2.3)

w(i), 0 ≤ i < Nw is the short-time window, Nw is the frame length, and Nsh is the

frame shift duration in number of samples. X(n, ωk) is the short-time Fourier transform

(STFT) coefficient at frequency ωk, computed for the nth frame.

ξxk (m) is essentially an entropy measure on the normalized short-time spectrum

computed at frequency ωk over R consecutive frames, ending at the mth frame. The

signal variability measure Lx(m) is the sample variance of {ξxk (m)}K
k=1, i.e., the sample

variance of entropies computed at K frequency values. Lx(m) is, therefore, dependent

on the choice of K frequency values {ωk}
K
k=1, R, and K itself.

Note that Lx(m) is invariant to amplitude scaling of the observed signal x(n). Lx(m)

is significantly greater than zero only when the entropies {ξxk (m)}K
k=1 computed at K

frequencies are significantly different from each other. Lx(m)=0 if {ξxk (m)}K
k=1 are

identical for all k = 1, ...,K.

2.1.3 Stationary noise case

Let x(n) be a stationary noise (need not be white) N(n). Since N(n) is stationary, the

ideal noise spectrum does not change with time, i.e., SN (n, ωk) is ideally constant for

all n. Let us assume the actual spectrum of noise is known and SN (n, ωk) = σk, ∀n.

Thus, using eqn. (2.2), ξNk (m) = logR, ∀k1 and, hence, using eqn. (2.1) LN (m)=0.

Now consider x(n) to be speech in additive stationary noise, i.e., x(n) = S(n)+N(n).

This means that, ideally, Sx(n, ωk) = SS+σk (assuming noise is uncorrelated to signal),

where SS is the actual speech spectrum. Thus,

1Note that ξxk (m) being an entropy measure can take a maximum value of logR, for a fixed choice
of R.
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ξS+N
k (m) = −

m
∑

n=m−R+1

SS + σk
∑m

l=m−R+1 SS(l, ωk) +Rσk
log

(

SS + σk
∑m

l=m−R+1 SS(l, ωk) +Rσk

)

(2.4)

Note that logR = ξNk (m) ≥ ξS+N
k (m) ≥ ξSk (m) ≥ 0, where ξSk (m) is the entropy

measure when x(n) is only speech S(n) (without any additive noise) and ξSk (m) can be

obtained from eqn. (2.4) by setting σk = 0 (see appendix .1 for proof). This means that

if there is only speech at frequency ωk over R consecutive frames, the entropy measure

will have a smaller value compared to that of speech plus noise; with more additive

stationary noise, the entropy measure increases, and it takes the maximum value when

there is no speech component (only noise) at frequency ωk over R frames. This means

that the proportion of the energies of speech and noise (SNR) plays an important role

in determining how large or small the entropy measure ξS+N
k (m) is going to be. Let us

denote the SNR at frequency ωk at nth frame by SNRk(n)
(

△
= SS

σk

)

. It is easy to show

that eqn. (2.4) can be rewritten as follows:

ξS+N
k (m) =

∑m
l=m−R+1 SNRk(l)

∑m
l=m−R+1 SNRk(l) +R

ξSk (m) +
R

∑m
l=m−R+1 SNRk(l) +R

ξNk (m)

−

m
∑

n=m−R+1

SNRk(n)
∑m

l=m−R+1 SNRk(l) +R
log





1 + 1
SNRk(n)

1 + R
∑m

l=m−R+1 SNRk(l)





−
m
∑

n=m−R+1

1
∑m

l=m−R+1 SNRk(l) +R
log

(

SNRk(n) + 1
∑m

l=m−R+1 SNRk(l)

R
+ 1

)

(2.5)

The first two terms jointly are equal to the convex combination of ξSk (m) and ξNk (m).

The third and fourth terms are additional terms. If SNRk(n) ≫ 1, 1
SNRk(n)

≈ 0,

1
SNRk(n)+R

≈ 0, then the second, third and fourth terms turn very small and, hence,

negligible; thus for high SNR at ωk, ξS+N
k (m) ≈ ξSk (m). Similarly, for low SNR

(SNRk(n) ≪ 1), ξS+N
k (m) ≈ ξNk (m).

As LS+N (m) is an estimate of variance of
{

ξS+N
k (m)

}K

k=1
and ξS+N

k (m) depends on

SNRk, the value of LS+N(m) also depends on the SNRs at {ωk}
K
k=1. If SNRk(m) ≪
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1, ∀k, then ξS+N
k (m) ≈ ξNk (m) = logR, ∀k and hence LS+N(m) ≈ 0. On the other

hand, let us consider the case where the signal contains speech with high SNR. However,

it is well known that speech is a low pass signal; the intensity of the speech component

at different frequencies varies widely, even up to a range of 50 dB[82]. Thus, in additive

stationary noise, SNRk also varies widely across frequency depending on the overall

SNR. Thus, we expect LS+N (m) to be significantly greater than zero.

Although for the sake of analysis above, we assumed the actual spectrum of noise and

speech are known, in practice, we don’t know σk for any given stationary noise. Thus,

we empirically investigate the LTSV measure when the spectrum is estimated from real

signal. In this work, we estimate both SS and σk by the periodogram method [36]

of spectral estimation (eqn. (2.3)). Fig. 2.1(a) shows the histogram of log10 (LN (m))

for stationary white noise and histogram of log10 (LS+N(m)) for speech in additive

stationary white noise at 0dB SNR. For demonstrating the histogram properties, we

consider the logarithm of the LTSV feature for better visualization in the small value

range of LTSV. In this example, the number of realizations of LN and LS+N are 375872

and 401201, respectively. These samples were computed at every frame from noisy

speech obtained by adding white noise to the sentences of the TIMIT training corpus

[30] at 0dB SNR. Note that the LTSV computed at the mth frame (i.e. Lx(m)) is

considered to be LS+N(m) if there are speech frames between (m−R + 1)th and mth

frame. The sampling frequency for speech signal is Fs=16kHz. The Hanning window

is used as the short-time window, w(i) (as in eqn. (2.3)), and we chose the following

parameter values Nw=320, Nsh=
Nw

2 , R=30, K=448, and {ωk}
K
k=1 uniformly distributed

between 500 and 4000 Hz. As the spectrum of the noise and the signal plus noise

are both estimated using the periodogram, LN (m) is not exactly zero (LN (m) → 0

is equivalent to log10 (LN (m)) → −∞) although LS+N(m) > 0. The periodogram

estimate of spectrum is biased and has high variance [36]. In spite of this, on average, the

12



values of LN (m) are closer to zero compared to that of LS+N(m); this demonstrates that

the entropy measure ξxk (m) varies more over different ωk when there is speech compared

to when there is only noise in the observed signal. As the proportion of speech and noise

in the observed signal determines LS+N (m), we can interpret the above statement in

the following way: LTSV captures how SNRk varies across K frequencies over R frames

without explicitly calculating SNRs at {ωk}
K
k=1. Fig. 2.1(a) also shows the histogram of

log10 (LS(m)). The sample mean and sample standard deviation (SD) of the realizations

of LN , LS+N , and LS are tabulated in the figure. It is clear that in additive noise the

mean LTSV decreases (from 14.16×10−2 to 6.65×10−2). The SD of LN (1.77×10−3) is

less than that of LS+N (5.46×10−2). Thus, in the presence of speech in R frames, LTSV

can take a wider range of values compared to that in the absence of speech. We see that

there is overlap between the histograms of log10 (LN ) and log10 (LS+N). We calculated

the total misclassification error among these realizations of LN and LS+N , which is the

sum of the speech detection error (this happens when there is speech over R frames,

but gets misclassified as noise) and non-speech detection error. This was done using a

threshold obtained by the equal error rate (EER) of the region operating characteristics

(ROC) curve [31]. The total misclassification error turned out to be 6.58%.

We found that a better estimate (unbiased with low variance) of the signal spectrum

and the noise spectrum leads to a better estimate of LN (m) and LS+N(m) (see appendix

.2 for details). Therefore, we use the Bartlett-Welch method of spectral estimation

[36]; we estimate the signal spectrum by averaging spectral estimates of M consecutive

frames. Thus, eqn. (2.3) is modified to

Sx(n, ωk) =
1

M

n
∑

p=n−M+1

∣

∣

∣

∣

∣

∣

Nw+(p−1)Nsh
∑

l=(p−1)Nsh+1

w(l − (p− 1)Nsh − 1)x(l)e−jωkl

∣

∣

∣

∣

∣

∣

2

(2.6)
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Total MisClassification Error=1.53%
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Figure 2.1: Histogram of the logarithmic LTSV (log10 (LTSV )) measure of white noise
and speech in additive white noise (0dB SNR) using (a) the periodogram estimate of
spectrum (b) the Bartlett-Welch estimate of spectrum. The tables in the figures show
the sample mean and sample SD of the realizations of LN , LS+N , and LS.

Fig. 2.1(b) shows the histograms of log10 (LN (m)), log10 (LS+N(m)), and log10 (LS(m)),

where the spectral estimates are obtained by the Bartlett-Welch method (M=20). We

observe that the mean of LN has moved closer to 0 compared to that obtained using the

periodogram method in Fig. 2.1(a). The SD of LN has also decreased; these suggest

that the estimate of LN is better using the Bartlett-Welch method compared to the

periodogram. The mean and SD of both LS+N and LS have also decreased. However,

since we don’t know the true values of LTSV for speech (and speech+noise), we can’t

really comment on how good the estimates of LS and LS+N are in Fig. 2.1(b) compared

to those of Fig. 2.1(a). The total misclassification error turned out to be 1.53%. The
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reduction in misclassification error from 6.58% (Fig. 2.1(a)) to 1.53% (Fig. 2.1(b);

76.75% relative reduction) suggests that the estimate of Lx using the Bartlett-Welch

method improves the speech hit rate and thus is useful for VAD.
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Figure 2.2: Histogram of the logarithmic LTSV (log10 (LTSV )) measure of pink noise
and speech in additive pink noise (0dB SNR) using (a) the periodogram estimate of
spectrum (b) the Bartlett-Welch estimate of spectrum. The tables in the figures show
the sample mean and sample SD of the realizations of LN , LS+N , and LS.

Fig. 2.2 repeats Fig. 2.1 for stationary pink noise. We observe similar trends from

Fig. 2.2(a) to Fig. 2.2(b) as seen from Fig. 2.1(a) to Fig. 2.1(b). Since pink noise is

colored, LS+N (m) for pink noise is not the same as that of white noise. However, for

both white and pink noises, the mean of LN using the periodogram method is of the

order of 10-2 and that using the Barlett-Welch method is of the order of 10−4. Thus, on

average, LN obtained by the Bartlett-Welch method is closer to its theoretical value (0)
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compared to that obtained by the periodogram method. The misclassification error for

additive pink noise reduces from 4.86% for the periodogram method to 1.14% (76.54%

relative reduction) for the Bartlett-Welch method. This suggests that the temporal

averaging of the short-time spectrum is appropriate to make the estimate of LTSV

more robust for VAD in the case of stationary noise even when it is colored.

2.1.4 Nonstationary noise case

The spectrum of nonstationary noise varies with time. Thus, when x(n) is a nonsta-

tionary noise, Lx(m) is no longer 0 even when the actual spectrum of the signal is

known and used to compute Lx(m). Lx(m) depends on the type of noise and its degree

of non-stationarity and hence becomes analytically intractable in general. Speech is a

non-stationary signal. Thus, speech in additive nonstationary noise makes the analysis

even more challenging. However, the following observations can be made about Lx(m)

when noise is nonstationary:

• ξxk (m) depends on how rapidly Sx(n, ωk) changes with n, and Lx(m) depends on

how different ξxk(m), k = 1, ...,K are.

• If Sx(n, ωk) is slowly varying with n for all {ωk}
K
k=1, ξ

x
k (m) is expected to be higher

for all {ωk}
K
k=1 and hence, Lx(m) will be close to 0.

• Similarly, if Sx(n, ωk) varies rapidly over n for all {ωk}
K
k=1, ξ

x
k (m) becomes small

∀k and hence Lx(m) will also be close to 0.

• However, if Sx(n, ωk) varies with n slowly at some ωk and largely at some other

ωk, Lx(m) would tend to take a high value. When x(n) = S(n) + N(n), how

Sx(n, ωk) varies with ωk depends on the SNRk.

For nonstationary noises, we demonstrate the efficacy of the LTSV measure by simu-

lations. We obtained samples of non-stationary noises, namely tank, military vehicle, jet
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cockpit, HFchannel, F16 cockpit, car interior, machine gun, babble, and factory noise

from the NOISEX-92 database [15]. We added these noise samples to the sentences

of the TIMIT training corpus [30] at 0dB SNR to compute realizations of LN , LS+N ,

and LS. For illustrations, Fig. 2.3 (a) and (b) show the histograms of log10 (LN ),

log10 (LS+N), and log10 (LS) using the Bartlett-Welch spectral estimates for additive

(0dB) car interior noise and jet cockpit noise, respectively. The parameter values for

Fig. 2.3 are chosen to be the same as those used for Fig. 2.1.
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Figure 2.3: Histogram of the logarithmic LTSV (log10 (LTSV )) measure using the
Bartlett-Welch spectral estimates for (a) car interior noise and speech in additive car
interior noise (0dB), and (b) jet cockpit noise and speech in additive jet cockpit noise
(0dB). The tables in the figures show the sample mean and sample SD of the realizations
of LN , LS+N , and LS.

In Fig. 2.3(a) (car interior noise), it is seen that the histogram of log10 (LS+N ) is not

much different from that of log10 (LS). This means that in additive car interior noise the
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LTSV measure of noisy speech does not change significantly compared to that of speech

only. Computation of SNRk at {ωk}
K
k=1 for additive car noise (at 0dB SNR) reveals

that the average SNRk is 15dB in the range of frequencies between 500 and 4000 Hz.

The spectrum of car interior noise has a relatively large low-pass component below 500

Hz. {SNRk}
K
k=1 being high, LS and LS+N are similar. From Fig. 2.3 (a) it can also be

seen that the mean of LN is approximately 500 times smaller than the mean of LS+N

and, also, the overlap between the histograms of LN and LS+N is negligible, resulting

in a very small misclassification error of 0.04%. Similar to the case of stationary white

and pink noises, the use of the Bartlett-Welch method for spectral estimation provides a

63.63% relative reduction in misclassification error compared to that of the periodogram

method (0.11%) in additive car noise. Similarly, the misclassification error reduces from

18.11% (the periodogram method) to 1.93% (89.34% relative reduction) (the Bartlett-

Welch method) for additive jet cockpit noise.

For a comprehensive analysis and understanding, the total misclassification errors

for both stationary and non-stationary noises are presented in Table 2.1 using both the

periodogram and the Bartlett-Welch methods. Noises are added to speech at 0dB SNR,

and M is chosen to be 20 for the Bartlett-Welch method for this experiment.

Except for the case of factory and babble noise in Table 2.1, we observe a consistent

reduction in misclassification error when LTSV is computed using the Bartlett-Welch

method (M=20) compared to that using the periodogram method. The percentages of

relative reduction indicate that the temporal smoothing with a fixed M in the Bartlett-

Welch estimate does not consistently reduce the total misclassification error for all noises

compared to that obtained by periodogram estimate.

In particular, the misclassification error is high for machine gun and speech babble

noise using both the periodogram and the Bartlett-Welch method. The LTSV measure

cannot distinguish these two noises from the corresponding noisy speech. For machine
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Noise Total Misclassification Error
Type Periodogram Bartlett-Welch Relative reduction

White 6.58 1.53 76.44%

Pink 4.86 1.14 76.54%

Tank 0.88 0.68 22.72%

Military Vehicle 0.27 0.22 18.51%

Jet Cockpit 18.11 1.93 89.34%

HFchannel 3.67 1.9 48.22%

F16 2.93 0.9 69.28%

Factory 1.88 2.23 -18.61%

Car 0.11 0.04 63.63%

Machine Gun 40.64 34.6 14.86%

Babble 14.56 18.59 -27.67%

Table 2.1: Total misclassification errors (in percent) for using the periodogram and the
Bartlett-Welch method (M=20) in estimating LTSV measure. R is chosen to be 30.

gun noise, the histogram of log10 (LN ) shows a bimodal nature (Fig. 2.4(a)) when

the Bartlett-Welch method is used. This is due to the fact that machine-gun noise is

composed of mainly two different signals - the sound of the gun firing and the silence

in between firing. When R consecutive frames belong to silence they yield a very

small value of LN but, when R frames include portions of the impulsive sound of firing

(nonstationary event), the value of LN becomes high. This creates a hump in the

histogram exactly where the main hump of the histogram of LS+N is (Fig. 2.4(a)).

This causes a considerable amount of misclassification error.

A similar observation can be made for the case of speech babble noise. As the noise

is speech-like, it is nonstationary and causes similar values of LN and LS+N , resulting in

significant overlap between the histograms of log10 (LN ) and log10 (LS+N) (Fig. 2.4(b)).

Due to this, a large misclassification error is obtained.

From the simulations of non-stationary noise cases, we found that the mean LTSV

of the non-stationary noise is higher than that of stationary noise. Except for machine

gun noise, the mean LTSV of all noises is lower than that of speech. Thus, the LTSV
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Figure 2.4: Histogram of the logarithmic LTSV (log10 (LTSV )) measure using the
Bartlett-Welch spectral estimates for (a) machine gun noise and speech in additive ma-
chine gun noise (0dB), and (b) babble noise and speech in additive babble noise (0dB).
The tables in the figures show the sample mean and sample SD of the realizations of
LN , LS+N , and LS.

measure reflects the degree of non-stationarity or variability in the signal, and the signal

variability in speech is more than that in all noises considered here, except machine gun

noise. When the degree of non-stationarity of noise is similar to that of noisy speech as

measured by LTSV, noise and noisy speech can not be distinguished effectively. This

happens for machine gun and babble noise, resulting in high misclassification errors

(Table 2.1).
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2.1.5 Selection of {ωk}
K

k=1
, R and M

2.1.5.1 Selection of {ωk}
K
k=1

From the analysis of LTSV for different noises, we realize that the higher the SNR,

the better the separation between the histograms of LS+N and LN . Thus, for a better

discrimination between LS+N and LN , we need to select the frequency values {ωk}
K
k=1,

for which SNRk is high enough. Computation of SNRk for various noises reveals that

SNRk is high for frequency values below 4kHz. This is particularly because speech in

general is a low pass signal. It is also known that the 500Hz to 4kHz frequency range is

crucial for speech intelligibility [3]. Hence we decided to choose ωk in this range. The

exact values of {ωk}
K
k=1 are determined by the sampling frequency Fs and the order

NDFT of discrete Fourier transform (DFT), used to compute the spectral estimate of

the observed signal. Thus K = NDFT

(

4000−500
Fs

)

. For example, NDFT = 2048 and

FS = 16000 yield K = 448; {ωk}
448
k=1 are uniformly distributed between 500Hz and

4kHz.

2.1.5.2 Selection of R and M

R and M are parameters used for computing Lx(m) (see eqn. (2.6) and (2.2)). Our

goal is to choose R and M such that the histograms of LN and LS+N are maximally

discriminative since the better the discrimination between LN and LS+N , the better the

final VAD decision. We computed the total misclassification error (sum of two types

of detection errors) as a measure of discrimination between the histograms of LN and

LS+N for given values of R and M denoted by:

M(R,M) = Speech Detection Error + Noise Detection Error

We used receiver operating characteristics (ROC) [31] to compute M(R,M). ROC

curve is a plot of speech detection error and non-speech detection error for varying
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Figure 2.5: Gray valued representation of M(R,M) for R=5, 10, 20, 30, 40, 50 and
M=1, 5, 10, 20, 30. Darker box indicates lower value: (a) white, (b) pink, (c) tank,
(d) military vehicle, (e) jet cockpit, (f) HFchannel, (g) F16 cockpit, (h) factory, (i) car,
(j) machine gun, (l) babble noise.

threshold γ, above which the LTSV measure indicates speech. We chose M(R,M) and

the corresponding threshold for which two types of detection errors are equal, which

is known as equal error rate (EER). Eleven different types of noises (as mentioned in

Table 2.1) were added to TIMIT training sentences to generate realizations of LS+N .
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LN were also computed for all these different noises. The Hanning window is used as the

short-time window, w(i) (as in eqn. (2.6)), and we chose the following parameter values

Nw=320 (corresponds to 20 msec), Nsh=
Nw

2 , K=448 and {ωk}
K
k=1 uniformly distributed

between 500 and 4000 Hz (as determined in section 3.1). M(R,M) are computed for

R=5, 10, 20, 30, 40, 50 (corresponding to 50 msec to 500 msec) and M=1, 5, 10, 20, 30

(corresponding to 10 msec to 300 msec). This experiment was systematically performed

for 11 types of noises and 5 different SNR conditions, i.e., -10dB, -5dB, 0dB, 5dB, 10dB.

The misclassification errors for all combinations of R and M are shown in Fig. 2.5 using

gray valued representation. The darker the box, the lower the value of M(R,M). Rows

in Fig. 2.5 correspond to different noise types and columns correspond to different

SNRs (as mentioned at the top of the columns). Except for machine gun noise, it was

found that for any choice of M , M(R,M) monotonically decreases with increasing R.

However, above R=30 the reduction in M(R,M) is not significant for most of the noises

(which can be seen from insignificant changes in gray values in Fig. 2.5). Also a larger

R leads to a larger delay in VAD decision. Hence, we restrict possible values of R up to

30 frames i.e., R=5, 10, 20, 30. We report the combination of R and M corresponding

to the minimum value of M(R,M) in Table 2.2.

We observe that, except for machine gun noise, the best choice of R is 30 (which

means that the LTSV is computed over 0.3 sec). For machine gun noise, the best

choices of R and M both are found to be 10 frames (0.1 sec) for all SNR conditions.

Machinegun noise consists of two types of sounds, namely, gun-shot and silence between

gun-shots. For a high value of R like 30 frames, the long analysis window would include

both types of sounds increasing the non-stationarity resulting in more overlap between

LN and LS+N compared to the case of R=10. From Table 2.2, it is also clear that the

spectral averaging over long duration such M=20 (following Bartlett-Welch method) is

only advantageous if the noise is not highly non-stationary like factory, machinegun and
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Noise SNR specific (R, M)
Type -10dB -5dB 0dB 5dB 10dB

White 30, 30 30, 30 30, 20 30, 20 30, 30

Pink 30, 30 30, 30 30, 30 30, 30 30, 30

Tank 30, 20 30, 20 30, 20 30, 10 30, 10

Military Vehicle 30, 20 30, 20 30, 10 30, 10 30, 10

Jet Cockpit 30, 20 30, 20 30, 20 30, 20 30, 20

HFchannel 30, 20 30, 20 30, 20 30, 20 30, 20

F16 30, 20 30, 20 30, 20 30, 20 30, 20

Factory 30, 5 30, 5 30, 5 30, 5 30, 5

Car 30, 20 30, 20 30, 10 30, 10 30, 10

Machine gun 10, 10 10, 10 10, 10 10, 10 10, 10

Babble 30, 5 30, 5 30, 1 30, 1 30, 1

Table 2.2: Best choices of R, M for different noises and different SNRs.

babble noise. For most of the noises and SNR conditions, it can be seen that M > 1

(M = 1 means no averaging, which is equivalent to periodogram method) is found

to result in minimum M(R,M); this means that the low variance spectral estimation

(using the Bartlett-Welch method) improves the discrimination between LS+N and LN

for most of the noises.

2.1.6 The LTSV-based voice activity detector

The block diagram of the implemented system for VAD using LTSV measure is shown

in Fig. 2.6. The input speech signal is first windowed (20 msec length and 10 msec shift)

using the Hanning window and the spectrum of the windowed signal is estimated using

the Bartlett-Welch method. At the lth window, the LTSV measure Lx(l) is computed

using the previous R frames. Lx(l) is thresholded to decide whether there was speech in

the last R frames. This is denoted by Dl. If Dl = 0, it means there is no speech in the

last R frames ending at lth frame; if Dl = 1, it means there is speech over the last R

frames ending at lth frame. However, the final VAD decision is made on every 10 msec
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Figure 2.6: Block diagram of the LTSV-based VAD system

interval by using a voting scheme2 as shown in Fig. 2.7. To take a VAD decision on

a target 10 msec interval indexed by l, (R+1) decisions Dl, Dl+1, ...,Dl+R+1 are first

collected on the long windows, which overlap with the target 10 msec interval. If c% of

these decisions are speech, the target 10 msec interval is marked as speech; otherwise

it is marked as noise. Experiments on the TIMIT training set shows that a high value

of c leads to higher VAD accuracy at 10dB SNR, while a low value of c leads to higher

VAD accuracy at -10dB SNR. In our experiment, we chose c=80, which provided the

maximum VAD accuracy at 0dB SNR.

Noise and SNR specific best choices of R, M , and threshold γ were obtained in

section 3.2. However, to deploy the VAD scheme in practice, we need to update these

parameters on the fly according to the type of noise. For our current implementation,

2As an alternative to the voting scheme, we also modeled the observed noisy speech as a sequence of
segments (each of duration .3 sec with 50% overlap) which are either speech or silence or speech-silence
boundary or silence-speech boundary. The probability of transition from one type of segment to another
is learned from the training data and used to decode best segment sequence given the LTSV measure
for each segment. However, the performance was not significantly improved compared to the voting
scheme for all noises.
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Figure 2.7: Long windows for voting on a 10 msec interval.

we have fixed R=30 and M=20, since most of the noises turn out to have minimum

misclassification errors for this choice of R and M (Table 2.2). However, a fixed value of

γ does not work well for all noises. Hence, we designed an adaptive threshold selection

scheme. γ is the threshold for LTSV measure between two classes - noise and noisy

speech. To update γ(m) at mth frame, we used two buffers BN (m) and BS+N(m).

BN (m) stored the LTSV measures of the last 100 long-windows, which were decided as

containing noise only; similarly, BS+N(m) stored the LTSV measures of the last 100

long-windows, which were decided as having speech. One hundred long-windows (with

10 msec shift) in each buffer is equivalent to 1 sec. Since we are interested in measuring

signal variability over long duration, we assume that the degree of non-stationarity of

the signal does not change drastically over 1 sec. γ(m) is computed as the convex

combination between the minimum of the elements of BS+N(m) and maximum of the

elements of BN (m) as follows:

γ(m) = αmin (BS+N (m)) + (1− α)max (BN (m)) (2.7)
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Figure 2.8: Illustrative example of VAD using LTSV with adaptive threshold on a ran-
domly chosen sentence from TIMIT test set: (a): Clean speech; (b): White Noise added
at -10dB SNR; (c): Lx(m), γ(m) computed on (b); (d): VAD decisions on (b); (e)-(h):
(a)-(d) repeated for Tank Noise; (i)-(l): (a)-(d) repeated for HFchannel Noise.

where α is the parameter of the convex combination3. We experimentally found that

α = 0.3 results in maximum accuracy in VAD decisions over the TIMIT training set.

To initialize γ, when the LTSV-based VAD scheme starts operating, we proceed in the

following way:

We assume that the initial 1 second of the observed signal x(n) is noise only. From

this 1 second of x(n), we obtain 100 realizations of LN . Let µN and σ2
N be the sample

mean and sample variance of these 100 realizations of LN . We initialize γ = µN + pσN ,

where p is selected from a set of {1.5, 2, 2.5, 3, 3.5, 4, 4.5} to obtain the maximum

accuracy of VAD decisions on the TIMIT training set. The best choice of p was 3. Since

3As an alternative, we also performed experiments by convex combination of the average of BS+N(m)
and BN (m), but the performance of VAD decisions was worse compared to that obtained by using eqn.
(2.7).
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Figure 2.9: Illustrative example of VAD using LTSV with adaptive threshold on a ran-
domly chosen sentence from TIMIT test set: (a): Clean speech; (b): Car Interior Noise
added at -10dB SNR; (c): Lx(m), γ(m) computed on (b); (d): VAD decisions on (b);
(e)-(h): (a)-(d) repeated for Machine gun Noise; (i)-(l): (a)-(d) repeated for Babble
Noise.
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on average the LTSV of noisy speech is more than that of noise only (as seen in Fig.

2.1-2.4), γ should be more than the mean LTSV of noise (µN ). The choice of p was done

to select the threshold between mean values of the LTSV of noise and noisy speech.

Fig. 2.8 and 2.9 illustrate Lx(m), γ(m) and the VAD decisions for a randomly cho-

sen sentence from TIMIT test set in additive (-10dB SNR) white, tank, HFchannel, car

interior, machine gun, and babble noise. It should be noted that before adding noise

samples, silence of two seconds has been added in the beginning and at the end of the

utterance. This silence padded-speech is shown in Fig. 2.8 and 2.9 (a), (e), (i) to visu-

ally compare with the VAD decisions obtained using LTSV and the adaptive threshold

scheme for six types of noises. Each column in both Fig. 2.8 and 2.9 corresponds to

one type of noise, which is mentioned on top of each column. The second row in both

figures shows the speech signal in additive noise at -10dB SNR. The third row in both

figures shows Lx(m) and γ(m). Y-axes of these plots are shown in log scale to clearly

show the variation in very small values. It can be seen that the threshold γ varies with

time as computed by eqn. (2.7). The respective VAD decisions for six noises are shown

in the last row of both Fig. 2.8 and 2.9. Value 1 in these plots corresponds to speech

and 0 corresponds to noise. Even at -10dB SNR, VAD decisions for additive white,

car, and babble noise appear approximately correct from Fig. 2.8 (d), 2.9 (d), and (l)

respectively. For machine gun noise, many noise frames are detected as speech. For

tank and HFchannel noise also, a few noise frames are detected as speech. However,

systematic performance evaluation is required for understanding the accuracy of VAD

in various noises.

2.1.7 Evaluation and results

Evaluation of a VAD algorithm can be performed both subjectively and objectively.

Subjective evaluation is done through a listening test, in which human subjects detect
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VAD errors [80]; on the other hand, objective evaluation is done using an objective

criterion, which can be computed numerically. However, subjective evaluation is often

not sufficient to examine the VAD performance because listening tests like ABC [80] fail

to consider the effect of the false alarm [6]. Hence, we use objective evaluation strategy

to report the performance of the proposed VAD algorithm.

We closely follow the testing strategy proposed by Freeman et al [51] and by Beritelli

et al [79], in which the labels obtained by the proposed VAD algorithm are compared

against known reference labels. This comparison is performed through five different

parameters reflecting the VAD performance:

(i) CORRECT: Correct decisions made by the VAD.

(ii) FEC (front end clipping): Clipping due to speech being misclassified as noise in

passing from noise to speech activity.

(iii) MSC (mid speech clipping): Clipping due to speech misclassified as noise during

an utterance.

(iv) OVER (carry over): Noise interpreted as speech in passing from speech activity

to noise due to speech information carried over by the LTSV measure.

(v) NDS (noise detected as speech): Noise interpreted as speech within a silence period.

FEC and MSC are indicators of true rejection, while NDS and OVER are indicators

of false acceptance. CORRECT parameter indicates the amount of correct decisions

made. Thus all four parameters FEC, MSC, NDS, OVER should be minimized and the

CORRECT parameter should be maximized to obtain the best overall system perfor-

mance.

For VAD evaluation in this work, we used the TIMIT test corpus [30] consisting

of 1680 individual speakers of eight different dialects, each speaking 10 phonetically
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balanced sentences. Silence of an average duration of 2 sec was added before and

after each utterance, and then noise of each category was added at 5 different SNR

levels (-10dB, -5dB, 0dB, 5dB, 10dB) to all 1680 sentences. The test set for each noise

and SNR thus consisted of 198.44 minutes of noisy speech of which 62.13% was only

noise. The noise samples of eleven categories were taken from the NOISEX-92 database.

The beginning and end locations of the speech portions of the silence-padded TIMIT

sentences were computed using the start time and the end time of the sentence obtained

from the TIMIT transcription. The final VAD decisions were computed for every 10

msec interval. Thus, for reference, each 10 msec interval was tagged as speech or noise

using the beginning and end of speech. If a 10 msec interval overlapped with speech, it

was tagged as speech, and otherwise as noise.

The proposed adaptive-threshold LTSV (we denote this by LTSV-Adapt scheme)

based VAD scheme was run followed by the voting scheme to obtain VAD decisions at

10 msec frame level. The noisy TIMIT test sentences were concatenated and presented

in a contiguous manner to the LTSV-Adapt VAD scheme so that the threshold could

be adapted continuously. In order to do a comparative analysis, the performance of the

proposed LTSV-Adapt scheme was compared against three modern standardized VAD

schemes. These schemes are the ETSI AMR VADs option 1 & 2 [2] and ITU G.729

AnnexB VAD [44]. The implementations were taken from [1] and [45] respectively.

The VAD decisions at every 10 msec obtained by the standard VAD schemes and our

proposed VAD scheme were compared to the references, and five different parameters

(CORRECT, FEC, MSC, NDS, OVER) were computed for eleven noises and five SNRs.

In addition to the performance of the LTSV-Adapt scheme, we report performance for

the case using noise and SNR specific R, M and γ (we denote this by LTSV-opt scheme),

assuming that we know the correct noise category and SNR. This was done to analyze

how much the VAD performance degrades when the noise information is not available or
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Figure 2.10: CORRECT, FEC, MSC, NDS and OVER averaged over all SNRs for
eleven noises as obtained by five VAD schemes - AMR-VAD1, AMR-VAD2, G.729,
LTSV-Adapt scheme and LTSV-opt scheme.

not estimated. However, for comparing against standard VAD schemes, we used LTSV-

Adapt scheme-based VAD decisions. Fig. 2.10 shows five different scores (CORRECT,

FEC, MSC, NDS, OVER), averaged over 5 SNRs for each noise, computed for AMR-

VAD1, AMR-VAD2, G.729, LTSV-Adapt, and LTSV-opt schemes. Fig. 2.11 shows the

same result for -10dB SNR.

We observe a consistent reduction in average CORRECT score from LTSV-opt

scheme to LTSV-Adapt scheme for all noises (Fig. 2.10). The significant reduction

happens for speech babble (from 85.3% for LTSV-opt scheme to 80.3% for LTSV-Adapt

scheme) and for machine gun noise (from 78.0% for LTSV-opt scheme to 72.0% for

LTSV-Adapt scheme). While machine gun noise is impulsive in nature, speech babble
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is speech-like and, hence, the best choices of R and M for these noises are different (see

Table 2.2) compared to theR=30 andM=20 combination, which is used in LTSV-Adapt

scheme. This mismatch in R and M causes a significant difference in the CORRECT

score between the LTSV-opt scheme and the LTSV-Adapt scheme. A suitable noise

categorization scheme prior to LTSV-opt scheme can improve the VAD performance

compared to LTSV-Adapt scheme. From Fig. 2.10, it is clear that in terms of the

CORRECT score, AMR-VAD2 is the best among all three standard VAD schemes con-

sidered here. Hence, the LTSV-Adapt scheme is compared with the AMR-VAD2 among

three standard VAD schemes. We see that on an average, the LTSV-Adapt scheme

is better than the AMR-VAD2 in terms of CORRECT score for white (6.89%), tank

(0.86%), jet cockpit (5.02%), HFchannel (2.88%), F16 cockpit (3.86%), and machine

gun (0.35%), and worse for pink (2.14%), military vehicle (2.01%), factory (1.61%), car

interior (1.73%), and babble (4.38%) noises. The percentage in the bracket indicates the

absolute CORRECT score by which one scheme is better than the other. LTSV-Adapt

scheme has a smaller MSC score compared to that of AMR-VAD2 for white (8.19%),

pink (8.52%), tank (2.57%), military vehicle (0.82%), jet cockpit (5.95%), HFchannel

(5.92%), F16 cockpit (5.88%), Factory Noise (0.75%), and car interior (0.61%) and a

larger MSC for machine gun (4.52%) and babble noise (4.63%). The percentage in the

bracket indicates the absolute MSC score by which one scheme is better (has lower

MSC) than the other. Thus, AMR-VAD2 has a larger MSC score compared to the

LTSV-Adapt scheme for all noises except machine gun and babble noise. This means,

on an average, AMR-VAD2 loses more speech frames compared to the LTSV-Adapt

scheme. For babble noise, the CORRECT score of AMR-VAD2 is greater than that of

LTSV-Adapt scheme due to the fact that we use M=20, which is not the best choice for

speech babble as shown in Table 2.2. Speech babble being non-stationary noise, long

temporal smoothing does not help. The OVER score of the LTSV-Adapt scheme for
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Figure 2.11: CORRECT, FEC, MSC, NDS and OVER at -10dB SNR for eleven noises
as obtained by five VAD schemes - AMR-VAD1, AMR-VAD2, G.729, LTSV-Adapt
scheme and LTSV-opt scheme.

additive car interior noise is more than that of AMR-VAD2. This happens for pink,

military vehicle, factory, and babble noise, too. Higher values of OVER for these noises

result in a lower value of the CORRECT score of the LTSV-Adapt scheme compared

to that of AMR-VAD2. High value of OVER implies that noise frames at the speech-

to-noise boundary are detected as speech. Depending on the application, such errors

can be tolerable compared to high MSC and high NDS. High MSC is harmful for any

application since high MSC implies that speech frames are decided as noise frames.

It should be noted that in the LTSV-Adapt scheme, we are neither estimating the

SNR of the observed signal nor estimating the type of noise. This is an SNR independent

scheme; however, the LTSV-Adapt scheme performs consistently well in all SNRs. In
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particular, from Fig. 2.11, we observe that at -10dB SNR, the LTSV-Adapt scheme has

a higher CORRECT score than that of AMR-VAD2 for white (19.88%), pink (4.43%),

tank (6.95%), jet cockpit (11.6%), HFchannel (11.36%), F16 cockpit noise (12.48%),

and factory noise (0.07%) and lower for military vehicle (1.72%), car interior (1.37%),

machine gun (1.88%), and babble noise (2.76%). These are noises where we have mis-

match between the fixed R and M used for the LTSV-Adapt scheme with the best R

and M as indicated by Table 2.2. Also at -10dB SNR, MSC of the LTSV-Adapt scheme

is lower than that of AMR-VAD2 for white (20.7%), pink (22.01%), tank (7.73%), mili-

tary vehicle (1.16%), jet cockpit (12.02%), HFchannel (12.83%), F16 cockpit (13.23%),

Factory Noise (2.18%), car interior (0.58%), and babble noise (3.95%) and greater for

machine gun (3.82%) noise. Compared to AMR-VAD2, the LTSV-Adapt scheme has

lower NDS, too. All these imply that the LTSV-Adapt scheme has smaller speech frame

loss compared to AMR-VAD2 at -10dB SNR, and hence is robust in low SNR.

2.1.8 Conclusions

We presented a novel long-term signal variability (LTSV) based voice activity detection

method. Properties of this new long-term variability measure were discussed theoret-

ically and experimentally. Through extensive experiments, we show that the accuracy

of the LTSV based VAD averaged over all noises and all SNRs is 92.95% as compared

to 87.18% obtained by the best available commercial AMR-VAD2. Similarly, at -10dB

SNR, the accuracies are 88.49% and 79.30% respectively, demonstrating the robustness

of LTSV feature for VAD at low SNR. While the energy-based features for VAD are

affected by signal scaling, the proposed long-term variability is not. It has also been

found that for non-stationary noises, which have similar LTSVmeasure as that of speech,

the proposed VAD scheme fails to distinguish speech from noise with good accuracy.

However, additional modules such as noise category recognition might help improve the
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result by allowing for noise-specific solutions and improve the VAD performance. If we

have knowledge of the background noise in any application or if we can estimate the

category of noise and accordingly choose the R, M and γ for minimum misclassification

error on the training set, we expect to achieve the performance of LTSV-opt scheme,

which is better than that of LTSV-Adapt scheme. We also observed that the optimum

choice of c varies with SNR. Thus, adaptively changing c by estimating the SNR of the

observed signal can improve the VAD performances. Also, a choice of low value of c im-

proves FEC score while increases OVER score at high SNR. On the other hand, a high

value of c reduces the OVER score while increases FEC score at low SNR. Thus, the

choice of c should be tuned considering the trade-off between FEC and OVER scores.

These are part of our future works.

To improve upon the LTSV measure, we have explored using mean entropy (ξx(m))

for VAD. Theoretically, it is easy to prove that mean entropy for noise ≥ mean entropy

of S+N. But, in practice, their histograms overlap more than those of their variance.

We observed that the correlation between mean and variance of the LTSV feature is

high (in the range of -0.6 to -0.9); hence, using mean LTSV as an additional feature, we

did not obtain any significant improvement in VAD performance. We also performed

experiments with additional features like subband energy, subband LTSV, derivatives

of LTSV, and with choices of different frequency bands. In some cases, additional

features provided improvements for some noises. Thus, in noise-specific applications,

these additional features could be useful. Also, it can be seen that we have not used the

usual hangover scheme as done in frame based VAD schemes [6]. This is because our

approach inherently takes a long-term context through variability measure. So, there is

no additional need of the hangover scheme.

One advantage of using LTSV for VAD is that there is no need for explicit SNR

estimation. At the same time, it should be noted that, depending on the choice of the
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longer window length, any VAD related application is expected to suffer a delay equal to

the duration of the window. Thus, a trade-off between the delay and the robustness of

VAD, particularly in low SNR, should be examined carefully before using LTSV-based

VAD scheme in a specific application.
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2.2 Multi-band long-term signal variability features for ro-

bust voice activity detection

[100]

In this paper, we propose robust features for the problem of voice activity detec-

tion (VAD). In particular, we extend the long term signal variability (LTSV) feature

to accommodate multiple spectral bands. The motivation of the multi-band approach

stems from the non-uniform frequency scale of speech phonemes and noise characteris-

tics. Our analysis shows that the multi-band approach offers advantages over the single

band LTSV for voice activity detection. In terms of classification accuracy, we show

0.3%-61.2% relative improvement over the best accuracy of the baselines considered for

7 out 8 different noisy channels. Experimental results, and error analysis, are reported

on the DARPA RATS corpora of noisy speech.

2.2.1 Introduction

Voice activity detection (VAD) is the task of classifying an acoustic signal stream into

speech and non-speech segments. We define a speech segment as a part of the input sig-

nal that contains the speech of interest, regardless of the language that is used, possibly

along with some environment or transmission channel noise. Non-speech segments are

the signal segments containing noise but where the target speech is not present. Manual

or automatic speech segment boundaries are necessary for many speech processing sys-

tems. In large-scale or real-time systems, it is neither economical nor feasible to employ

human labor (including crowd-sourcing techniques) to obtain the speech boundaries as

a key first step. Thus, the fundamental nature of the problem has positioned VAD
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as a crucial preprocessing tool to a wide range of speech applications, including auto-

matic speech recognition, language identification, spoken dialog systems and emotion

recognition.

Due to the critical role of VAD in numerous applications, researchers have focused on

the problem since the early days of speech processing. While some VAD approaches have

shown robust results using advanced back-end techniques and multiple system fusion

[65], the nature of VAD and diversity of environmental sounds suggests the need of

robust VAD front-ends. Various signal features have been proposed for separating speech

and non-speech segments in the literature. Taking into account short-term information

ranging from 10ms to 40ms, various researchers [41, 86, 35] have proposed energy-based

features. In addition to energy features, researchers have used zero-crossing rate [16],

wavelet-based features [22], correlation coefficients [5] and negentropy [69, 75] which has

been shown to perform well in low SNR environments. Other works have used long-term

features in the range of 50-100ms [47] and above 150ms [68]. Long-term features have

been shown to perform well on noisy speech conditions under a variety of environmental

noises. Notably, they offer theoretical advantages for stationary noise [68] and capture

information that short-term features lack.

The long-term features proposed in the past focus on extracting information from a

two-dimensional (2-D) time-frequency window. Limiting the extracted feature informa-

tion from 2-D spectro-temporal windows fails to capture some useful auditory spectrum

properties of speech. It is well known that the human auditory system utilizes a multi-

resolution frequency analysis with non-linear frequency tiling reflected in the Mel-scale

[91] representation of audio signals. Mel-scale provides an empirical frequency resolu-

tion that approximates the frequency resolution of the human auditory system. Inspired

by this property of the human auditory system and the fact that the discrimination of
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various noise types can be enhanced at certain different frequency levels, we expand the

LTSV feature proposed in [68] to use multiple spectral resolution.

We compare the proposed approach with two baselines: the MFCC [107] features and

the single-band (1-band) long-term signal variability (LTSV) [68] and show significant

performance gains. Unlike [94] where standard MFCC features have been used for this

task and experimented with various back-end systems, we use a fixed back-end and focus

only on comparing features for the VAD task using a K-Nearest Neighbor (K-NN) [32]

classifier. We perform our experiments on the DARPA RATS data [104] for which an

off-line batch processing is required.

2.2.2 Proposed VAD Features

In this subsection, we describe the proposed multi-band extension of the LTSV feature

introduced in [68]. LTSV has been shown to have good discriminative properties for

the VAD task especially in high SNR noise conditions. We try to exploit this property

by capturing dynamic information of various spectral bands. For example, impulsive

noise which degrades the performance of LTSV features is often limited to certain band

regions in the spectrum. The aim of this work is to investigate the use of a multi-band

approach to capture speech variability across different bands. Also, speech variability

might be exemplified in different regions for different phonemes. Thus, a multi-band

approach could have advantages over the 1-band LTSV.

2.2.2.1 Frequency smoothing

The low pass filtering process is important for the LTSV family of features because

it removes the high frequency noise on the spectrogram. Also, it was shown that it

improves robustness in stationary noise [68], such as white noise.
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Let S(f̂ , j) represent the spectrogram, where f̂ is the frequency bin of interest and

j is jth frame. As in [68], we smooth S using a simple moving average of window of size

M (assumed to contain even number of samples for our notation) as follows:

SM

(

f̂ , j
)

=
1

M

j+M
2
−1

∑

k=j−M
2

S
(

f̂ , k
)

(2.8)

2.2.2.2 Multi-Band LTSV

In order to define multiple bands, we need a parameterization to set the warping of the

spectral bands. For this purpose, we use the warping function from the warped discrete

Fourier transform [8] which is defined as:

FW (f, α) =
1

π
arctan

(

1 + α

1− α
tan(2πf)

)

(2.9)

where f represents the frequency to be warped starting from uniform bands and α is the

warping factor and takes values in the range [−1, 1]. A warping factor of -1 implies a high

resolution for high frequencies and, of 1 implies a high resolution for low frequencies.

A warping factor of 0 results in uniform bands. To define the multi-resolution LTSV,

we first define the normalized spectrogram across time over an analysis window of R

frames as:

SR

(

f̂ , j
)

=
SM

(

f̂ , j
)

∑j+R
2
−1

k=j−R
2

SM

(

f̂ , k
)

(2.10)
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Hence, we define the multi-band LTSV feature of window size R and warping factor

α at the ith frequency band and jth frame as:

Li(α,R, j) = V
f̂∈Fi







j+R
2
−1

∑

k=j−R
2

SR

(

f̂ , k
)

log
(

SR

(

f̂ , k
))






(2.11)

V is the variance function defined as:

Vf∈F (a(f)) = 1
|F |

∑

f∈F

(

a(f)− 1
|F |

∑

f∈F a(f)
)2

where |F | is the cardinality of set F . The set Fi includes the frequencies FW (f, α)

for f ∈
[

Ns∗(i−1)
2N · · · Ns∗i

2N

]

, N is the number of bands to be included and Ns denotes the

sampling frequency.

2.2.3 Experimental setup

To compare across the various features, we used a K-NN classifier for all the experi-

ments. We used 70 hours of data from the RATS4 corpus (dev1 v2 set) for training

and 11 hours for testing for each channel; the RATS data comprises of speech data

transmitted through eight different channels (A through H), resulting in varying signal

qualities and SNRs. To optimize the parameters, we used a small set of 1 hour for

training and a 1 hour development set for each channel. As a post-processing step, we

applied a median filter to the output of the classifier to impose continuity on the local

detection based output. For each experiment, we searched for the optimal K-NN neigh-

borhood size K ∈ [1 · · · 100] and the optimal median filter length for various windows

sizes ([100, 300, 500, 700, 900]ms). This optimization procedure was performed for each

4
www.darpa.mil/Our Work/I2O/Programs/Robust Automatic Transcription of Speech (RATS).aspx
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Figure 2.12: This figure shows the VAD frame accuracy for the development set of
channel A for various parameters of the multi-band LTSV. R represents the analysis
window length, M the frequency smoothing, α the warping factor and N the number
of filters. The bar on the right represents the frame accuracy. This figure indicates
that for channel A increasing the number of bands (N) improves the accuracy. Also,
indicates that smoothing (M ≥ 100) and analysis window (R) are crucial parameters
for the multi-band LTSV as observed in the original LTSV [68].

channel separately. We set as baselines the MFCC and 1-band LTSV features and com-

pare against the proposed multi-band LTSV. We experimented with all A-H channels

included in the RATS data set.

The test set results have been generated using the DARPA speech activity detection

evaluation scheme [39] which computes the error at the frame level and considers the

following:
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• Does not score 200ms from the start/end speech annotation towards the speech

frames.

• Does not score 500ms from the start/end speech annotation towards the non-

speech frames.

• Converts to non-speech, speech segments less than 300ms.

• Converts to speech, non-speech segments less than 700ms.

2.2.4 Emprical selection of algorithm parameters

In this subsection, we describe the pilot experiments we performed to choose the optimal

parameters for the LTSV-based features. Fig. 2.12 shows the accuracy for channel A

for all the parameters used to fine-tune the optimal LTSV features. To select the set of

parameters, we run a grid search over a range of parameters for each channel separately.

In particular, we experimented with 15 different warping factors uniformly in the range

[−0.95 · · · 0.95]. We also computed the spectrogram smoothing parameter M as defined

in Sec. 2.2.2.1. M = 1 corresponds to no smoothing whereas M = [100, 200] correspond

to smoothing of 100 and 200ms, respectively. In addition, we searched different analysis

window sizes R = [100, 300, 500]ms. The final parameter we experimented with was

the number of bands N = [1, 2, 4, 6, 8]. Fig. 2.12 shows that for channel A the optimal

number of filters is 6. The optimal values consist of warping factor α = 0.3 with

smoothing M = 200ms and analysis window R = 300ms. Channel A contains bandpass

speech in the range 400-4000Hz. This might be one of the reasons a warping factor

of 0.3 has been chosen for this channel. Smoothing M and analysis window R depend

on how fast the noise varies with time. Very slow varying noise types, i.e. stationary

noises can afford to have high values for M and R. However, if impulsive noises are

of interest, smaller windows are preferable. The warping factor α depends on which
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Figure 2.13: This figure shows the ROC curve of Pfa vs Pmiss for channels A-H of
the multi-Band LTSV (LTSV-MultiBand) and the two baselines (1-band LTSV and
MFCC). For channels G and H the 1-band LTSV ROCs are out of the boundaries of the
plots, hence they do not appear in the figure. The same legend applies to all subfigures.

frequency bands have prominent formants. For instance, if strong formants appear in

low frequency ranges, values around 0.6 are preferable (i.e. close to Mel-scale).

For all pilot experiments, we have optimized K of K-NN using the Mahalanobis

distance [58] and the median filter length. We have observed that a median filter of

700-900ms is best for most of the experiments. This suggests that extracting features

with longer window lengths can further improve the accuracy.
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2.2.5 Results and discussion

Fig. 2.13 shows the Receiver Operating Characteristics (ROC) curve between false alarm

probability (Pfa) and miss probability (Pmiss) for the eight different channels of noisy

speech and noise data considered. Channels A-D contain stationary channel noise but

non-stationary environmental noise which imposes challenges for the 1-band LTSV.

Channels G-H consist of varying channel and environmental noise, causing poor perfor-

mance for the 1-band LTSV features with equal error rate (EER) exceeding 12%.

Poor classification results due to the non-stationarity of the noise can be improved

using multi-band LTSV features. Multi-band LTSV features achieve the best perfor-

mance compared to both baselines, except for channel C where MFCC has the lowest

EER. In addition, we did an error analysis of individual channels to investigate the cases

for which the algorithm fails to classify correctly the two classes. On the miss side at

the equal error rate (EER), a common error for all channels was due to the presence

of filler words, laughter etc. Also, for channels D and E almost half of the errors con-

tributing to the miss rate were due to background/degraded speech. Filler words have

slower varying spectral characteristics than verbal speech. If noise has higher spectral

variability than filler words, the LTSV features fail to discriminate them.

On the false alarm side, the error analysis at EER reveals that there were a va-

riety of errors including background/robotic speech, filler words and kids background

speech/cry. Such errors are expected since background speech shares the spectral vari-

ability characteristics of foreground speech; in fact, the classification of background

speech by annotators is often based on semantics rather than low-level signal character-

istics.

Apart from the speech-like sounds where the multi-band LTSV shows degraded

performance, there are non-speech sounds that the multi-band LTSV failed to classify.

In particular, false alarms (FA) in channels A,B,D,E and H have been associated with
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constant tones appearing at different frequencies over time and impulsive noises at

varying frequencies. FA in channel C are composed of noise with spectral variability

appearing at different frequencies with one strong frequency component up to 2500Hz

and bandwidth greater than the speech formants bandwidth. The limited frequency

discriminability (although improved in the multi-band version) is an inherent weakness

of the LTSV features. Thus, for channel C, LTSVs performed very poorly, even worse

than MFCC. FAs of multi-band LTSV in channel G stem from the variability of the

channel and not the environmental noise.

Overall, the multi-band LTSV, performs better than the two baselines considered:

the 1-band LTSV and MFCC. From the error analysis, we found that the multi-band

LTSV not only retains the discrimination of the 1-band LTSV for stationary noises but

also improves discrimination in noise environments with variability, even in impulsive

noise cases where the 1-band LTSV fails. However, the multi-band LTSV fails to dis-

criminate impulsive noises appearing at different frequencies over time. For speech miss

errors, filler words/laughter are challenging for LTSV due to their lower spectral variabil-

ity over long time relative to the actual speech. Finally, besides channel C where MFCC

gives the best performance, the multi-band LTSV gives the best accuracy showing the

benefits of capturing additional information using a multi-resolution LTSV approach.

2.2.6 Conclusion and future work

In this paper, we extended the LTSV [68] feature to multiple spectral bands for the voice

activity detection (VAD) task. We found that the multi-band approach improves the

performance in different noise conditions including impulsive noise cases in which the

1-band LTSV suffers. We compare the multi-band approach against two baselines: the 1-

band LTSV and MFCC features and we found that we gain significantly in performance

for 7 out of the 8 channels tested.
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In future work, we plan to include delta features along with additional long-term and

short-term features that capture the information the multi-band LTSV fails to capture.

One aspect that needs further investigation is how to improve the accuracy at the fine-

grained boundaries of the decision due to the long-term nature of the feature set. Also,

it would be interesting to explore the potential of these features with various machine

learning algorithms including deep belief networks.

2.3 Robust voice activity detection in stereo recording

with crosstalk [67]

Crosstalk in a stereo recording occurs when the speech from one participant is leaked into

the close-talking microphones of the other participants. This crosstalk causes degrada-

tion of the voice activity detection (VAD) performance on individual channels, in spite

of the strength of the crosstalk signal being lower than that of the participant’s speech.

To address this problem, we first detect speech using a standard VAD scheme on the

merged signal obtained by adding the signals from two channels and then determine

the target channel using a channel selection scheme. Although VAD is performed on a

short-term frame basis, we found that the channel selection performance improves with

long-term signal information. Experiments using stereo recordings of real conversations

demonstrate that the VAD accuracy averaged over both channels improves by 22% (ab-

solute) indicating the robustness of the proposed approach to crosstalk compared to the

single channel VAD scheme.

2.3.1 Introduction

Detection of speech and non-speech portions from conversations involving multiple

speakers such as multi-channel audio recorded at meetings has become a critical initial
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step for many spoken language processing applications including discourse analysis, turn

taking or speaker interaction pattern analysis. With the increasing amount of dyadic

or small group interaction data being generated requiring analysis, manual marking

of speech segments becomes equally expensive and time consuming. There have been

previous efforts in automatically detecting speech segments using multiple-state hidden

markov model (HMM), where states either represent ‘speech’ and ‘nonspeech’ [73, 72]

or correspond to ‘speech’, ‘overlapped speech’, ‘crosstalk’, and ‘silence’ [105]. One of the

frequently faced problems is that the recorded signal in each channel of a multi-speaker

(e.g., meeting) corpus often contains crosstalk [23] – the occurrence of the signal in the

channel from sources other than the intended primary source for that channel. There

can also be time segments where simultaneous voices from two or more participants

get recorded resulting in overlapped speech. Modeling these various events using HMM

states requires manually tagged training data and is also vulnerable to channel variation.

Laskowski et. al. [50] proposed an efficient cross-correlation-based voice activity

detection (VAD) scheme, which requires no prior training and executes in one fifth real

time. Fast multichannel VAD schemes without prior training yet robust to noise or

channel variation are desirable since most of the data processing and analysis following

VAD such as speech recognition are generally more time-consuming. In this paper,

we consider only stereo recording and propose a simple but robust VAD scheme for

two channel (stereo) speech signal with crosstalk. The proposed scheme consists of a

standard VAD on the merged signal from two channels followed by a channel selection

strategy. The goal of the channel selection is to determine the target channel at every

short-time frame when voice activity is detected in the merged signal. There is no

need for prior training in the proposed approach. Since microphones are close-talking,

the channel corresponding to the target speaker’s microphone will have higher energy

compared to the same speech from other channel. Thus energy of the speech signal
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in different channels could be a potential indicator for selecting the target channel

during speech. In addition to this energy based channel selection, we found that the

acoustic characteristics of the merged signal are closer to that of the primary channel

signal compared to that of the cross-talk channel signal. We also used this property to

perform channel selection. We found that a long-term analysis window around the target

frames improves the channel selection and overall VAD performance. Experiments with

recordings of real conversations from cross-lingual doctor patient interactions show that

the VAD performance using the proposed method is further improved compared to the

cross-correlation-based VAD proposed in [50].

We begin with the description of the dataset (section 2) used in our experiment. The

proposed approach for joint VAD and channel selection is described in section 3. Ex-

periments and results of VAD on stereo recording is explained in section 4. Conclusions

are drawn in section 5.

2.3.2 Data: Cross Lingual Medical Interactions

As a part of the medical domain speech-to-speech (s2s) translation project, we have

recorded conversations between an English doctor and a Spanish patient with an in-

terpreter in between. The recording was done in a typical office room setting with

some background noise from the air-conditioner. The doctors are students from USC’s

Keck School of Medicine while the Spanish speaking patients are standardized patients

(actors trained to assess Doctor skills). Three close-talking microphones were used for

the doctor, patient, and interpreter. The Microtrack II professional 2-channel mobile

digital recorder was used for stereo recording with sampling frequency 48kHz. The

microphones of the doctor and the patient were connected to the left channel of the

recorder and the interpreter to the right. Since the doctors and patients do not know

each others’ language, they communicated through the interpreter and have practically

50



5 10 15 20 25 30

−0.2

0

0.2

0.4

t (in sec)

x
L

(t
)

Left-Channel

5 10 15 20 25 30

-0.4

-0.2

0

0.2

0.4

0.6

t (in sec)

x
R

(t
)

Right-Channel

Figure 2.14: Sample signal shows a significant crosstalk. Right channel contains
crosstalk over the following durations [12.5, 15.5], [20.5, 25], and [27, 31] sec. Simi-
larly, crosstalks in left channel happen during [2.5, 12.5], [17.5, 20], and [25, 27] sec.

no overlap in their speech activity; therefore, the doctor and the patient are recorded

on the same channel. From our entire collection, we have used 5 sessions of recordings

for our experiments with an average duration of 30 minutes per session. During the col-

lection, the patient and interpreter were sitting side by side while the doctor was sitting

across approximately 1 meter away. This proximity and alignment of the participants

resulted in a significant crosstalk. A sample recording for ∼30 seconds is illustrated in

Fig. 2.14. The crosstalk in both channels because of the speech from the participants

in other channels is clearly visible.

2.3.3 The proposed approach of VAD in stereo recording

Figure 2.15: Schematic diagram of the VAD for stereo recording.
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The proposed joint VAD and channel selection scheme is shown using a block dia-

gram in Fig. 2.15. Let xR[n] and xL[n] denote the signal recorded in the right and the

left channels respectively. Let us define xR+L[n] = xR[n] + xL[n]. xR+L[n] is a single

channel signal; hence, the standard VAD schemes can be used to detect the presence

of speech in the merged signal at each frame (frame index m) with frame duration

of Nw samples and frame shift of Nsh samples. The presence of speech in xR+L[n]

at any frame indicates that there is speech either in the right or the left channel in

the respective frame. In other words, when VADR+L(m)=1, we need to determine

whether VADR(m)=1 or VADL(m)=1. This is done using the channel selection scheme

which takes VADR+L(m) and signals from two channels over a range of frame indices

[m−R, m+R] as inputs and produces the VAD for each channel (VADR and VADL).

The purpose of performing VAD before channel selection is to determine the time seg-

ments when there is speech from the participants in the conversation. Unlike [50], we

make a realistic assumption that the speech need not be present at every time instant

and hence the channel selection should be performed only when there is speech in one

of the channels. Below, we describe the channel selection scheme.

Suppose there are N samples observed from both right and left channels, i.e., xR[n]

and xL[n], 0 ≤ n ≤ N − 1. Using the standard VAD on the combined signal, we know

that there is speech from a speaker of the left or the right channel during the observa-

tion. Without loss of generality, let us assume that the speaker with the close-talking

microphone corresponding to the right channel is speaking during this observation which

implies that there is a leakage from the right channel to the left channel. Thus, we can

write the observed signals in the two channels as follows:

xR[n] = S[n] +N1[n]

xL[n] = αS[n− n0] +N2[n]







0 ≤ n ≤ N − 1 (2.12)
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where N1[n] and N2[n] are additive white noises and are assumed to be not only inde-

pendent of each other but also independent of S[n]. We assume that N1[n] and N2[n]

have zero mean and variance σ2, ∀n. S[n] is the speech of the participant in the right

channel. αS[n−n0] is the leakage in the left channel, where α denotes the level of leak-

age of the speech from the right to the left channel and n0 denotes the delay in number

of samples between the S[n] and its leaked version. We also assume that 0< α < 1

based on the longer distance of the active speaker from the left microphone and the

directionality of the close-talk microphones.

2.3.3.1 Energy-based channel selection

The power of the signal in the right channel (σ2
xR

) is more compared to that of the left

channel (σ2
xL
). Let σ2

s be the variance of the speech signal (assuming S[n] is zero mean).

Then,

σ2
xR

= σ2
s + σ2

> α2σ2
s + σ2 = σ2

xL
(∵ 0 < α < 1)

=⇒ σ2
xR

> σ2
xL

(2.13)

Thus, if the power of the right channel is more than that in the left channel (i.e.,

σ2
xR

> σ2
xL

), then the target channel at the respective frame is the right channel, i.e.,

VADR(m)=1. We refer this energy based channel selection scheme by ENERGY.

Let FR
l (ω) = |XR

l (ω)|
2, FL

l (ω) = |XL
l (ω)|

2, and FR+L
l (ω) = |XR+L

l (ω)|2 denote the

Fourier spectra of xR[n], xL[n], and xR+L[n] at the lth frame. Note that XR+L
l (ω) =
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XR
l (ω) +XL

l (ω), where ω denotes the angular frequency. Considering non-overlapping

frames, we can write eqn. (2.13) using Parseval’s theorem as follows:

m+R
∑

l=m−R

∫ π

−π

FR
l (ω)dω >

m+R
∑

l=m−R

∫ π

−π

FL
l (ω)dω (2.14)

=⇒

m+R
∑

l=m−R

∫ π

−π

∣

∣

∣XR+L
l (ω)−XL

l (ω)
∣

∣

∣

2
dω

>

m+R
∑

l=m−R

∫ π

−π

∣

∣

∣
XR+L

l (ω)−XR
l (ω)

∣

∣

∣

2
dω

This means that the short-time spectra of the combined signal will be closer to that of

the primary channel as opposed to the crosstalk channel. This motivates us to explore

the perceptual distance between short-time spectra and other spectral feature based on

acoustic proximity measures for the task of channel selection.

2.3.3.2 Acoustic proximity measures for the channel selection

We have used two measures of acoustic and perceptual proximity (discussed below)

between two signal segments to determine whether xR+L[n] is closer to xR[n] or xL[n].

2.3.3.2.1 Euclidean distance between MFCC features

The mel-frequency cepstral coefficients (MFCC) [107] capture the energy distribution

over different frequency bands for a short-time speech segment. Let cRl , c
L
l , and cR+L

l

denote the MFCC vectors of xR[n], xL[n], and xR+L[n] respectively at the lth frame.

The distance between MFCC of xR+L[n] and xR[n] over the 2R + 1 observed frames is

computed as

δR+L,R =
m+R
∑

l=m−R

||cR+L
l − cRl ||

2
2 (2.15)
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where || · ||2 denotes the L2 norm of a vector. Similarly, δR+L,L is computed. If δR+L,R <

δR+L,L, it indicates that the spectral characteristics of xR+L[n] are closer to that of xR[n]

than that of xL[n] over the observed signal segment. Thus, when δR+L,R < δR+L,L,

VADR(m) is set to 1, otherwise VADR(m) is set to zero. Decision for VADL is done in

a similar way. We refer to this channel selection scheme by MFCC0. We also consider a

channel selection scheme without the zero-th coefficient of MFCC, which we refer only

by MFCC.

2.3.3.2.2 Itakura-Saito distance

Itakura-Saito (IS) distance [77] is a measure of the perceptual difference between the

spectra of two short-time signal segments. The distance between xR+L[n] and xR[n]

over the 2R + 1 observed frames using frame-based IS distance is computed as

δR+L,R =

m+R
∑

l=m−R

d
(

FR
l (ω),F

R+L
l (ω)

)

(2.16)

where, d
(

FR
l (ω),F

R+L
l (ω)

)

=
1

2π

∫ π

−π

[

FR
l (ω)

FR+L
l (ω)

− log
FR
l (ω)

FR+L
l (ω)

− 1

]

dω

δR+L,L is computed in a similar way. Similar to the description in section 2.3.3.2.1,

VADR(m) is set to 1 when δR+L,R < δR+L,L, otherwise VADR(m) is set to zero. VADL

is determined similarly. We refer to the IS based channel selection scheme by IS.

Note that, under the signal model as defined in eqn. (2.12), the energy-based chan-

nel selection scheme (eqn. (2.13)) is independent of the noise variance σ2. However,

this may not be true for MFCC, MFCC0 and IS channel selection schemes. Also, in

practice, noise variance in both channels need not be identical; in such cases, MFCC,

MFCC0, and IS could be more robust compared to energy-based channel selecction

scheme. Due to the non-linear function involved in the MFCC feature computation and
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IS distance computation, they are not analytically tractable unlike the energy-based

approach. Also, in practice, the two channel signal model defined in eqn. (2.12) is a

simplification (e.g. it doesn’t consider reverberation) and we would like to explore the

utility of MFCC, MFCC0 and IS for such cases through experiments.

2.3.4 Experimental Results

We manually labeled the speech segments in 5 sessions of stereo recording (overall ∼2.5

hours of two channel audio) to obtain reference VAD decisions which are used to evaluate

the proposed approach. As a baseline, we chose the VAD decisions in each channel

obtained by the ETSI AMR VADs option 2 [2] (AMRVAD2). The implementation

was taken from [1]. We have downsampled the speech signal in both channels to 8kHz

for VAD so that the sampling frequency satisfies the AMRVAD2 requirements. Based

on the analysis in section 3.3.1.2, we used the VAD on the combined signal, xR+L[n],

followed by ENERGY, MFCC, IS, and MFCC0 schemes to obtain channel specific VAD

decisions. For comparison, we also used the cross-correlation based channel selection

scheme, similar to [50], which is denoted by CORR. This is done by finding the peak in

the cross-correlation between signals of two channels and determining the delay between

them.

VAD decisions are made every 10 msec (Nsh=80 samples) and the short-time frame

duration is chosen to be 20 msec (Nw=160 samples). As described in section 3.3.1.2,

we consider the signal segment over the frame indices [m − R, m + R] to determine

VADR(m) and VADL(m). We experiment by varying the value of R from the following

set {1, 3, 5, 9, 15, 25, 50}; R=1 corresponds to the case when no signal from neigh-

boring frame is considered and R=50 corresponds to the case when a signal segment of

approximately 1 sec is considered with the current frame in the middle. Also, note that

channel selection scheme is applied only to those frames for which VADR+L=1.
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Figure 2.16: Stereo VAD accuracy obtained by different methods for varying R com-
pared against the baseline accuracy of 68.73%.

We plot the VAD accuracy obtained by different channel selection schemes for vary-

ing R in Fig. 2.16. VAD accuracy is determined by the number of correctly detected

speech and non-speech frames against the reference VAD decisions. It is clear that the

VAD accuracies obtained using ENERGY, MFCC, MFCC0 are similar and higher than

those obtained by IS and CORR. Fig. 2.16 also indicates that the correlation based

channel selection scheme is not realiable particularly over short frame lengths. This

could be due to the fact that over short frame length a significant peak may not be

observed in the cross-correlation estimate due to background noise; over long frame

length, the estimate of the cross-correlation would be better and hence the effect of

noise will be reduced. We observe that the VAD accuracy increases as R increases con-

sistently for all the different channel selection schemes; when R goes above 15 or 25,

the VAD accuracy starts to decrease. The highest VAD accuracy of 92.54% is obtained

by ENERGY for R=15, which is ∼24% absolute improvement over baseline. The best

VAD accuracies obtained by MFCC and MFCC0 are 92.43% and 92.33% respectively

for R=25 and R=15. This means that although ENERGY and MFCC do not exploit
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Figure 2.17: Speech and non-speech hit rate obtained by different channel selection
schemes for five sessions considered at R=15.

identical acoustic properties of the signal, they yield similar VAD performance. Note

that the VAD accuracy in individual channels obtained as a result of the channel selec-

tion scheme is affected by the VAD on the combined signal. The VAD accuracy on the

combined signal using AMRVAD2 is ∼90%. Since channel selection is performed only in

the frames where VADR+L=1, incorrect detection of a speech frame will affect the per-

formance of VAD in both channels; but mis-detection of a non-speech frame will affect

the performance of only one channel. A better VAD algorithm on the combined signal

can result better VAD performance for the individual channels after channel selection.

In Fig. 2.17, we plot the speech hit rates (i.e., number of correctly detected speech

frames) and non-speech hit rates for each session obtained by different channel selection

schemes at R=15. It is clear that the performance of different schemes is consistent

across sessions. It is also clear that the baseline non-speech hit rate is significantly poor

compared to the proposed schemes including CORR for all sessions. Thus, the overall

VAD accuracy improves because of the improvement in non-speech hit rate. In other

words, the effect of crosstalk on VAD is significantly reduced by the proposed scheme.
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For a comprehensive evaluation of the proposed stereo VAD schemes, we follow the test-

ing strategy proposed by Freeman et al [51], where five different parameters reflecting

the VAD performance are considered: (1) CORRECT, (2) FEC (front end clipping),

(3) MSC (mid speech clipping), (4) OVER (carry over), and (5) NDS (noise detected

as speech). Fig. 2.18 shows these five parameters obtained by various VAD schemes

at R=15 over all five recording sessions. We observe that five evaluation parameters

obtained by ENERGY, MFCC, MFCC0 are similar to each other and are consistently

better than the baseline and of those obtained by IS and CORR indicating the effec-

tiveness of the proposed VAD scheme in the presence of crosstalk.
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Figure 2.18: Different VAD performance evaluation measures obtained by the proposed
schemes at R=15.

2.3.5 Conclusions

From the results of the VAD experiments, we find that consideration of a long-term

analysis window yields better results compared to short-time frame. This is consistent

with the findings in [47]. A long-term approach based VAD could be used on the

combined signal as well to improve the stereo VAD accuracy further. It should be noted
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that the proposed joint VAD and channel selection scheme can be easily extended to

apply for audio recordings with more than two channels. We obtain ∼8% VAD error

over 2.5 hours of stereo audio considered in our experiment. One potential reason for

the remaining errors could be the overlapping speech in the two channels, which is not

considered in the proposed two channel signal model. Although the overlapping speech

is a small fraction in the stereo recording considered in this paper, in practice it could

be significant portion of any natural interaction. Thus, considering overlapped speech

within the framework may improve the VAD accuracy and is part of our future work.
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Chapter 3:

High-quality bilingual subtitle

document alignments with

application to spontaneous speech

translation [13, 11]

Works presented in this chapter have been carried out in collaboration with Prasanta

Gosh

In this work, we investigate the task of translating spontaneous speech transcrip-

tions by employing aligned movie subtitles in training a statistical machine translator

(SMT). In contrast to the lexical-based dynamic time warping (DTW) approaches to

bilingual subtitle alignment, we align subtitle documents using time-stamps. We show

that subtitle time-stamps in two languages are often approximately linearly related,

which can be exploited for extracting high-quality bilingual subtitle pairs. On a small

tagged data-set, we achieve a performance improvement of 0.21 F-Score points compared
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to traditional DTW alignment approach and 0.39 F-Score points compared to a simple

line-fitting approach. In addition, we achieve a performance gain of 4.88 BLEU score

points in spontaneous speech translation experiments using the aligned subtitle data

obtained by the proposed alignment approach compared to that obtained by the DTW

based alignment approach demonstrating the merit of the time-stamps based subtitle

alignment scheme.

3.1 Introduction

Speech-to-speech (S2S) systems are used to translate conversational speech among dif-

ferent languages. In S2S systems, a critical component is the statistical machine trans-

lator (SMT). Due to the broad range of topics, domains, and different speaking styles

that need to be potentially handled, an enormous amount of bilingual corpora that ad-

equately represent this variety is ideally required to train the SMT. Therefore the S2S

research and development efforts have not only focused on manually collecting multi-

lingual data but also on automatically acquiring data, for example, by mining bilingual

corpora from the Internet matching the domain of interest.

It is advantageous for the SMT of an S2S system to be trained on bilingual tran-

scriptions of spontaneous speech corpora because they match the spontaneous speech

style of ultimate S2S usage. A source of bilingual corpora that has gained attention

recently is movie subtitles. Aligned subtitle documents in two languages can be used

in SMT training. In this work, our efforts focus on extracting high quality bilingual

subtitles from movie subtitle documents.

Corpora alignment research for training machine translators has been active since

the early 90’s. Past works have introduced a variety of methods for sentence align-

ment including the use of the number of tokens of each utterance [18], the length of
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sentences [37], and the frequency, position and recency information under the dynamic

time warping (DTW) framework [34].

Movie subtitle alignment as a source of training data in S2S systems is attractive

due to the increasing number of available subtitle documents on the web and the con-

versational nature of speech reflected in the subtitle transcripts. Recently, there have

been many attempts to align bilingual movie subtitle documents. For example, [59]

were one of the first to describe a methodology to align movie subtitle documents. [55]

posed this problem as a sequence alignment problem such that the total sum of the

aligned utterance-similarities is maximized. [11] proposed a distance metric under a

DTW minimization framework for aligning subtitle documents using a bilingual dictio-

nary and showed improvement in subtitle alignment performance in terms of F-score

[60]. Even though the DTW algorithm has been used extensively, there are inherent

limitations due to the DTW assumptions. Notably, the DTW-based approaches have

the disadvantage of not providing an alignment quality measure, resulting in the use of

poor translation pairs depending on the performance of the alignment approach. Using

such poor translation pairs results not only in degrading the performance but also in

increasing the training and decoding time, an important factor in SMT design.

As a rule of thumb, increasing the amount of correct bilingual training data improves

the SMT performance. Objective metrics for evaluating the performance of SMTs in-

clude the BLEU score [70]. [87] reported BLEU score improvements using subtitle data

with only 49% accurate translations, demonstrating the usefulness of subtitle data. It

should be noted that Sarikaya et al. included an additional step to their scheme by

automatically matching the movies first, resulting in a potentially noisy step that can

cause performance degradation. This step can be avoided since many subtitle websites

offer deterministic categorization of subtitle documents with respect to the movie title.
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Importantly, their approach has not used any information from the sequential nature of

bilingual subtitle documents alignment as done in DTW approaches.

Timing information has been considered in subtitle documents alignment. Tiede-

mann [98, 99, 97] synchronized subtitle documents by using manual anchor points and

anchor points obtained from cognate filters. In addition, an existing parallel corpus

was used to learn word translations and estimate anchor points. Then, based on the

estimated anchor points, subtitle documents were synchronized to obtain bilingual sub-

title pairs. However, in many cases a parallel corpus is either not available or there is

a domain mismatch, so in such cases anchor point estimation using parallel corpus is

not a feasible option. [43] introduced a cost function to align subtitle documents using

subtitle durations and sentences lengths under the DTW framework to find the best

alignments. However, this approach fails when the subtitle documents contain many-

to-one and one-to-many subtitle pairs because they tend to skew the sentence length

and subtitle timing duration. Even when there are only one-to-one subtitle pairs, it

requires that the subtitles have approximately the same length which might not be true

for all language pairs. Also, time shifts and offsets [43] can distort the subtitle durations.

[106] proposed an approach that uses time differences, and the approach was applied

only for subtitle documents having the same starting and ending time-stamps. They

reported comparable performance to subtitle alignment works using lexical information.

In addition, they reported performance gains by incorporating lexical information.

Time-stamps can be crucial and important in aligning subtitle document pairs. In

this work, we aim to study the properties and the benefits of the timing information and

matching bilingual subtitle pairs using time-stamps. We propose a two-pass method to

align subtitle documents. The first pass uses the Relative Frequency Distance Metric

(RFDM) [11] under the DTW framework. Using the DTW approach and the lexi-

cal information, we identify bilingual subtitle pairs. It is crucial at this point to find
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pairs that are actual translations of each other and that have timing information de-

scribing the deterministic relation between the time-stamps. The identification and

usage of these pairs is incorporated in the proposed approach. The second pass uses

timing information to align subtitle documents. In particular, we assume that there

exists an approximately linear mapping between the time-stamps of the bilingual sub-

title documents that can align the bilingual subtitle pairs. This assumption is verified

experimentally for most of the bilingual subtitle documents available in our bilingual

subtitle sets. This approach results in high quality translation pairs and, in a small set

with tagged mappings, significant improvement in the alignment accuracy is obtained

compared to that in our prior work [11]. Also, the performance of this method is demon-

strated by training and testing an SMT using downloaded subtitle documents from the

web (http://www.opensubtitles.org) on a large scale.

This work is structured as follows. In section 2, we present the theory and imple-

mentation used in this work. In section 3, we describe the experimental results and the

evaluation methodology used in our approach. Finally, in section 4, we summarize the

results of this work.

3.2 Theory and methodology

We start by formulating the subtitle alignment problem under the DTW framework.

Next, we formulate the time-stamp-based subtitle alignment method. Finally, we de-

scribe the methodology used to align the subtitles under the proposed two-pass ap-

proach. The general diagram of the two-pass approach is shown in Fig. 3.1

3.2.1 First step: DTW using lexical information

We follow the definition and approach as followed by [11]. We define the utterance frag-

ments with starting and ending time-stamps as subtitles and the sequence of subtitles of
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Figure 3.1: Two-step bilingual subtitles document alignment approach.

a movie as a subtitle document. The first part of the movie subtitle alignment problem

is defined as follows:

Say the subtitles documents in two languages, L1 and L2 are to be aligned. We

denote the ith subtitle in the L1 subtitle document as SL1
i and the jth subtitle in the

L2 subtitle document as SL2
j . Also, let N1 and N2 be the number of subtitles in the

L1 and L2 subtitle documents respectively. We try to estimate the mappings m⋆
ij that

minimize the global distance as follows [11]:

{

m⋆
ij

}

= argmin
mij

∑

i,j

mijDM
(

SL1
i , SL2

j

)

(3.1)

where mij = 1, if SL1
i aligns with SL2

i and mij = 0 otherwise

and DM
(

SL1
i , SL2

j

)

is a distance measure between SL1
i and SL2

j .
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The above-mentioned optimization problem can be solved efficiently using the DTW

algorithm under the following assumptions:

(i) Every subtitle in the L1 document must have at least one mapping with a subtitle

in the L2 document and vice versa.

(ii) The estimated mappings must not cross each other. Thus, if mij = 1 is a correct

match, then mi+k,j−l = 0, k = 1, 2, ..., N1 − i and l = 1, 2, ..., j − 1 must be

satisfied.

(iii) Finally, we assume m1,1 = 1 and mN1,N2=1, which implies that the first and last

subtitles match (i.e., SL1
1 matches with SL2

1 and SL1
N1

matches with SL2
N2

).

The DTW block is shown in Fig. 3.1 in dashed rectangle (a). The details of the

DTW algorithm used in this step is described in .3. The inputs are two bilingual subtitle

documents and the output is a list of aligned subtitles with their time-stamps. In the

next section, we discuss the distance metric used by the DTW.

3.2.1.1 Distance Metric

Following [11], we define the Relative Frequency Distance Metric (RFDM) between

subtitles across the two languages as follows:

Consider the subtitle SL1
i and denote the words in that subtitle by Wi. Also, the

words of the subtitle SL2
j are translated using a dictionary and the resulting bag of

words of the translated subtitle is denoted by Bj. Note that both Bj and Wi contain

words in the language L1. First, we compute the unigrams distribution of the words in
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the L1 subtitle document. Using the unigrams distribution of words in the L1 subtitle

document, the RFDM is defined as:

DM
(

SL1
i , SL2

j

)

=





∑

k∈Wi∩Bj

p−1
k





−1

(3.2)

where pk is the relative frequency of the word k in the L1 subtitle document. RFDM

has the property that it gives high-quality anchor points of subtitle pairs. The lower

the RFDM score, the higher the similarity of the subtitles is. In particular, low RFDM

occurs when there are infrequent words that match in both subtitles. For example, the

sum of the inverse probability of infrequent words will be high and, thus, the inverse

of the sum will be low. Hence, infrequent words in the text play the important role of

aligning subtitle documents. Finally, RFDM is used as a distance metric to obtain the

best mappings
{

m⋆
ij

}

.

3.2.1.2 Experimental procedure

To experiment with parallel subtitles alignment using this first step, we downloaded 42

subtitle Greek-English pairs (http://www.opensubtitles.org/) and we randomly aligned

40 english utterances with the corresponding utterances, totalling 1680 pairs. As a

preprocessing step, we cleaned subtitles from noisy symbols (i.e. non-alphanumeric

symbols) similar to what one would do for cleaning text for statistical machine transla-

tion purposes; we removed all the time stamps and the reference numbers. Finally, we

removed all punctuation and capitalized all letters.

We mined English translations of Greek words by querying the Google dictio-

nary (“http://www.google.com/dictionary”). Using translated words, we computed the

RFDM. For comparison, we also computed the F-measure [55]. In addition, we inverted
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the F-measure (called IF-measure) and used it as DM
(

SL1
i , SL2

j

)

in .3 to obtain the

best alignments.

We used the manual mappings as references for evaluating the movie subtitle align-

ment task. We computed the precision, the recall, and reported the F-score [60], aver-

aged over all movies. To check the effect of stemming on this problem, we repeated the

above experiments with stemming [62]. Stemming was performed on the English words

and on the English BOW obtained after translating Greek utterances.

3.2.1.3 Results

In table 1, we report the F-score of the movie subtitle alignment task using the F-

measure, the IF-measure and the RFDM. We compare the metric proposed by Lavecchia

et al. in [55] where they considered the movie subtitle alignment task as a maximization

problem using the F-measure, unlike minimization of RFDM. From table 1, it can be

seen that formulating the alignment problem as the minimization of the total distance

using the RFDM measure is advantageous over formulating it as a maximization of the

total similarity using F-SCore. The RFDM gives 8-11% absolute improvement in terms

of the F-score compared to that of the F-measure.

Metric No Stemming Stemming

F-measure 0.609 0.607

‘ IF-measure 0.681 0.688

RFDM 0.711 0.713

Table 3.1: The F-score of subtitle alignment using different metrics

The F-scores obtained for metrics computed by stemming do not differ much from

those without stemming. One possible reason could be that stemming introduced some

noise, by mapping words of different meaning to the same root word. Due to such noise,

any benefit from stemming might have been compensated.
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From this point on, when we refer to DTW experiments, we mean that we minimize

the DTW distance using the RFDM distance metric.

3.2.2 Second step: alignment using timing information

We select a subset of the best DTW output mappings
{

m⋆
ij

}

and estimate a relation

among the bilingual subtitles.

In this work, we argue that one can relate the time-stamps of most bilingual subtitles

using a linear relation. We hypothesize that this linearity assumption stems from the

fact that movies are played in different regions and versions with varying frame rates

(slope) and varying offset times (intercept).

For this purpose, consider the scenario of aligning subtitle documents in two lan-

guages, say L1 and L2. Assume L1 is the source language and L2 is the target language.

Also, assume that we know a-priori M actual one-to-one matching pairs, for example,

subtitles which are bilingual translations of each other. Moreover, consider the ith one-

to-one pair. We denote the starting and ending time-stamps of the ith subtitle in L1 by

x1i and x2i respectively. The starting and ending time-stamps of the matching subtitle

in the L2 subtitle document are denoted by y1i and y2i. Hence, using the time-stamps

of M pairs, we define the set P = {{x1i, y1i}, {x2i, y2i} : 1 ≤ i ≤ M}. In addition, we

use the following definition:

Definition 1 The absolute error, E, of a set of N pairs given a linear function f(x) =

mx+ b is defined by:

E =
1

2N

∑

i∈I

|mx1i − y1i +mx2i − y2i + 2b|

As discussed in the previous paragraph, the end goal is to approximate the relation

of the starting and ending time-stamps of bilingual subtitles with an approximately
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linear function. Under the assumption of linear mapping, the time-stamps are related

by f(x1i+x2i
2 ) = y1i

2 + y2i
2 , where f is a linear function. Since in practice the relation is

not exactly linear, due to factors like human error in tagging, we allow an absolute error

bound for all the bilingual pairs. Thus, we model the relation between time-stamps of

subtitles in L1 and L2 with an α, ǫ-linear function of order N which is defined next.

Definition 2 A function f(x) = mx+b is called an α, ǫ-linear function of order N if for

a set of pairs P = {{x1i, y1i}, {x2i, y2i} : 1 ≤ i ≤ M} there is a set I ⊆ {i : 1 ≤ i ≤ M}

of order |I| = N pairs with 3 ≤ N ≤ M such that:

(i) 1
α
<
∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣ < α, ∀i ∈ I and α > 1

(ii) E ≤ ǫ, where E is the absolute error of I given the linear function f(x)

Def. 2 uses a linear function f to relate a subset of the set of pairs, P , (the starting

and ending time-stamps in the source language and the corresponding time-stamps

in the target language) under two conditions. Initially, we have M pairs (in practice

returned by the DTW step). Then, a subset of N out of M pairs and a linear function

f based on the α and ǫ parameters are defined. The α parameter controls the allowed

duration divergence of bilingual subtitles at subtitle level. The ǫ parameter establishes

the connection between the linear function f and the N pairs by imposing a maximum

absolute error between the linear function and the points.

In the ideal case, time-stamps are ideally scaled and shifted from source to target

time-stamps, no noise is introduced and there are N one-to-one pairs. Any two pairs

selected will fall on a line with the same slope, α, and ǫ → 0. Thus, if we could extract

the N noise-free one-to-one pairs, then, the relation would be simply a straight line

connecting the middle points of the pairs. In other words, the lower the absolute error,

the closer is the relation of the pairs to a line, thus, the more approximately linear their

relation is. Hence, ideally, we want ǫ as small as possible.
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On the other hand, in the practical case, humans will transcribe the movies sepa-

rately. On top of the ideal time scaling and shifting, noise will be introduced to the

time-stamp points. Hence, the absolute error is used to reflect the linearity of the pairs

selected. Using the absolute error as a measure to reflect the linearity of the map offers a

great advantage. The absolute error, E , is just an average of N points, thus, E is robust

to M and N variations, making the absolute error comparable across aligning different

bilingual subtitle documents. In addition, in practice, it is crucial to select N reliable

points to estimate the linear function, rather than considering all M points. At the

global level, a movie’s duration could be scaled by a few minutes or seconds. However,

at the local level (subtitle level), this duration change is in the order of milliseconds and

we expect the bilingual subtitles to have similar durations. For this purpose, α is used

to filter bilingual subtitles with large duration divergence.

In summary, modelling the subtitles alignment problem using α, ǫ-linear functions

offers various advantages compared to the DTW-based modeling approach [11]. First,

α serves as a quality measure to accept or reject the pairs used to estimate the rela-

tion. Then, the absolute error, E , is employed to filter the sets of N pairs that cannot

describe a linear relation. Consequently, α and ǫ serve as measures for the quality of

the alignments. In addition, alignment using α, ǫ-linear functions depends only on tim-

ing information rather than on the semantic closeness of the utterances which is more

complicated to model.

Based on Def. 2, once the α is set, one can find no or infinitely many m’s and

b’s that satisfy the three conditions. However, we seek m∗ and b∗ that minimize the

squared-error of the pairs considered, so that the total squared error is minimum for

the N pairs. Such a function is defined next.
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Definition 3 A function f∗(x) = m∗x+ b∗ is called an optimal α, ǫ-linear function of

order N if for a set of pairs P = {{x1i, y1i}, {x2i, y2i} : 1 ≤ i ≤ M} and I ⊆ {i : 1 ≤

i ≤ M} of size |I| = N the following are satisfied:

(i) The function f∗ is an α, ǫ-linear function of order N .

(ii) f∗ minimizes MSE =
∑

i∈I

(y1i

2
+

y2i

2
− f∗

(x1i

2
+

x2i

2

))2
.

The optimal function parameters, m∗ and b∗ are estimated using the least squares

line-fitting method. The difference between the least squares line-fitting and this method

is that we are using a subset of high-quality mappings to estimate the line in order to

control the quality of the linear relation. Thus, the relation is robust to errors either from

bad estimates of the DTW step or from additional noise. For the sake of completeness,

we show the formula for estimating the optimal estimates, m∗ and b∗ along with the

proof in .4 .

3.2.2.1 Implementation

An overall diagram of the proposed implementation described in this section is shown

in Fig. 3.1.

3.2.2.1.1 Select one-to-one mappings As discussed in the previous section, the

end goal of this approach is to estimate a relation between the subtitles in the L1

and L2 documents based only on the time-stamps under the assumption that they

are approximately related by a linear function. Initially, we need to extract a set of

reliable points that best describe the relation between the subtitles in L1 and L2 subtitle

documents. For this purpose, we assume that the most reliable mappings are the K%

one-to-one pairs with the lowest RFDM returned by the DTW approach. By one-to-one

pairs, we mean the source subtitles each of which is related with exactly one subtitle in

the target subtitle document.
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Figure 3.2: This figure shows the distribution of the ratio of the pair durations for
correct and incorrect subtitle mappings.

This step is shown in the dashed rectangle (b) of Fig. 3.1. As shown in the diagram

the input is the DTW-step output and the output is a list of ranked RFDM values.

3.2.2.1.2 Duration ratio bound After keeping only the one-to-one mappings, M

mappings are left. At this point, our goal is to find one α, ǫ-linear function of order N

which could model the subtitles alignment problem using time-stamps. In practice, we

optimize α on a development set and denote this value as A. Thus, A acts as a bound

to accept only the reliable mappings to be used in the A, ǫ-linear function parameters

estimation. To justify the usage of this bound, we study and present its relation with

correct and incorrect mappings.

Fig. 3.2 shows the empirical distribution of the duration ratio,
∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣
, for correct

mappings along with the empirical distribution for incorrect mappings. The distribution

of correct mappings shows that the ratio of pairs duration is mostly in the range 1
2 <
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Figure 3.3: This is the scatter-gram of the correct and incorrect mappings with respect
to the log(RFDM) value and the duration ratio.

∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣ < 2. Thus, it is reasonable in practice to impose this constraint on the duration

ratio of the mappings to filter out the incorrect mappings.

Fig. 3.3 is a 2-dimensional scatter-gram showing how the correct and incorrect map-

pings are distributed with respect to the log(RFDM) value and the duration ratio. As

Fig. 3.3 suggests, mappings with low RFDM and duration ratio close to 1 justify the

fact that they are important in selecting one-to-one mappings. Thus, DTW will return

K% reliable mappings and A will play the role of detecting the outlier points by impos-

ing the constraint of the property (i) of the α, ǫ-linear functions (Def. 2). Hence, the

thresholds K and A are important in filtering incorrect mappings while estimating the

A, ǫ-linear function parameters.

The duration ratio bound block is shown in the dashed rectangle (c) of Fig. 3.1.

This block filters out mappings with duration ratio higher than A. The input to this
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block are the ranked RFDM mappings and the output is the subset of there mappings

with duration ratio 1
A
<
∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣
< A.

3.2.2.1.3 Line parameters estimation As a consequence of the previous step,

for a fixed A = α, the N pairs that satisfy 1
A

<
∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣ < A are used to estimate

the optimal slope, m∗, and intercept, b∗, of the A, ǫ-linear function (of order N will be

omitted but implied from this point onwards) using the results of .4. Moreover, the

absolute error is computed using the N pairs and the function f∗(x) = m∗x+ b∗.

The line parameters estimation block takes as input the mappings with duration

ratio less than A and outputs the optimal slope, m∗, intercept, b∗, the absolute error,

E , of the A, ǫ-linear function and the filtered mappings. The line-parameters estimation

block is shown in the dashed rectangle (d) of Fig. 3.1.

3.2.2.1.4 Absolute error threshold Now, we need a measure to assess the level

of linearity of the mapping. For this purpose, we define a fixed threshold, E. Due to the

fact that E is robust to M and N variations (as discussed in 3.2.2), E is used as an upper

bound to the check if the absolute error, E , is “low” enough. Hence, by assumption,

we accept the A,E-linear modeling, if E ≤ E. If this condition is not satisfied, the

alignment cannot be modeled with an A,E-linear function of order N . In this case,

one might choose another set of N pairs or use only the DTW approach if there is no

approximately linear relation between the time-stamps.

The absolute error threshold block is shown in the dashed rectangle (e) of Fig. 3.1.

The input of this block are the A,E-linear function parameters and filtered mappings

and the output is a decision if the A,E-linear function can model the subtitles relation.

Also, this block output the A,E-linear function parameters.
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3.2.2.1.5 Time-stamps mapping With the A,E-linear function and the optimal

slope, m∗ and intercept b∗ in place, we relate all starting time-stamps by translating

the L1 subtitle document time-stamps into the L2 subtitle document time-stamps. In

particular, assume x1 is a starting time-stamp in the L1 document. Then, the assigned

starting time-stamp in the L2 document is the point y1 that minimizes the distance

D1 = |y1 − f(x1)|. Similarly, we relate all ending time-stamps in the L1 document with

ending time-stamps in the L2 document. Assume, x2 is an ending time-stamp in the L1

document; then the assigned ending time-stamp in the L2 document is the point y2 that

minimizes the distance D2 = |y2 − f(x2)|. Also, we seek additional subtitle pairs by

mapping y1 with the starting time-stamp of x1 that minimizes D3 =
∣

∣x1 − f−1(y1)
∣

∣ and

by mapping y2 with the ending time-stamp of x2 that minimizes D4 =
∣

∣x2 − f−1(y2)
∣

∣.

Note at this point that the pairs might not be one-to-one because the closest distance

might suggest to merge two subtitle pairs. Next, we filter out mappings which do not

satisfy (D1 < T and D2 < T ) or (D3 < T and D4 < T ). T is chosen empirically

by maximizing the performance on a development set. The last step is important in

checking for possible subtitle pairs that might not be modeled by the estimated relation.

The time-stamp mapping block is shown in the dashed rectangle (f) of Fig. 3.1. This

block takes as input the A,E-linear slope, intercept and the subtitles documents, maps

the subtitles based on the closest translated time-stamps, filters the mappings with

distance greater than T and, finally, the outputs a subset of the mappings by filtering

non-matching subtitles based on the approach described above.

3.2.2.1.6 Mappings merging Finally, we need a method to merge many-to-one,

one-to-many, and many-to-many mappings because, in practice, there may not be a

clear pair boundary between bilingual subtitles in L1 and L2 subtitle documents. The
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Figure 3.4: Rules for merging extracted maps.

goal is to identify many-to-one, one-to-many, and many-to-many mappings and merge

them. Fig. 3.4 shows the fundamental rules used to merge two-to-one, and one-to-two

mappings. For example, if subtitles a and b in the L1 subtitle document are mapped to

subtitle d in the L2 subtitle document, we merge a and b subtitles and map them to d

subtitle. This merging defines a two-to-one mapping. Similarly, the other rules define

one-to-one and one-to-two mappings. To merge the subtitles in L1 and L2 subtitle

documents, we apply recursively the rules shown in Fig. 3.4 for all subtitles in L1 and

L2 documents until no subtitles can be merged. Fig. 3.5 shows an example of a three-

to-three mapping merging. The above-mentioned basic rules are applied recursively

until only the one-to-one rule can be applied. In this example, first we merge f and g

subtitles in the L1 subtitle document using the rule for merging two-to-one mappings.
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Figure 3.5: Illustrative example of the mappings merging algorithm.

We continue in this fashion until f,g and h subtitles in the L1 subtitle document are

mapped to i, j and k subtitles in the L2 subtitle document as shown in Fig. 3.5 .

While Fig. 3.4 shows a closer look into how the mappings merging rules are applied,

the integration of the mapping merging block into the algorithm is shown in the dashed

rectangle (g) of Fig. 3.1. As shown in the diagram the input are the filtered aligned

mappings and the output are the aligned merged mappings.

3.3 Experimental results

In this section, we describe the data collection and the experimental results. The ex-

periments are divided into two sections: the pilot and the full-scale experiments. The

pilot study using a small set of tagged bilingual mappings was used to understand the

parameter trade-offs related to performance. Moreover, the pilot experiments section

serves as a development set to optimize the parameters of the time-alignment approach.

Finally, the full-scale experiments use the optimal parameters obtained by the pilot

study and expand the experiments by aligning a large set of untagged bilingual subtitle

document pairs. The aligned data are used to train a SMT system. Finally, the SMT

performance is tested on the extracted bilingual sets and the BLEU score performance

is reported.
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Figure 3.6: This is an illustrative example of the reference mappings from the movie “I
am Legend”.

3.3.1 Pilot experiments

3.3.1.1 Experimental setup

For the pilot experiments, we used the 42 Greek-English subtitle document pairs de-

scribed in [11]. In each subtitle document pair, a set of 40 consecutive English subtitles

were paired with the corresponding Greek subtitles and we ended up with 1680 tagged

pairs. The English subtitle documents have 1443 subtitles on average per movie with

standard deviation 369. On the other hand, the Greek subtitle documents contain 1262

subtitles on average with standard deviation 334. The difference in the average number

of subtitles indicates that subtitles in bilingual subtitle document pairs may not always
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have one-to-one correspondence. A typical example of an aligned bilingual subtitle is

shown in Fig. 3.6, obtained from the movie “I am Legend”.

All subtitle documents are preprocessed and filtered from non-alphanumeric sym-

bols similar to what one would do for cleaning text for statistical machine translation

purposes. Then, the time-stamps and subtitle numbers are removed resulting in a list

of Greek subtitles and a list of English subtitles per subtitle document. Each subtitle

time-stamp is saved separately as well. For all Greek words available, a system was built

to mine all the translations returned by the Google dictionary 1. Using the dictionary,

each Greek subtitle is converted from Greek into a bag of words in English. Then, the

RFDM is computed for all subtitle pairs. The best mappings are extracted using the

DTW approach described in section .3. The parameters used in the DTW approach are

the same parameters used by [11] since the data-sets are identical. Lastly, the method

used to merge one-to-one, many-to-one, and one-to-many subtitle pairs is applied to

also merge the subtitles of the DTW approach as described in section 3.2.2.1.

The mappings obtained by the DTW approach are used to estimate the A,E-linear

function and, in turn, use the function to align the subtitles. Initially, the pairs

are ranked in ascending order of RFDM values. For various experimental values of

K%=[0.01 0.02 0.03 0.05 0.07 0.1 0.15 0.2 0.4 0.6], the K% lowest RFDM one-to-one

mappings are extracted for each bilingual subtitle pair. For the ith bilingual subti-

tle document pair, keeping only one-to-one mappings results in Mi mappings. Next,

by varying A=[1.05 1.1 1.15 1.22 1.3 1.42 1.5 1.7 1.9 2.2], a subset of the one-to-one

mappings of order Ni is used to estimate the A,E-linear function of order Ni for each

bilingual subtitle document pair. Then, for different values of E=[0.1 0.2 0.3 0.4 0.5

0.6], the A,E-linear relation is accepted or rejected if Ei ≤ E. The starting and ending

time-stamps are mapped using the closest distance rule as described in section 3.2.2.1.

1“http://www.google.com/dictionary”
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Figure 3.7: Figure (a) shows the averaged F-Score of the time-alignment approach vs the
number of movies for various K,A,E and T parameter values. Figure (b) represents the
averaged F-Score using the DTW approach for the different number of movies considered
when varying the K,A,E, and T parameter values.

Finally, for different values of T=[0.2 0.5 0.8 1 1.5 1.8 2 2.5 3 5], outliers are filtered.

The final mappings are obtained using the method to merge one-to-one, many-to-one,

and one-to-many subtitle pairs as described in section 3.2.2.1. For each combination of

the parameters K, A, E, and T , we compute the balanced F-Score [60, p. 156] averaged

over all bilingual subtitle document pairs and the number of considered movies.

3.3.1.2 Results and discussion of pilot study

In this section, we aim to understand the trade-offs among the time-alignment approach

parameters.

Fig. 3.7(a) shows the averaged F-Score (vertical axis) and the corresponding number

of movies (horizontal axis) for different K, A, E and T parameter values. Clearly, Fig.
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3.7(a) indicates that we can get an F-Score close to 1 for some K, A, E, and T values.

On the other hand, Fig. 3.7(b) indicates that the F-Score of the DTW-based approach

is much lower than that of the time-alignment case, considering the same number of

movies. For example, when we consider the parameters aligning bilingual subtitle doc-

uments of 30 movies, the DTW-based approach F-Score is less than 0.75 as opposed

to the time alignment approach in which the F-Score is close to 0.95. Furthermore,

Fig. 3.7(a) suggests that there is a trade-off between the quality of the alignments (i.e.

F-Score) and the number of movies used. Thus, one should consider the amount of data

and the quality of the bilingual subtitle pairs needed. Based on the quality and amount

of data needed, the appropriate K, A, E, and T values can be assigned. To understand

the importance of the α, ǫ-linear functions and the associated parameters K, A, E, and

T in relating the time-stamps, we also computed the F-Score using a linear relation

estimated by the results in .4 using all the DTW output mappings. For this case, the

resulting F-Score was 0.56 which is even below the DTW-based approach.

Fig. 3.8 is a 5-Dimensional diagram representing the F-Score as intensity against

the values of K, A, E, and T parameters. Similarly, intensity in Fig. 3.9 represents

the number of movies aligned for each set of threshold values and, thus, is an indicator

of the amount of parallel data extracted. An important parameter is the absolute

error threshold, E, used to accept or reject the A,E-linear function alignment for the

corresponding movie. Decreasing the absolute error threshold, E, the F-Score increases

but at the same time, as Fig. 3.9 suggests, the number of movies aligned decreases.

In addition, the choice of the duration ratio threshold, A, becomes less important in

filtering the incorrect DTW mappings when a low error threshold is used. This happens

because the subtitle pairs, kept with low error, have approximately linearly-related

time-stamps obtained by the correct DTW mappings. In spite of giving high F-Scores,

the number of movies aligned is much less as E decreases. On the other hand, as
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Figure 3.8: This figure shows the F-Score of the time alignment approach for various
values of K,A,E, and T parameters.

the threshold E increases and as the threshold on duration ratio, A, approaches 1,

the performance decreases but the number of movies modeled increases. The trade-off

between A and E is important to consider in aligning subtitle documents. In practice,

it is preferable to allow an absolute error threshold, E, greater than 0.4 and a duration

ratio threshold, A, less than 1.6 since they maintain not only high F-Scores but also

more bilingual data compared to the case with low E and high A. Intuitively, one can

think that it is preferable to select accurate mappings at an earlier stage so that we

can better estimate the A,E-linear function parameters. Allowing inaccurate mappings

results in a higher absolute error, E and, thus, subtitle document pairs are dropped by

the E threshold. Hence, the amount of bilingual data is reduced. If the quality of the
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Figure 3.9: The intensity in this figure shows the number of movies modeled by the
time alignment approach for various values of K,A,E, and T parameters.

alignment is more important than the size of the corpus, then a low E and A should be

considered.

Moreover, Fig. 3.8 suggests that increasing K, increases the F-Score as well. How-

ever, the F-Score increase rate is almost flat when K > 0.1. On the other hand, increas-

ing K above 0.2 reduces the number of movies aligned using A,E-linear functions and,

in turn, decreases the bilingual data. The rationale behind this fact is that K increases

the number of DTW mappings used. Since we are choosing the mappings based on the

RFDM score in increasing order, the more DTW mappings considered, the higher the

RFDM score of the mappings considered in which we are less confident about their ac-

curacy according to the RFDM score. Since the threshold 1
A
<
∣

∣

∣

y2i−y1i
x2i−x1i

∣

∣

∣ < A might not
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always filter the misaligned mappings as Fig. 3.2 suggests, it will be preferable to choose

the most reliable mappings with the lower RFDM score. Including possibly misaligned

mappings, i.e. high RFDM score mappings, increases the error and, thus, reduces the

number of subtitles accepted by the E threshold. However, if K% is high and the E

is low, it suggests that the K% of the DTW mappings can be related with an almost

linear relation and, thus, for those subtitle pairs the estimation of the A,E-linear func-

tion parameters is accurate resulting in a higher F-Score. Hence, another trade-off to

consider that affects the quality and the size of the extracted bilingual corpus is between

the thresholds K, E and A.

Finally, the value of absolute error of the starting and ending times differences

threshold, T , takes place after accepting or rejecting the alignment of each bilingual

subtitle movie. Fig. 3.9 shows the number of movies aligned is the same across all

values of T for a specific value of K, E, and A. Hence, T does not affect the number

of movies considered. However, Fig. 3.8 suggests that choosing a very low value of T

reduces the F-Score. In this case, the F-Score is reduced because recall is reduced and

precision remains close to 1 as T decreases below 1. On the other hand, as T increases

above 3, the precision decreases and the recall remains close to 1 resulting into a lower

F-Score. Fig. 3.8 suggests that 1 ≤ T ≤ 3 maximizes the F-Score.

The absolute error, E , plays an important role in deciding if the A,E-linear function

can model the time-stamps’ relation. Thus, it is interesting to study the relationship

between the absolute error, E , and the quality of the mappings. For this reason, we set

K = 0.6 and A = 1.5 which are the optimal parameters for maximizing the F-Score

when 24 subtitle document pairs are selected. Using these parameters, we compute

the absolute error, E , of the A,E-linear function. Fig. 3.10 suggests that there is a

trade-off between the quality of the alignments and the absolute error, E . In practice,

a low absolute error results in a higher F-Score, precision, and recall. In particular, for
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Figure 3.10: The first, second, and third sub-figures show the Precision, Recall, and
F-Score vs the Absolute error respectively. Points with an error more than 1.65 are not
shown in this figure. Absolute error beyond 1.65 greatly reduces the F-Score.

absolute error, E , less than 0.2, we get almost perfect mappings with F-Score close to 1

due to aligning movies with almost linearly related time-stamps. Fig. 3.10 also justifies

the fact that reducing the error threshold, E, increases the F-Score but, on the other

hand, decreases the number of movies aligned because fewer subtitle document pairs

will satisfy the E threshold.

After analyzing the trade-offs between the various parameters, we choose two sets of

parameters for the full-scale experiments. The first set of parameters is fixed to K = 0.6,

A = 1.5, E = 0.6 and T = 2. This set is denoted by TA-1. For TA-1 pilot experiments,

the F-Score is 0.95, precision is 0.92, and recall is 0.98. The number of movies modeled

by TA-1 parameters is 24 movies. The corresponding DTW approach F-Score for the
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Figure 3.11: The figure shows the percentage of the movies having at least one subtitle
document pair with error less than the error threshold.

24 movies considered is 0.75. The second set of parameters produces alignments of less

quality than TA-1 but more data. In particular, the second set of parameters is fixed

to K = 0.15, A = 1.1, E = 0.5, and T = 1.5. This set is denoted by TA-2. For TA-2

pilot experiments, the F-Score is 0.93, precision is 0.92, and recall 0.94. The number

of movies aligned is 30. The corresponding DTW approach F-Score for the 30 movies

considered is 0.72.

3.3.2 Full-scale experiments

3.3.2.1 Experimental setup

For the full-scale experiments, we downloaded Spanish-English and French-English sub-

title document pairs (http://www.opensubtitles.org/). For the Spanish-English subtitle
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document pairs, we collected 1758 Spanish subtitle documents and 1936 English subtitle

documents. Note that these come from 699 unique movies. By combining all possible

document pairs of movies, we end up with 4921 Spanish-English subtitle pairs including

repeated subtitle documents for some movies.

On the other hand, for the French-English subtitle document pairs, we collected

1745 French and 2145 English movie subtitle documents out of 641 unique movies. By

combining all possible document pairs, we end up with 5967 French-English subtitle

document pairs including repeated subtitle documents for some movies.

For the above-mentioned subtitle documents, the non-alphanumeric symbols were

filtered for all the subtitle documents. In addition, for all Spanish and French words

available in the Spanish and French subtitle documents, we queried the Google dic-

tionary and saved all the available English translations. Then, the bilingual subtitle

documents pairs are aligned using the DTW procedure as described in section 3.2.1 and

the DTW mappings are obtained. Using the DTW mappings, the subtitle document

pairs are aligned using the time-alignment algorithm described in section 3.2.2. The

time-alignment approach was run twice using the TA-1 and TA-2 parameters.

Since there are multiple subtitle document versions for each movie available, we can

use the quality measures of the proposed approach to find the subtitle documents pair

for each movie that maximizes the performance. Thus, among the multiple subtitle doc-

ument pairs per movie, we select the subtitle document pair giving the lowest absolute

error, E . Because the DTW baseline has no quality tests to accept or reject alignments,

we randomly pick a subtitle document pair for each movie to align. Fig. 3.11 implies

that there are approximately 95% of the movies having at least one bilingual subtitle

document pair with absolute error E < 1. Hence, for the proposed approach, we align

the subtitle pairs for each movie with the lowest error. The parameters used in Fig.
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3.11 are K = 0.15 and A = 1.1 which are the parameters of TA-2. Using the K and A

parameters of TA-1 yields similar results.

Finally, using parallel data from a corpus from aligned movie subtitles, we train the

SMT models on each language pair separately. Experiments using the SMT trained on

the TA-1, TA-2, and DTW corpora are denoted by TA-1, TA-2 and DTW respectively.

Moreover, 2000 randomly picked utterances for tuning and 2000 randomly picked utter-

ances for testing were used to evaluate the performance from the DARPA TRANSTAC

English-Farsi data set. Only the English utterances were extracted and manually trans-

lated to Spanish and French for evaluating the performance. TRANSTAC is a protec-

tion domain corpus (e.g. dialogs encountered at military points). The randomly picked

subset includes conversations of a spontaneous nature; for example, there are sponta-

neous discussions on various topics such as medical assistance related conversations,

etc. Tuning and evaluation on this set is denoted by TRANSTAC. In addition, the

development and test sets of the News Commentary corpus2 have been used to evaluate

the experiments. We refer to the NEWS development and test set as NEWS-TEST.

The SMT requires language models of the target language to translate the source

utterances. In each experiment, the training set of the target language is used to train

the language models for each experiment as well. The trigram language models were

built using the SRILM toolkit [92] and smoothed using the Kneser-Ney discount method

[53]. We compared the performance of various combinations and sizes of the training

sets using BLEU score [70] on the TRANSTAC and NEWS test sets.

3.3.2.2 Results and discussion

Figs. 3.12 and 6.3 compare the performance of the SMT models obtained by training

on the corpora extracted by the time-alignment approach and that extracted by the

2Made available for the WMT10 workshop shared task http://www.statmt.org/wmt10/
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Figure 3.12: This figure compares the performance of the SMT models trained on the
corpus created using the DTW-based approach and the models trained on the corpora
extracted by the time-alignment approach with parameters TA-1 and TA-2 when the
TRANSTAC development and test sets are considered. The experiments were repeated
for various bilingual corpora sizes. The comparison is extended for the language pairs
between English-Spanish, English-French, and vice versa.

DTW-based approach in the TRANSTAC and NEWS-TEST domains. In addition, the

comparison is extended into four language pairs, namely, English to Spanish, English

to French, and vice versa.

In Fig. 3.12, the goal is to compare the quality of the alignments in a spontaneous

speaking style domain and, hence, the TRANSTAC domain is used for tuning and eval-

uating. The figure shows the performance gains of the models trained on the TA-1 and

TA-2 corpora over the models trained on DTW-based approach corpus. In particular,
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the performance of TA-1 and TA-2 corpora is very close in terms of BLEU score; how-

ever, the parameters used in TA-2 could extract a larger bilingual corpus as shown in

Fig. 3.12. In these experiments, the time alignment approach corpora consistently out-

performs the DTW-based approach corpus across different language pairs and different

bilingual corpus sizes by up to 2.53 BLEU score points for the English-Spanish exper-

iments and by up to 4.88 BLEU score points for the English-French experiments. The

improvement stems from the fact that the TA-1 and TA-2 corpora approaches have been

shown in section 3.3.1.2 to deliver F-Scores close to 96% as opposed to the DTW-based

approach corpus which is expected to deliver F-Scores of 71% [11]. Thus, for a fixed

amount of subtitle pairs, the F-Score improvement of the alignment is translated into

SMT performance boost showing the importance of the time-alignment based approach.

In Fig. 6.3, the goal is to compare the quality of the alignments in the broadcast news

domain by using the NEWS test set. Similar to the TRANSTAC test set results, Fig. 6.3

indicates that SMT models trained on TA-1 and TA-2 outperform those trained on the

corpus created using the DTW-based approach. We observe performance improvements

of up to 1.2 BLEU score points for the English-Spanish experiments and by up to 2.65

BLEU score points for the English-French experiments. The performance improvement

is consistent along all of the different bilingual corpus sizes. These experiments suggest

that the time-alignment approach is superior to the DTW-based approach across differ-

ent domains in terms of the SMT performance. We note that the F-Score improvement

delivered by the time-alignment approach is reflected even in domains not matching the

subtitles speaking style such as in the NEWS-TEST domain.

For readers interested in the performance of subtitles for the TRANSTAC domain

compared to additional corpora could refer to .5.
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Figure 3.13: This figure compares the performance of the SMT models trained on the
corpus created using the DTW-based approach and the models trained on the corpora
extracted by the time-alignment approach with parameters TA-1 and TA-2 when the
NEWS-TEST development and test sets are considered. The experiments were repeated
for various bilingual corpora sizes. The comparison is extended for the language pairs
between English-Spanish, English-French, and vice versa.

3.4 Conclusions

In this work, we presented a novel method to align subtitle documents using timing

information. We modeled the time-stamps relation using the so-called α, ǫ-linear func-

tions. In section 3.2.2, we presented some properties of the α, ǫ-linear functions. Then,

we took advantage of the properties of the α, ǫ-linear functions to find an approximately
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linear relation between the time-stamps of two subtitles. In addition, we analyzed prac-

tical aspects of the α, ǫ-linear functions in modeling the subtitles alignment problem

and showed the advantages over the standard DTW-based scheme.

Moreover, we have shown the importance of various parameters and the trade-offs

associated with the quantity and quality of the data. The threshold K plays the role

of selecting the most reliable mappings from the DTW output with respect to the

RFDM score. Additionally, we have shown the importance of the threshold A in filtering

unreliable mappings with low RFDM score. On the other hand, the threshold E has been

used to exclude subtitles with error E ≥ E in order to filter out subtitle pairs that cannot

be modeled by the α, ǫ-linear function. In this work, the error was estimated using the

absolute norm. For the sake of completeness, we have experimented with various norms,

i.e. Euclidean norm, to compute the error, but no significant improvement was observed

in terms of the F-Score. Furthermore, a threshold on the start and end time differences

has been imposed to filter out the outliers. Lastly, a method has been presented to join

many-to-many subtitle pairs.

In the experiments section, we analyzed and compared the performance of the time-

alignment approach and the DTW-based approach in a small set and showed improve-

ment in terms of F-Score. Moreover, we showed that the F-Score improves by 39%

(absolute) using the α, ǫ-linear function approach compared to a line fit obtained by

linear regression on all DTW output pairs, indicating the importance of using the α, ǫ-

linear function modeling. In addition, we have shown that our approach outperforms

the DTW-based approach by up to 4.88 BLEU score points (approx. 25% relative im-

provement) on spontaneous speech Statistical Machine Translation (SMT) experiments.

Overall the proposed approach can provide high quality bilingual translations by lin-

early relating the subtitle time-stamps and choosing parameters to set the quality and

the quantity of the data extracted.
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Chapter 4:

Parallel bilingual speech data

extraction

Works presented in this chapter have been carried out in collaboration with Prasanta

Gosh

4.1 Bilingual audio-subtitle extraction using automatic

segmentation of movie audio [12]

Extraction of bilingual audio and text data is crucial for designing Speech to Speech

(S2S) systems. In this work, we propose an automatic method to segment multilingual

audio streams from movies. In addition, the audio streams are aligned with the corre-

sponding subtitles. We found that the proposed method gives 89% perfectly segmented

bilingual audio and 6% partially segmented bilingual audio. In addition, the mapping

of the audio to the corresponding subtitles has accuracy 91%.
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4.1.1 Introduction

One of the critical areas of research related to the development of Speech-to-speech

(S2S) translation systems has been on techniques to identify and acquire parallel data.

It is hence not surprising that given this heavy dependence on bilingual data for system

design, breakthroughs in S2S system performance and capabilities have accompanied

the increasing availability of bilingual data for training the S2S systems. The critical

role of the bilingual data has led the S2S community to acquire bilingual data using

both manual efforts and automatic algorithms. Such data include spoken utterances

translated by interpreters and translation of speech transcriptions.

Manually translated speech corpora that have been used for speech translation in-

clude the Europarl [54] and the news commentary corpus1. It should be noted that

many of these data do not adequately represent the conversational aspects of human

interaction. Various methods have been also proposed to extract bilingual parallel cor-

pora automatically from available, incidental, resources. Some of these methods have

focused on aligning movie subtitles. Past works on movie subtitles have demonstrated

the importance of such data for S2S systems. Sarikaya et al. [87] showed BLUE score

[70] improvements on a large-scale S2S system. In our past work [11], we focused in link-

ing the speech transcriptions of movies as shown in Fig. 4.1. However, parallel speech

transcriptions limit the information that can be contained in the training data of S2S

systems.

In addition to manually translated speech transcriptions, the S2S community ex-

tensively has used manually-translated speech audio. Such audio and text corpora

examples include DARPA TRANSTAC domain data [88] and Basic Travel Expression

Corpus (BTEC) [95]. However, very little work has been done to automatically acquire

and align bilingual speech utterances. In this work, we focus on segmenting parallel

1Made available for the workshop shared task http://www.statmt.org/wmt10/
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audio from movies and aligning the segments with the corresponding subtitles as shown

in Fig. 4.1. Thus, the goal is to find parallel audio segments from a movie containing

multilingual audio streams which can have many potential S2S uses, for example, it can

be a rich source for analyzing various acoustic cues across languages that can potentially

bring more naturality in S2S translation.

Figure 4.1: An illustration of bilingual audio streams and subtitles alignment and seg-
mentation between English and French.

This work is structured as follows. In section 2, we present the collected data used

in this work. In section 3, we describe and analyze the features related to this work.

In section 4, we explain the proposed approach. Section 5 discusses the results of our

approach and, finally, in section 6, we summarize the results of this work and provide

some future directions.

4.1.2 Data collection

For the purpose of these experiments, we collected 5 movies containing audio and sub-

titles in English and French. Since movies usually contain audio in multiple channels,

we down-mix all channels to one channel. We manually tagged 2 hours and 30 minutes
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of parallel audio data from these 5 movies and extracted 1050 parallel English-French

speech segments. Then, we marked the bilingual speech segments not only at points

that speech exists in both languages but also at bilingual speech segments that are

translations of each other. In addition, we manually mapped the speech segments to

the corresponding subtitles and merged subtitles, if necessary. An overview of the the

manual audio segmentation and subtitle alignment tagging is shown in Fig. 4.7.

Figure 4.2: An illustration of the manually tagged bilingual audio streams for English
and French.

4.1.3 Proposed features

To design the features for identifying bilingual speech segments in movies, we need

to understand some important properties movies have. Since the movie audio has to

match the video, the movies have parallel audio streams in various languages of exactly

the same size. In addition, the speech signal in different languages is approximately

at the same time locations since the audio has to match the video scene in the movie.

Moreover, if speech is not present the background sound is approximately the same for

all language streams so that the audio experience is not altered. Also, the subtitles are
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close to the corresponding speech segments so that they match the spoken dialogues

with the video scenes. Thus, using the properties described, we define the Long Term

Spectral Distance, Subtitles time distance and subtitle time-stamps to segment the

bilingual speech regions.

4.1.3.1 Long Term Spectral Distance

The Long Term Spectral Distance (LTSD) can be used to capture the acoustic distance

between two segments of audio of R short-term frames. In our problem, the motivation

for using LTSD is to find regions of acoustic similarity in the speech streams in a longer

term basis. Firstly, the audio streams of both languages, say L1 and L2, are segmented

into short-term frames. The frame streams are denoted by FL1(m) and FL2(m), where

m is the frame index. For each frame, we compute the LTSD by:

LTSD(m) =

m+R
∑

i=m−R

D(FL1(i), FL2(i))

where R is the window used to compute the long-term distance.

D(FL1(i), FL2(i)) represents the spectral distance between the two frame streams.

This distance takes high values when the audio streams differ. For example, the LTSD

value is low when the frame streams contain only background noise, since the spectrum

is expected to be the same in the two bilingual audio streams. The LTSD takes high

values when there is speech in the audio streams. In this case, since both stream

contain speech in different languages, the spectral distance is expected to be high. Fig.

4.3 indicates that the LTSD values differ significantly for parallel speech and non-speech

regions.
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Figure 4.3: Fig. 4.3(a) shows the spectrogram of French and English non-speech audio
regions along with the value of LTSD. Fig. 4.3(b) shows the spectrogram of French and
English speech audio regions along with the value of LTSD.

4.1.3.2 Spectral distance

To approximate the acoustical and perceptual proximity of the two audio streams, we use

the mel-frequency cepstral coefficients (MFCC) [107], excluding the zero-th coefficient

to make the spectral distance independent of energy levels. Thus, the remaining MFCCs

capture the spectral variability over different frequency bands for each short-time frame.

We denote the MFCCs coefficient vectors of the ith frame by cL1(i) and cL2(i) for the

frame streams in L1 and L2 respectively.

Thus, the spectral distance for the ith frame is defined by

D(FL1(i), FL2(i)) = ||cL1(i)− cL2(i)||
2

4.1.3.3 Analysis

In this section, we present details of pilot experiments conducted to check the effec-

tiveness of the LTSD for segmenting bilingual audio speech. Fig. 4.4 suggests that,
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Figure 4.4: Distribution of LTSD for speech and non-speech frames

at the frame level, the LTSD can distinguish speech and non-speech frames with accu-

racy 87.83% at the equal error rate point (EER) indicating that the LTSD can play an

important role in discriminating speech and non-speech regions.

Furthermore, based on the LTSD, we segmented the signal by using a threshold

obtained at the EER and manually evaluated the resulting segments. The segments

are tagged as correct if they contain one or more bilingual spoken utterances that are

all translations of each other. If the spoken utterances are partially translations of

each other or do not match at all, they are tagged as wrong. Table 4.1 shows the

percentage of correct segments for two different segmentation schemes. The first one

is based on the LTSD threshold at the EER where an uptrend in LTSD crossing the

threshold is marked as starting point of the segment and a downtrend in LTSD crossing

the threshold is marked as ending point of the segment. The second segmentation

scheme is based on the starting and ending points of the subtitle time-stamps but as

the results indicate the subtitles may not provide exact beginning and ending times

for the corresponding speech utterance. The LTSD performs better in segmenting the

audio signal for parallel speech segments, however, the subtitles provide information
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Accuracy

LTSD 41.39%

Subtitles 37.88%

Table 4.1: Table shows the percentage of segments that gave perfect segmentations
using subtitles and the LTSD feature.

about the text and its approximate location in the audio signal. A disadvantage of

segmenting the signal based on LTSD is that many spurious segments occur with a very

small duration which penalizes the performance of the LTSD segmentation. However,

the relative advantages and disadvantages of both LTSD and subtitle motivated us to

improve the performance by combining them both and gain additional information in

aligning and segmenting the parallel audio streams.

4.1.3.4 Subtitles time distance

Another feature used in this work is the distance between the starting and ending points

of two consecutive subtitles. We refer to the subtitle time distance by STD. If we denote

the lth subtitle starting and ending points by Ssl and Sel , as shown in Fig. 4.7, then the

STD between the lth and (l + 1)th frame is defined as:

STD(l) = Ssl+1
− Sel

4.1.4 Cross-language automatic audio segmentation and alignment

Initially, we use the manually labeled data to identify subtitles that have to be merged.

Each segment, from Sel to Ssl+1
, is a candidate for merging or splitting the parallel

audio streams. We use the K-nearest neighbor (K-NN) classifier to take this decision

based on the manually tagged data. The features used are the STD feature and the
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minimum LTSD value in the segment from Sel to Ssl+1
. A low LTSD feature might

suggest that there is a dip in the spectral distance and, thus, a possible cut.

If the K-NN classifies a segment from Sel to Ssl+1
as split, we cut the stream at

the lowest LTSD point, otherwise, the subtitles are merged. For practical purposes, if

the lowest LTSD time point is beyond 2 seconds from the closest subtitle time-stamp,

we cut at the time point corresponding to the minimum LTSD within those 2 seconds.

Finally, we map the starting point of the segment to the starting point of the closest

starting time-stamp of a subtitle and the ending point of the segment to closest ending

time-stamp of a subtitle. If the starting and ending points do not correspond to only

one subtitle, we merge the boundary subtitles and all in between subtitles.

4.1.4.1 Experimental evaluation setup
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Figure 4.5: K-NN accuracy on the development set for various K.

For experimental purposes, we tagged a small development set to optimize the pa-

rameters of the proposed approach. Based on the development set, we found that the

EER is minimized when R = 40, so we use this value in our experiments. Moreover, Fig.

4.5 shows that on the development set the K-NN performs best when K = 11 and, thus,
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this value is used in the experiments. Also, the distance used by the K-NN classifier is

the mahalanobis distance.

Moreover, we split the data into a training and test set. The proposed approach

is applied to the test set to decide if the audio stream is to be split at some point

between Sel and Ssl+1
. Finally, we provided the segments to bilingual human evaluators.

The manual evaluation was done to rate the quality of each speech segment in three

categories. They report the parallel audio segment as “full”, if the parallel audio segment

contains bilingual audio streams that are translations of each other. If a subset of the

parallel audio is a translation of each other, they rate it as “Partial” and if the parallel

audio segments do not match or do not contain speech, they are rated as “None”. In

addition, they rated the audio alignment with subtitles. They rated it “Full”, if the

subtitles match the audio stream, “Partial” if the audio stream matches partially the

assigned subtitles and “None” if the don’t match at all. We refer to the bilingual audio

segmentation scheme as “Audio segmentation” and to the alignment of the resulting

segmented audio with subtitles as “Subtitle alignment”.

4.1.5 Results and discussion

Table 4.2 shows that 89% of the segments contain bilingual spoken utterances and only

6% of the segments contain partial bilingual utterances. On the other hand 91% of the

alignment from audio to subtitles is accurate and only 6% contains partial speech or

subtitles.

It is important to note that subtitle distance duration plays an important role in

deciding if the subtitles are to be merged or split. Additional information is provided by

the minimum LTSD at points between consecutive subtitles. LTSD detects dips in the

spectral distance and, thus, possible candidate points for splitting the audio streams.

Also, the subtitle time-stamps provide an approximate location on where there is actual
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Full Partial None

Audio segmentation 89.29 % 5.8% 4.91%

Subtitle alignment 91.42 % 6.44% 2.15%

Table 4.2: Table shows the percentage of the audio segments and subtitle alignments
rated as “Full”, “Partial” and “None”.

speech and by searching for a dip in LTSD, we are able to detect exact boundaries of

parallel speech starting and ending points. The strong performance of the approach

shows that it can be used to produce quality segments of the bilingual audio streams.

Furthermore, it is interesting to study the duration of the resulting segments. Fig.

4.6 shows the normalized histogram of the segments duration. The histogram indicates

that more than 80% of the segments have duration less than 10 seconds. Also, the

median duration is 4.02 seconds. The resulting segments duration along with the high

accuracy of the alignment and segmentation make this approach ideal for using the

segmented data in training S2S applications and aligning the speech segments even at

the phoneme level, for example, using a force alignment technique.
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Figure 4.6: Distribution of the duration of the resulting segments.
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4.1.6 Conclusions and future work

The goal of this work is to segment bilingual movie audio streams. We proposed the Long

Term Spectral Distance (LTSD) feature and enhanced it with information from subtitles

to segment the bilingual audio stream. 89% of the resulting segments contained perfect

bilingual speech segments. In addition, we aligned the speech segments with subtitles

with accuracy 91% on our test set.

For future work, we want to use language information to assess the choice of splitting

points, for instance, identifying utterances boundaries. In addition, we aim at detecting

noise-free segments and use an alignment method to align the subtitles with the speech

signal at a lower level, for example, at the phoneme level.
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4.2 Classification of clean and noisy bilingual movie audio

for speech-to-speech translation corpora design [14]

Identifying suitable sources of bilingual audio and text data is a crucial part of statis-

tical Speech to Speech (S2S) research and development. Movies, often dubbed in other

languages, offer a good source for this purpose; but not all data are directly usable be-

cause of noise and other audio condition differences. Hence, automatically selecting the

bilingual audio data that are suitable for analysis, and training S2S systems for specific

environments becomes crucial. In this work, we extract bilingual speech segments from

movies and aim at classifying segments as clean speech or speech with background noise

(i.e. music, babble noise etc.). We examine various features in solving this problem and

our best performing method delivers accuracy up to 87% in discriminating clean and

noisy speech in bilingual data.

4.3 Introduction

Due to the statistical nature of Speech-to-speech (S2S) translation systems, bilingual

data have played a significant role in their research and development, for example,

bilingual parallel audio have been shown to be important for the translation of paralin-

guistic cues [101, 102, 96]. Researchers have focused on both manual and automatic

data collection approaches for the design of S2S translators. Such bilingual data not

only include spoken utterances in the source language along with their interpretation

in the target language but also text translation of speech transcriptions. Automatically

acquired data could contain speech segments that are not suitable due to low Signal to

Noise Ratio (SNR) levels and, thus, making this type of data difficult to use in a S2S

system. For this reason, additional research is needed to automatically distinguish low
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SNR from high SNR bilingual speech signals which that are suitable for S2S translation

design.

Examples of manually obtained bilingual speech transcriptions include the Europarl

[54] and the news commentary corpus2. In addition to manually collected data, many

approaches have been proposed to automatically collect and align bilingual transcrip-

tions. A key component of the automatic algorithms was to model the variability and

noise in the alignment of bilingual transcriptions. Such algorithms have been often used

to align movie subtitles. For example, Tsiartas et al. [11] focused on alignment speech

transcriptions of movie subtitles. Sarikaya et al. [87] selected subsets of bilingual subti-

tle transcriptions by removing noisy pairs and showed BLUE score [70] improvements

on a large-scale S2S system.

Bilingual text transcriptions lack additional information that resides in the audio

that may contain important linguistic (e.g., prosody) and paralinguistic (e.g., affect)

information for modeling speech translations. Hence, beyond text bilingual data, re-

searchers have been collecting audio bilingual data such as, for example, the DARPA

TRANSTAC domain data [88] and Basic Travel Expression Corpus (BTEC) [95]. In ad-

dition to manually collected audio bilingual data researchers have proposed approaches

to extract bilingual audio data automatically from existing sources. In our past work

[12], we had proposed a method to segment bilingual audio from movies and align the

segments with the corresponding subtitles.

However, the aforomemntioned method did not distinguish between the quality of

bilingual speech (clean or noisy) but instead focused if detecting just the presence of

speech. Movie data contain a wide variation in the audio quality and, hence, automatic

data selection becomes critical. For this classification task, we use movies that are dubed

in at least two languages and propose an approach to classify the bilingual parallel audio

2Made available for the workshop shared task http://www.statmt.org/wmt10/
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as noisy segments of speech (i.e, background music, gunshots etc) or clean speech. To

solve this problem, we exploite the fact that the noise in the two channels is acoustically

correlated but the speech signals are not correlated since they are in two different

languages. For this purpose, we design a set of diverse features and evaluate their

performance on a data set annotated by humans.

This paper is structured as follows. In section 2, we present the collected data used

in this work. In section 3, we describe the proposed features used in discriminating low

and high SNR speech regions. In section 4, we present the experimental setup. Section

5 discusses the experiments and results of our approach and, finally, in section 6, we

summarize the results of this work and provide some future directions.

4.4 Data collection

For the purpose of these experiments, we collected 5 movies containing audio and sub-

titles in English and French and we down-mix all channels to one channel for each

language. Then, we use the approach proposed in [12] to segment the parallel streams

of audio into multiple aligned bilingual speech segments. This generates a corpus of

490 bilingual segments. An overview of the the audio segmentation and alignment tag-

ging is shown in Fig. 4.7. These were manually tagged into clean and noisy bilingual

speech audio. In the next stage of annotation, we classified segments that contained no

background noise as clean bilingual speech and segments with even some noise as noisy

bilingual speech. Overall, we obtained 27% clean English-French speech segments with

the other 73% tagged as noisy speech segments.

109



Figure 4.7: An illustration of the automatically segmented bilingual audio streams for
English and French. Ssi and Sei denote the begin and end sample indices for the ith

segment

4.5 Proposed features

In this section, we aim to design the features that capture information that discrim-

inate bilingual noisy and clean speech segments based on the SNR levels. To design

these features, we need to understand some important properties of the bilingual speech

audio. Firstly, the bilingual segment pair contains speech in two different languages

in two separate signals. The speech signal may or may not contain noise. Noise can

be background music, background babble noise and in general any non-speech audio

signal including noise that can be much smaller in duration than the speech segment.

Acoustically, noise is similar in both audio streams. In some cases, noise in one audio

stream can be a shifted, scaled and maybe filtered version of the noise in the other au-

dio stream. Using the above-mentioned properties, we construct features that capture

the spectral correlation (due to the acoustic similarity) between the two audio streams.

In addition, we use the first audio stream to predict the second audio stream, thus,
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estimate the noise and measure the energy ratio between the estimated noise and both

audio streams.

4.5.1 Spectral correlation (SC)

In order to approximate the acoustic and perceptual proximity of the bilingual audio

streams, we use the mel-frequency cepstral coefficients (MFCC) [107] to represent the

audio signal. Suppose for the ith segment there are Ri frames. To define the spectral

correlation, we first concatenate Ri consecutive frames’ L-dimensional MFCC feature

vector (excluding the DC coefficient). Thus, for each segment, say segment i, we have

two vectors (one for each language) of dimension Ii = RiL. Hence, we define the two

Ii MFCC feature vectors as CL1(i) and CL2(i) for the ith segment. Using these two

vectors, we compute the correlation coefficient. The reason we are using the spectral

correlation is to capture the spectral similarity of the streams while keeping the feature

robust to any scalings and short-term shifting of any of the two audio streams.

Hence, the Spectral Correlation (SC) of the ith segment is defined as:

SC(i) =

Ii
∑

j=1

(

CL1(i, j) − C̄L1(i)
) (

CL2(i, j) − C̄L2(i)
)

√

√

√

√

Ii
∑

j=1

(

CL1(i, j) − C̄L1(i)
)2

Ii
∑

j=1

(

CL2(i, j) − C̄L2(i)
)2

where the mean is defined as: C̄L1(i) =
Ii
∑

j=1

(CL1(i, j))

Ii

Thus, by definition, the closer the acoustic similarity of the two vectors is, the closer

SC(i) will be to 1. Thus, a high value of SC(i) indicates the presence of acoustically

similar noises in the two audio streams.
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4.5.2 Noise to Speech and Noise Ratio (NSNR)

The Noise to Speech and Noise Ratio (NSNR) aims to capture the ratio between the

noise that is common in the two channels and the amount speech that is present. For

each segment separately, we denote the audio of language L1 and L2 as SL1 and SL1

respectively. Moreover, we assume the following signal model for the audio signals SL1

and SL1 : SL1 = XL1 +N and SL2 = h ∗XL2 +h ∗N where * represents the convolution

operator. XL1 and XL2 are the speech signals in the audio streams of language L1 and

L2 respectively. N is the noise in the audio stream of L1 and h is a filter. In addition,

we assume XL1 , XL2 and N are uncorrelated. To verify this uncorrelated assumption,

we computed the correlation coefficient between such signals and we found that the

correlation coefficient is very close to 0 (The average correlation coefficient is of the

order 10−4). We define NSNR for the ith segment as:

NSNR
△
=

|E {(h ∗ SL1)SL2} |

E {(h ∗ SL1 + SL2)
2}

=

∣

∣E
{

UC + (h ∗N)2
}∣

∣

E {(SSN + 4UC − 2(h ∗XL1)(h ∗XL2)}

=

∣

∣E
{

(h ∗N)2
}∣

∣

E {SSN}

where SSN = (h ∗XL1)
2 + (h ∗XL2)

2 + (2h ∗N)2

UC = (h ∗XL1)(h ∗XL2) + (h ∗XL1)(h ∗N) + (h ∗N)XL2 and E{UC} = 0 because

XL1 , XL2 and N are uncorrelated.

For signal X of size K, E{X} =
∑

j X(j)

K

The above expansion and analysis of the NSNR feature reveal that NSNR takes

values closer to 0 when the SNR is very high in both audio streams. On the other hand,

NSNR takes values closer to 1 if SNR is very low. From the definition of the NSNR,

we need to know SL1 , SL2 and h. SL1 and SL2 are directly known from the data, since

they are simply the time domain samples of each bilingual audio segment. However, the
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filter h is unknown and, thus, we need to estimate h from the data for each bilingual

segment separately.

4.5.3 Filter estimation

To estimate the filter h, we propose two approaches. The first approach is simplistic

and faster and assumes that the filter acts on the signal by scaling and shifting it. The

second approach tries to estimate a time-varying Least Mean Squares (LMS) filter using

the normalized LMS [42] approach.

4.5.3.1 Scaling and Shifting Filter (SSF)

In this case, the assumption is that the filter h is only shifting and scaling the signal.

To estimate this signal, we use regions in which there is only noise. Such regions are

returned by the algorithm described in [12]. The segments between consecutive speech

regions are expected to be noise only. For example, the ith segment has a left and right

noise-only region. As Fig. 4.7 shows the left noisy region is between Sei−1 and Ssi and

the right noisy region of segment i is between Sei and Ssi+1 .

Now, to compute h using the SSF estimation, we first compute the correlation

coefficient for both left and right noisy regions by varying the shift index M as follows:

CCleft(i,M) =

Ssi
∑

j=Sei−1+M

V L1
j−MV L2

j

√

√

√

√

√

Ssi
∑

j=Sei−1+M

(

V L1
j−M

)2
Ssi
∑

j=Sei−1

(

V L2
j

)2

and
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CCright(i,M) =

Ssi+1
∑

j=Sei
+M

V L1
j−MV L2

j

√

√

√

√

√

Ssi+1
∑

j=Sei
+M

(

V L1
j−M

)2
Ssi+1
∑

j=Sei

(

V L2
j

)2

where V
Lk

j = SLk
(j) − S̄Lk

(j)

We define the maximum correlation coefficient by

MCC(i) = max(max
M

(CCleft(i,M))max
M

(CCright(i,M)))

The optimal shift (delay of h) for the ith segment is the value M that corresponds

to the MCC(i) value. To compute the scale, we select the noise region (left or right)

which corresponds to MCC(i) value. Then, the scale factor is computed as the ratio of

the energy between the noisy region L1 and the noisy region L2. Thus, we construct h

and compute NSNR.

4.5.3.2 Least Mean Squares Filter (LMSF)

In this case, we relax the assumptions of h and we let h to be any filter. To estimate

the filter, we use the normalized LMS algorithm as described in [42]. Note at this point

that we include the left and right noise regions of SL1 and SL2 in the input and target

signals to get better estimates of the filter h. We denote the extended signals as SNL1

and SNL2 . Since at each step of LMS we are minimizing the distance between SNL1

and SNL2 , the filter will be such that SNL1 will track SNL2 . Ideally, the error of the

LMS will be h ∗ XL2 and ,thus, the output will be h ∗ SNL1 . To define the iterative

Normalized LMS, we need to define first the truncated versions of SNL1 and SNL2 . We

define SNT L1(n) the truncated signal starting at sample n. The signal is truncated to
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have length equal to h and n is used to shift the truncated signal. The input and target

signals to Normalized LMS are SNT L1 and SNT L2 respectively. Next, the iterative

Normalized LMS to estimate h in the mth + 1 iteration is performed in the following

manner:

hm+1 = hm +
µ(SNT L2 − hm ˙SNT L1)˙SNT L1

||SNT L1 ||
2

After finding h, we use h, SL1 and SL2 to compute NSNR.

4.6 Experimental setup

To identify, align and segment speech and noisy speech regions, we used the algorithm

described in [12]. Furthermore, we have used the same parameters values optimized in

[12], since we are working on the same data set.

After getting the segments, we extracted the various features described in section 4.5.

For the computation of SC, we computed 12 MFCCs (excluding the DC coefficient).

For computing the filter h using the SSF method, we have searched M in the range

-800:800 and, thus, searching correlations of 1601 values which means we are searching

for the best shift within 100ms in a 16kHz audio signal. This is a reasonable assumption

given the grounding of the audio channel to the video stream; additionally, this helps

in constraining the computational cost.

Moreover, using LMSF to estimate h, we had to optimize the learning rate, µ, and

filter size, |h|. On a development set, by using grid search we picked the parameters

that maximize the average K-Nearest Neighbor K-NN performance for K = 1 − 20.

We computed the performance for µ = [0.1 0.01 0.001 0.0001] and filter size |h| =

[30 80 250 800]. We found that the average K-NN performance was maximized for a

filter size of 80 and learning rate µ = 0.001. To get better estimates of the h filters for

each bilingual segment, we run two iterations over the same segment. This helps the
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Normalized LMS algorithm to converge if it did not converge during the first iteration.

Of course, more iterations one runs, the better the estimate and convergence of the

filter; however, extra iterations over the same segments increase the computational cost

significantly.

In all experiments that K-NN is involved, we used Mahalanobis [32] distance as a

distance function. Also, in order to strengthen the results of our work, we run a 5-fold

cross-validation in all experiments. The split of train/test is 60%/40% and the results

reported are the average of the folds.

4.7 Experiments, results and discussion
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Figure 4.8: This figure shows the K-NN classifier versus the accuracies by varying K

and combining various features.

Fig. 4.8 shows the performance of the features considered namely the SC feature,

NSNR, and the Maximum Cross Correlation (MCC) value. In addition, we used various

combinations of features to test, understand and verify which features contain comple-

mentary information. Using the features isolated, NSNR and SC have similar (75%-80%)

performance across different values of K. However, it is interesting to observe that by

combining the NSNR and SC features, we gain in accuracy. This suggests that these
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two features contain complementary information. While the latter contains informa-

tion about spectral similarity and totally ignores the short-term phase differences and

amplitude related information, the former only takes into account phase shifts and scal-

ings into computing the similarity of the two signals. Including all the features in the

classifier, the selection accuracy is 83%.

Since the NSNR feature depends on the accurate estimation of h, it is interesting

to compare the performance of different approaches in estimating h and, in addition,

we consider the performance of different combinations of features using SC, NSNR,

NSNR with least means squares filter estimation (LMSF) and (LMSF)-Extended in

which we are using more iterations to estimate the filter h. For the (LMSF)-Extended,

we are using 10 iterations over each segment for estimating each time the filter h. As

shown in Fig. 4.9, the filter estimated with (LMSF)-Extended gives better convergence

characteristics with the highest performance among all features. It is interesting to see

that by combining NSNR(LMSF)-Extended with NSNR(SSF), SC and MCC, we get the

best performance (84%-87%). This fact suggests that those features complement some

missing information from NSNR(LMSF)-Extended. Also, due to the computational

costs to estimate higher order filters for the least means square filter (i.e, the size of

filter |h|), we did not experiment with filters higher than 50ms. This might be one

reason that longer term information is not captured by NSNR(LMSF) features. The

results also suggest that some of that information is captured by the the rest of the

features namely NSNR(SSF), SC and MCC.

Overall, our method depends on a set of training data so that the algorithm learns

from human annotations. The results indicate that the features provide discrimination

upto 87% using the KNN [93] classifier for the data set considered. In addition, the

NSNR features which are motivated by Signal-to-Noise ratio ideas have been the best

performing.
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Figure 4.9: This figure shows the K-NN classifier versus the accuracies by varying K

and combining various features. In particular, the main focus is to compare different
approaches in estimating the filter h which relates the source with the target noise.

4.8 Conclusions

In this work, we focus on identifying clean bilingual speech signals by exploiting the

relation between the background noise in two audio streams. We proposed various

features to capture this information. The first feature captures the spectral correlation

(SC) of the bilingual audio streams and aims to measure their relationship by spectral

similarity. The second feature, called the Noise to Speech and Noise Ratio (NSNR)

aims to model the relation using a signal plus noise model of two audio streams. NSNR

requires an estimation of a filter h and we have proposed two methods to estimate h

which vary in speed and performance. Our best performing approach delivers accuracies

up to 87% in classifying clean and noisy speech.
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Chapter 5:

Paralinguistic perceptual

experiments [101]

5.1 A study on the effect of prosodic emphasis transfer on

overall speech translation quality

Despite the increasing interest in Speech-to-speech (S2S) translation, research and de-

velopment has focused almost exclusively on the lexical aspects of translation. The

importance of transferring prosodic and other paralinguistic information through S2S

devices and evaluating its impact on the translation quality are yet to be well established.

The novelty in this work is a large scale human evaluation study to test the hypoth-

esis that cross-lingual prosodic emphasis transfer is directly related to the perceived

quality of speech translation. This hypothesis is validated at the 0.53-0.54 correlation

level on the data sets considered with results significant at p-value=0.01. The second

contribution of this work is an evaluation methodology based on crowd sourcing us-

ing English-Spanish language bilingual data from two distinct domains and evaluated
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with over 200 bilingual speakers. We also present lessons learned on this type of S2S

subjective experiments when using crowd sourcing.

5.1.1 Introduction

The goal of Speech-to-speech (S2S) translation is to allow spoken human interactions

across different languages and support communication between people with limited or no

knowledge of a certain spoken language. Such need is felt widely in today’s increasingly

multilingual multicultural world, such as in improving delivery of health-care to patients

that do not share the same language [90]. Also due to the rapid expansion of tourism,

Internet and smart-phones, S2S translation has attracted researchers attention during

the last decade for building and using S2S translation applications that are portable

and personal [49, 38, 76].

A typical S2S system has a pipelined architecture [84] in which an automatic speech

recognizer (ASR) receives the speech signal and converts it into a sequence of words.

Then, the sequence of words is translated with the statistical machine translator (SMT)

into the target language. Finally, the words in the target language are synthesized

using a Text-to-Speech (TTS) system. This pipelined architecture has its advantages

in the sense that each component of this S2S pipeline can be isolated and researched

independently. However, it has limitations when additional source language information

needs to be exploited and for which the individual components are not designed to

model.

5.1.1.1 Relation to prior work

Only limited work has been done in incorporating information that is not supported

by the aforementioned components of the typical S2S pipelined architecture. In some

works, additional information extracted from the speech signal has been used within
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Figure 5.1: A system architecture that can exploit speech information beyond the
pipelined architecture used in speech-to-speech systems.

the S2S components individually. For example, Parlikar et al. [9] have adapted the

TTS output signal using phoneme mappings from the input language and have shown

TTS improvement. Aguero et al. [71] used an unsupervised method to learn prosodic

mappings trained on bilingual read sentences which are then used to enhance the TTS

output and have shown benefits in terms of mean opinion score. Rangarajan et al. [78]

have added dialog acts and prosodic features obtained from the source signal in the

SMT component and have shown translation improvements in terms of BLEU score

[70].

The importance of paralinguistic information in monolingual human communication

has been widely documented [63, 27, 25]. The premise of our work is that such par-

alinguistic information is important in cross-lingual communication settings, and S2S

systems should possess such capability. What is however unclear is what aspects of

the multifaceted rich information in the source speech would be beneficial for inclusion

in the cross-lingual transfer. Toward that end, in this paper we describe a method to

systematically explore and evaluate the role and importance of specific aspects of par-

alinguistic information in S2S translation. This can be viewed as a design step even

before an actual technology system is created.

We perform perceptual evaluation experiments using a crowd sourcing approach

widely used in various experimental settings in the past [21, 89, 85, 103]. In particular,

we describe a case study aimed at investigating whether the transfer of emphasis of a
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word or a phrase in the source language to the target language is related to the per-

ceived translation quality. To carry out our experiments, we use bilingual utterances

obtained from dubbed movies and doctor-patient-interpreter interactions, with subjec-

tive experiments on Amazon Turk1 to test our hypothesis. In this paper, we focus on

the English-Spanish language pair. We find that the transfer of emphasis significantly

correlates with the perceived translation quality for this language pair. In addition, we

describe our experience in evaluating this type of S2S experiments using crowd sourcing.

This paper is structured as follows. In subsection 2, we describe the data collected

and used in this work. In subsection 3, we elaborate on our hypothesis. Section 4

describes the survey used to conduct the perceptual experiments. Section 5 presents

the experimental setup on Amazon Turk. In subsection 6, we discuss the results of this

work and, finally, in subsection 7, we summarize the findings of this work and provide

some future directions.

5.1.2 Data collection

In this subsection, we describe the data sets collected for testing our hypothesis through

human evaluation experiments. We focus on two different data sets.

5.1.2.1 S2S data set

The first data set was collected by SAIL2 as a part of a medical domain S2S translation

project called Speech-links. This data set involves interactions between an English

speaking doctor, a Spanish speaking patient and a bilingual interpreter that facilitates

this interaction by translating from English to Spanish and vice versa. The doctors

are students from USC’s Keck School of Medicine and the patients are standardized

patients. This method originally was proposed in [17]. The interpreters are professional

1http://www.mturk.com
2http://sail.usc.edu
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English-Spanish interpreters trained to facilitate medical interactions in California’s

hospitals. The recordings took place in a typical room setting with little background

noise coming from air-conditioning etc. Each session lasted up to half an hour. There

are a total of six doctors, six interpreters and six patients and at the end of each doctor-

patient-interpreter setting, and participants are permuted to ensure variety in the pairs

involved in the interaction. The interactions are highly realistic and spontaneous and

the interpreters were unconstrained in their task with minimal instructions that they

should attempt to minimize overlap.

For the purpose of these experiments, we hired English-Spanish bilingual speakers

to randomly pick 50 bilingual utterances from 10 different sessions resulting in a total

set of 500 utterance pairs. We also asked the bilingual speakers to manually transcribe

and match them in bilingual pairs, for example, two utterances are put together if they

are bilingual translations of each other in the interaction. From now on, we will refer

to this data set as S2SData set.

5.1.2.2 Movies data set

The second data set we experimented with comprises bilingual utterances that are from

dubbed movies. This type of utterance pairs has more or less the same duration as the

source utterance due to constraints of the visual channel. Often the translations are

made in a way to lip-sync the words spoken in the source language. Dubbed movies are

processed off-line and dubbed by professional interpreters, with the possibility of being

recorded multiple times and, also, if possible, lip synced to match the video both in

timings and visuals. In this sense, dubbed movies data differ from the S2SData set.

To obtain a set of high-quality bilingual utterances, we segmented the data using

the approach described in [12]. Then, we processed the bilingual utterances and se-

lected the clean bilingual pairs that do not contain background noise. From 15 dubbed
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movies, we randomly selected 781 clean bilingual utterances, ensuring that the pairs

were conceptually translations of each other, and transcribed them manually in both

languages. From now on, we will refer to this data set as Movies data set.

5.1.3 Hypothesis: Transfer of Prosodic Emphasis

Our goal is to examine the hypothesis whether translation quality is affected by the

quality of transfer of paralinguistic cues. In particular, we focus on the transfer of em-

phasis. In signal processing terms, emphasis/stress is defined as the perceived loudness

of a word/phrase. Intuitively, if we want to emphasize a word/phrase, or a concept, we

stress specific words/phrases of the utterance. By stressing the word/phrase, we may

change the meaning conveyed by the utterance and, thus, such cues have to be taken into

consideration in the translation. For example, an emphasized word might be important

in the context of the dialog and the annotator might need to pay special attention to

that word/phrase. Our main premise is that this paralinguistic cue is important both in

terms of production (interpreters transfer this information) and in terms of perception

(annotators perceive this information). We perform perceptual evaluation experiments

to test this hypothesis for the English-Spanish language pair.

5.1.4 Perceptual evaluation experiments

To perform the perceptual experiments and test our hypothesis, we used the data de-

scribed in subsection 5.1.2 and created the survey shown in Fig. 5.2. At each instance,

we provided one bilingual Spanish-English utterance pair to the annotators and asked

them to rate the quality of the translation (on a scale 1-5, question 1) and how well

the emphasis of the English audio is preserved in the Spanish audio (on a scale 1-5,

question 3). In addition, the annotators were asked to give their confidence in rating
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the emphasis preservation (on a scale 1-5, question 4) and, whether, they perceive any

words/phrases that are emphasized in the English audio (yes/no answer, question 2).

To examine our hypothesis, we tested the relation between the results on the qual-

ity of translation (question 1) with the ratings of emphasis preservation (question 3).

Confidence ratings (question 4) were used to examine the hypothesis above for confi-

dent annotations. In addition, for quality testing purposes, we asked the annotators

to transcribe each utterance (questions 5-6), thus, ensuring they paid attention to each

audio signal. The survey given to the annotators is shown in Fig. 5.23.

Figure 5.2: The survey used to validate the hypothesis claimed in the paper.

5.1.5 Experimental setup

For the perceptual experiments, we employed crowd sourcing through Amazon Turk.

Using the survey described in subsection 5.1.4, we requested that each annotator par-

ticipating in the survey to be an English-Spanish bilingual speaker. Before filling the

survey, each annotator was mandated to go through training. Annotators were pre-

sented with samples of speech containing emphasized words/phrases and samples with

no emphasized words/phrases so that we were sure it was clear to the annotators what

3Note that a one-time demographic survey and training session was given to each annotator
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is the definition of emphasis. In addition, they were presented examples in which em-

phasis was transfered and other cases that emphasis was not transfered. Their attention

to training was ensured through monitoring of the accuracy in transcription of each ut-

terance that they had to transcribe. At this point, we accepted annotators that passed

the training subsection without transcription errors.

Annotators who cleared the training phase had to answer the four questions ex-

plained in subsection 5.1.4 and to transcribe the utterances in both languages (Fig. 5.2,

questions 5-6). To ensure the quality of the tagged data, we rejected annotators having

Word Error Rate (WER) [61] greater than 25.0%.

Finally, we asked for 8 surveys filled for each individual utterance pair. In total, 202

different annotators participated in the surveys. 32.6% and 58.7% of the annotators

reported English and Spanish language as the native language respectively. The rest

reported other languages. We collected 5977 samples from the movies data and 3895

samples from the S2SData. If we define emphasis transfer as giving an emphasis transfer

rating above 3, then 78.4% of the S2SData samples and 84.7% of the movies data have

been rated with transfered emphasis. After the results had been collected, we computed

the correlation and mutual information [24] between the emphasis transfer rating and

the quality of the translation.

5.1.6 Results and discussion

5.1.6.1 Perceptual prosodic emphasis experiments

Fig. 5.3 shows the normalized counts of translation quality given the rating that em-

phasis was transfered. By normalized counts, we mean the histogram of the translation
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Figure 5.3: shows the normalized counts (normalized histogram) of translation quality
given the rating that emphasis was transfered. Thus, each column sums up to 1 and
represents the distribution of the translation quality for each emphasis transfer rating
for both the S2Sdata and Movies data set.

quality ratings divided by the number of samples. Hence, each column in Fig. 5.3 rep-

resents the normalized counts for each emphasis rating. We plot the distribution per

column to remove any bias coming from unequal priors of each rating value as reported

in subsection 5. In the title of each plot, we provide the correlation and mutual infor-

mation of emphasis transfer across the various levels of the translation quality variable.

The lighter color indicates a high normalized count. Both data sets, show very similar

trends. However, the movies data set indicates that some times emphasis transfer is

rated as “bad” (i.e. rating 1) but still we get good translation quality rating. That might

happen because, in some cases, although conceptually identical, may be paraphrased

significantly to make emphasis transfer comparisons difficult (note the temporal syn-

chronicity and potential lip-syncing constraints placed on actors).
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S2SData Movies

Confidence≥4 0.52 0.49

Confidence≥4, No Emph. present 0.46 0.48

Confidence≥4, Emph. present 0.54 0.50

Table 5.1: Correlation coefficient when the results are conditioned on the confidence of
the annotators and on the cases whether there exists emphasis in the English utterance.

Correlation gives a comparison tool to judge whether there is a linear or inversely

linear relation between the emphasis transfer and the quality of the speech translation.

The lighter color on the diagonals in Fig. 5.3 indicates that the hypothesis that more

faithful transfer of prosodic emphasis is correlated with perceived overall translation

quality; this is validated at the 0.54 correlation level between the emphasis transfer

and the quality of the speech translation for the S2SData set and 0.53 for the Movies

data set. All results are significant against the no correlation hypothesis using a t-test

at p-value=0.01. For any non-linear relations, mutual information is used which is a

measure of the predictive power between the two variables of interest and for both

data sets the mutual information between the emphasis transfer and the quality of the

speech translation is 0.19. Table 5.1 presents the correlation given that the confidence

of the annotators is greater than 3. Similarly, we present the correlation given that

the confidence of the annotators is greater than 3 and they perceived an emphasized

word/phrase in the English side or they did not perceive an emphasized word/phrase.

Results show that the hypothesis is validated at the 0.46-0.54 correlation level even when

annotators report confidence greater than 3 with or without the presence of emphasized

words for both S2Sdata and Movies data sets. All results are significant at p-value=0.01.

As reported in subsection 5.1.5, there is a bias towards samples that have been

rated as prosodic emphasis transfered. To eliminate any effect of this bias, we randomly

picked 500 samples from each class (One class contains the points where emphasis
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transfer rating is greater than 3 and the rest points are in the other class) for each data

set and computed the correlation coefficient. This experiment was repeated 1000 times

with replacement. The average correlation of this experiment is 0.54 for S2SData and

0.51 for movies.
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Figure 5.4: Fig. 5.4(a) shows the histogram of correlation between the quality of the
translation and prosodic emphasis transfer. Fig. 5.4(b) shows the scatter plot of the
number of samples completed by an annotator vs the correlation between the quality
of the translation and prosodic emphasis. In both cases, we included annotators with
more than 5 samples.

It is also interesting to examine the correlation values across annotators. Fig. 5.4(a)

indicates that the main mass of the correlation between the quality of the translation

and prosodic emphasis transfer is around 0.5 as expected from the overall correlation

figures. In this histogram, the two data sets are reported together. The median point on

the histogram is 0.52 which is close to the overall correlation coefficient reported. Fig.

5.4(b) shows a scatter plot of the number of samples annotated by each annotator and

the corresponding correlation coefficient. Annotators with negative correlation have

annotated very few samples and their effect was minimal on the overall correlation

score. Also, a few people that annotated a lot of samples (e.g. above 700 samples) gave

average correlation of 0.14 which is well below the overall median. However, the average
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completion time per sample of annotators having above 700 samples is 58.5 seconds much

lower than the global average of 98.6 seconds which questions those annotators quality.

Overall, we conclude that there is approximately 0.5 correlation between the em-

phasis transfer and the quality of the speech translation. However, to make a stronger

statement with higher correlation we might need to include other prosodic variables, for

example, intonation, emotional state, etc.

5.1.6.2 Lessons learned

From our experience with the S2S subjective experiments on Amazon Turk, we learned

that it is important to have a training part, mandate annotators to take the training part

and have a way to validate that they went through this training procedure. Initially, we

did this experiment on a small scale with written instructions but without the training

part and many annotators were asking questions about emphasis and what we expect

from them. After manually creating clear examples on what we mean by prosodic

emphasis the questions on this topic were minimal.

Apart from a well prepared training procedure and explanation, it is important to

evaluate the annotators understanding of both languages. Initially, we had only the

questions 1 − 4 in the survey (Fig. 5.2) and soon realized that we were getting bad

annotations (completed extremely fast) from people that we couldn’t say if they are

fluent in both languages or not. So we added the questions 5 − 6 and mandated the

annotators to transcribe all utterances in both languages. This helped us to ensure that

annotators were actually listening to the samples they were rating and also we filtered

a lot of annotators that were not fluent in both languages.

Finally, Amazon Turk provides no procedure to limit the number of samples anno-

tated per person (only ensures that annotators are not presented with the same sample

more than once). This created imbalances in number of the samples annotated per
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person. To limit such imbalances one has to request annotators to stop after a certain

upper bound number of annotations and if they do not comply, then exclude them from

the task.

5.1.7 Conclusions and Future directions

In this work, we have presented a perceptual study to establish the hypothesis that

there is a relation between the emphasis transfer and the quality of speech translation.

The hypothesis is validated at 0.53-0.54 correlation level on the two data sets used.

The results are significant at p-value=0.01. We also discussed the lessons we learned

in rating perceptually the S2S translation quality in these subjective experiments using

Amazon Turk.

Some future directions we want to investigate include expanding this work in carrying

out the experiments in other language pairs. In addition, we want to expand the study

to the relation of speech translation quality and other paralinguistic cues transfer, for

instance, intonation and emotions.
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Chapter 6:

Toward transfer of acoustic cues

of emphasis across languages [102]

6.1 Toward transfer of acoustic cues of emphasis across

languages

Speech-to-speech (S2S) translation has been of increased interest in the last few years

with the research focused mainly on lexical aspects. It has however been widely acknowl-

edged that incorporating other rich information such as expressive prosody contained in

speech can enhance the cross-lingual communication experience. Motivated by recent

empirical findings showing a positive relation between the transfer of emphasis and the

quality of the audio translation, we propose a computational method to derive a set of

acoustic cues that can be used in transferring emphasis for the English-Spanish language

pair. In particular, we present an iterative algorithm that aims to discover the set of

acoustic cue pairs in the two languages that maximize the accurate transfer of emphasis.
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We find that the relevant acoustic cues can be constructed from a diverse set of fea-

tures including word/phrase level statistics of spectral, intensity and prosodic cues and

can model the acoustic information related to emphasized and neutral words/phrases

for the English-Spanish language pair. These features can in turn enable data-driven

transformations from source to target language that preserve such rich prosodic informa-

tion. We demonstrate the efficacy of this approach through experiments on a specially

constructed corpus of 1800 English-Spanish words/phrases.

6.1.1 Introduction

Speech-to-speech (S2S) translation’s ultimate goal is to allow spoken human communi-

cation across different languages, dialects and cultures. S2S is becoming more desirable

due to increasingly multicultural societies, people’s increased travel, and due to widely

available Internet-connected devices such as smart-phones. The need is also evident in

improving health-care delivery among patients and doctors that do not speak the same

language [90]. This need has attracted research and industry towards the creation of a

robust and accurate S2S translation system.

A variety of S2S systems have been proposed in the literature [49, 38, 76]. A typical

speech-to-speech (S2S) system is composed of an automatic speech recognizer (ASR)

which converts the input into words, the words are translated using a statistical machine

translator (SMT) and, finally, a Text-To-Speech (TTS) system is used to compose the

target signal. In such pipelined S2S approach, one can isolate and work on subsystems

independently. However, S2S translation is beyond this pipelined S2S approach. Recent

work [101] has shown that additional paralinguistic cues such as emphasis can be also

useful for S2S translation.

There is limited systems-side work in bringing paralinguistic aspects into S2S trans-

lation. However, there is early research into exploiting paralinguistic cues in the S2S
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framework. Parlikar et al. [9] have used phoneme mappings as acoustic units to adapt

the TTS output signal from the input language and shown benefits on the TTS side.

On the feature side, power and duration have been used in [96] to translate emphasized

digits and wherein the prediction of emphasis and root mean squared error rate (RMSE)

have been used as an evaluation metric. Aguero et al. [71] have used an unsupervised

approach in learning prosodic mappings and showed TTS output benefits in terms of

mean opinion score. Rangarajan et al. [78] used dialog acts and prosodic cues obtained

from the input speech signal within the SMT component and have shown translation

benefits in terms of BLEU score [70].

While such approaches can offer useful information to various aspects of S2S com-

ponents, a computational approach to learn paralinguistic representations can be very

important for all components and S2S translation in the same way phonemes and words

are useful for ASR. In contrast to existing work that focuses on the entire S2S system

to show improvement in terms of different aspects of S2S translation, in this paper, we

focus on deriving acoustic representations that maximize the direct information transfer

across languages. We present a data-driven supervised approach that learns acoustic

mappings by discretizing the acoustic space (modeled by diverse speech features such

as MFCCs, pitch etc.) with the K-Means algorithm. The code mappings are evaluated

using the mutual information between the bilingual discrete representations and the

presence of paralinguisticly salient. In addition, the bilingual acoustic representations

are evaluated by conditional entropy to measure the uncertainty of the mappings.

Specifically, in this paper, we show the efficacy of the approach by creating a repre-

sentation for prosodic information transfered and focus on deriving the most informative

acoustic representations. The representation is created from acoustic feature vectors dis-

cretized and evaluated using mutual information shared between the representation and
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the emphasis transfer. The representation is learned from a quadruplets of parallel ut-

terances spoken in neutral (flat tone) English, neutral Spanish, and English, Spanish

with appropriate emphasis. In addition, we further attempt to jointly maximize the

information transfered and the predictability of the encoding using conditional entropy

as a measure.

This paper is structured as follows. In subsection 2, we explain how the 4-way

bilingual data have been collected. In subsection 3, we describe the acoustic measures

used to create the acoustic representation. In subsection 4, we give a brief description of

the word/phrase level features used to model the acoustic space. Section 5 describes the

approach used to map the acoustic space to the acoustic representation. In subsection 6,

we describe the experimental setup and subsection 7 discusses the results of this work.

Finally, in subsection 8, we summarize the findings of this work and provide some future

directions.

6.1.2 Data-Driven Learning

To collect data suitable for directly learning emphasis transfer representations for the

English-Spanish bilingual pair, we recruited two bilingual actors, one male and one

female. We obtained a random utterance set from the IEMOCAP [20] database and

translated all English utterances to Spanish.

The utterances were tagged with words to be emphasized. The corresponding

word/phrase on the translated Spanish side has been marked as well. The actors spoke

the utterance in both languages with emphasis and neutral resulting into a quadruplet.

We recorded 450 such quadruplets resulting in 1800 utterances. Next, we extracted the

words/phrases that are emphasized with their neutral counterparts in both languages

resulting into 1800 words/phrases. The set has been split into half for training and half

testing.
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6.1.3 Acoustic Representation

In this subsection, we propose a representation for the acoustic cues transfered in cross-

lingual spoken translation. To create this representation, we propose a mapping from

the continuous acoustic space of speech to a discrete set of acoustic units.

Hence, say we have two words/phrases spoken in two languages L1 and L2. Let

XL1 and XL2 be signal representations of the words/phrases, we define two mappings

independently for the two languages to yield the corresponding discretized (quantized)

vectors as follows:

XL1 → AL1

and

XL2 → AL2

The signal representation XLi
is composed of a set of features, for example, transfor-

mations of MFCC, pitch and other spectral and prosodic features. The mapping defines

a discretization of such features which denoted as ALi
. To construct such a mapping,

we use K-means clustering [32] to map the continuous space of acoustic cues to a finite

discrete set of acoustic units.

6.1.3.1 Transfer of acoustic cues

With the aforementioned representation, we need a way to measure how well cues are

transfered by the particular representation. Each feature vector and mapping to acous-

tic units can create a representation in which some mappings can model the “language”

of acoustic cues transfered. Thus, we propose to use an information theoretic approach

to evaluate each representation created by different feature vectors and different map-

pings to acoustic units. Hence, given a perceptual acoustic transfer Y , for example
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emphasis transfer, we need to find a representation A = (AL1 , AL2) such that their

mutual information is maximized:

I(A,Y ) =
∑

a∈A,y∈Y

P (a, y)log
P (a, y)

P (a)P (y)

where P defines the probability measure.

6.1.3.2 Conditional entropy for minimizing code uncertainty

While a specific representation can model the information shared between a language

pair for analysis purposes of the acoustic cues transfered, it might have high uncertainty

in the translation process. Thus, it is useful to have a measure to model the coding

mapping uncertainty. For this reason, we propose to use a soft metric to evaluate how

well the acoustic translation representation can be predicted using conditional entropy

which can be written as:

H(AL1 |AL2) =
∑

aL1
∈AL1

,aL2
∈AL2

P (aL1 , aL2)log
P (aL2)

P (aL1 , aL2)

Using the conditional entropy metric, we can evaluate the ambiguity of the coding

scheme.

6.1.4 Acoustic features

We considered a variety of acoustic feature vectors (XL1 ,XL2) to represent different

aspects of the speech spectrum and prosodic cues. All features are defined at the

word/phrase level.
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Figure 6.1: The iterative approach used to find the best acoustic representation for the
acoustic cues transfered.

6.1.4.1 Mean power

The first feature we used in our representation is mean power to model the transfer

of emphasis. Since power has been used widely in a variety of settings for modeling

emphasis, we use it to produce a baseline representation.

6.1.4.2 Additional features

In addition to mean power, we have used word/phrase duration and various word/phrase

level statistics of features which include MFCC, voicing pitch, etc. Statistics used in-

clude quantiles, mean, max, min, etc. In total we have extracted 6126 word/phrase level

features for each word/phrase. The feature set has been extracted using OpenSMILE

[33] as used in [81].
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6.1.5 Acoustic unit estimation approach

In this subsection, we describe the approach used to create the acoustic units. A ba-

sic layout of the approach is shown in Fig. 6.1. The approach is iterative and the

dimensionality of the feature space is increased progressively and in a greedy manner.

The algorithm is initialized with an empty feature vector. In step one, we add a

feature to the feature vector F . In the second step, the K-Means [32] algorithm is run

independently for languages L1 and L2 and the encoding (AL1 and AL2 ) is created for

each language. Thirdly, the coding is evaluated using the MI and conditional entropy

metric as defined in Sec. 6.1.3. If the metric considered improves, the feature replaces

the last feature added in F . If all features described in 6.1.4 are exhausted, we increase

the dimensionality of F and go to step one.

6.1.6 Experimental setup

For experimenting with the emphasis transfer problem, we run the algorithm described

in Sec. 6.1.5 in different setups. First, we run the algorithm by maximizing the mutual

information. Then, we run the algorithm by maximizing the mutual information be-

tween the cross-lingual acoustic representations and the emphasis transfer at each step

and at the same time minimizing the entropy so that we include as much information

about the paralinguistic cue transfer but also find a representation that will minimize

the coding prediction error. In addition, as described in Sec. 6.1.4, we used the mean

power and duration of the signal to create a representation and form a baseline to eval-

uate the efficacy of our approach. To perform this optimization, we split the data set

into two parts one for training and one for testing with half of the data in each set. The

optimization has been run on the training set and we report the results on the testing

set. Since the acoustic representations are created on the training set, we assign to the

testing feature vector the closest code as defined by its cluster center.
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Finally, we repeated the experiments for coding schemes with vocabulary size of 2,

4 and 8 codes in each language. For computational purposes, we run the experiments

until at maximum 10 features are added or stopped if no more features can be added

to improve the metrics considered.

6.1.7 Results and Discussion

In this subsection, we analyze the results of the computational approach to find appro-

priate representations for the English-Spanish pair. Fig. 6.2 shows the value of mutual

information (MI) between the acoustic representations in English and Spanish and the

transfer of emphasis. Results show that the amount of information transfered increases

when increasing the number of tokens the acoustic representation is composed. Adding

the duration to the power baseline (Power+Dur) can increase the information transfered

in the English-Spanish bilingual pair.

Furthermore, when we maximize the mutual information (I(A,Y )) the approach can

identify acoustic representations that yield up to 0.07 MI measure higher than power

and duration together depending on the number of tokens considered which in-turn

implies that more information is transfered. Using the Wilcox rank test and breaking

the test set into 45 subsets, we find that the results are significant at p-values less than

10−8 for both the comparisons.

In applications such as speech translation, it is important not only to ensure that

the representations ensure maximal information transfer, but yield as minimal ambigu-

ity as possible to enable correct translation with low uncertainty. For this reason, we

repeated our experiments by maximizing the mutual information (I(A,Y )) and mini-

mizing the entropy (H(ALS
|ALE

) and vice versa for Spanish→English) at each step of

the algorithm.

140



Figure 6.2: This figure shows the mutual information I(A,Y ) of the acoustic represen-
tations for emphasis transfer for different approaches and different number of tokens.

Results in Fig. 6.2 show that such joint optimization yields less information carried in

the bilingual English-Spanish pair than optimizing only on mutual information (I(A,Y ))

by up to 0.05 depending on the number of tokens considered but still more information

than the baselines of up to 0.1 in terms of mutual information.

In addition, while adding duration to the baseline increased the mutual information,

in three cases it increased the ambiguity of the coding scheme only when discretizing into

two representations. Also, as shown in Fig. 6.3 the computational approach to create

acoustic representations yielded codes with much lower ambiguity measured in terms of

conditional entropy. In particular, this dual metric can lower the conditional entropy

by up to 0.7 points depending on the number of tokens considered. The improvements

in conditional entropy are consistent for both sides of the mapping of the acoustic

information for all numbers of tokens considered and results are significant at p-values

less than 10−8 for all cases.
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While optimizing only on MI, the conditional entropy remains very close to the

baseline but with much more cross-lingual information carried in the representation.

Figure 6.3: This figure shows the conditional entropy for the English to Spanish (a)
and Spanish to English (b) translation of the acoustic representations with different
approaches for different number of tokens.

6.1.8 Conclusion

In this work, we presented a computational approach to construct a cross-lingua rep-

resentation for acoustic cues transfer and, in particular for the emphasis transfer. We

have presented a mapping from the acoustic feature space to a discrete set of units using

an iterative procedure in which at each step the mutual information is maximized. This

method can potentially lead to an approach to learn cross-lingual information across

speech-to-speech (S2S) components that can be used beyond the pipelined architecture

of S2S by exploiting a diverse set of features.
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Furthermore, for applications such as speech translation that require the resulting

acoustic units to have low uncertainty for the prediction while simultaneously transfer-

ring as much information as possible, we added another condition to the algorithm to

jointly maximize mutual information and minimize the conditional entropy of the pre-

diction. Our results indicate that for applications in which the information transfered

is important we can achieve MI up to three times higher than the baseline considered.

In addition, for applications requiring not only the maximum amount of information

transfered but also low ambiguity of the coding scheme, the joint maximization of mutual

information and conditional entropy yielded reductions in terms of conditional entropy

of up to 3.5 times for the English Spanish bilingual translation.

For future work, we intend to collect and evaluate our approach on more speakers.

In addition, we want to explore more features sets that can be used in the approach and

also improve the approach with different optimization techniques to yield higher mutual

information (MI) and lower conditional entropy as a measure of the coding scheme

uncertainty. Also, additional metrics can be useful for extracting different cross-lingual

information useful in different S2S components.
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Chapter 7:

Conclusions

7.1 Summary and contributions

Speech to speech (S2S) is a system that facilitates translation from one language to

another and includes a diverse set of modules. In this thesis, I focused on a subset

of components used in a speech to speech (S2S) system. Such components include

the front-end of voice activity detection module used to discriminate noisy and speech

signals. In addition, techniques to align movie subtitles and bilingual movie audio

used to train S2S systems. Furthermore, a perceptual analysis on the importance of

paralinguistic cues in S2S translation was presented. Finally, I have shown a method to

represent acoustic cues transfer in S2S translation.

Chapter 2 presented a method to identify speech in noisy environments based on

the Long-term spectral variability (LTSV) feature. Furthermore, The theoretical and

experimental results supporting the robustness of the method in noisy environments and

its theoretical independence of Signal to Noise Ratio (SNR) in stationary environments

are shown. It is also shown the per frame performance averaged over eleven noises and 5
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SNRs to be 92.95% for eleven noisy types and five SNR levels outperforming the state-

of-the-art system. In addition, a method for cross-talk voice activity detection (VAD)

is proposed for multi-channel audio signals with an accuracy of 92% on the medical

speech-to-speech (S2S) data set.

In chapter 3, I have shown an approach for aligning subtitles using information from

a dictionary and exploiting the linearity of subtitle time-stamps. In particular, I have

used 2000 utterances from the DARPA TRANSTAC data set, translated the English

utterances into Spanish and French and evaluated the performance of the approach

for the English-Spanish, English-French and vice versa language pairs. We found that

the proposed method can facilitate a selection of high quality bilingual utterance pairs

that showed performance improvements on average over all language pairs for different

corpus sizes of 4.88 BLEU score points compared to past works.

In chapter 4, I have used the observation that parallel audio segments in movies

share the same background audio/noise and I have proposed the Long-term spectral

distance (LTSD) feature and a method to identify bilingual parallel speech segments

from dubbed movies. I have shown that I can identify these segments with accuracy of

89% and identify the corresponding subtitles with 91% accuracy. Going one step further,

I have used the least mean squares adaptive filter to estimate a SNR-based feature which

was very effective in estimating whether the bilingual audio pair is noisy speech or clean

speech. Combining the SNR-based feature with time-domain and spectral correlation

features I achieved performance of 87% in detecting clean speech signals.

In chapter 5, I presented and analyzed the data I obtained from two data sets. The

focus of this chapter has been on effect of paralinguistic cues in the quality of S2S

translation. I have used amazon turk to check the premise whether emphasis, emotions

and intonation transfer is correlated with the quality of translation. Based on the

ratings of bilingual speakers and using two different data sets, I have found that the
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above-mentioned paralinguistic cues correlate with the quality of the translation in the

range of 0.41-0.6.

Chapter 6 presented a method for the representation of acoustic cues transfer with

the application in emphasis transfer. The method maps features from the continuous

acoustic feature space to a discrete set of units using an iterative greedy procedure with

objective function the mutual information maximization. In addition, application such

as speech translation require the resulting acoustic units to be easily translatable and

predictable while maintaining as much information transfered as possible. To reach

this goal, I have proposed to jointly maximize mutual information and minimize the

conditional entropy of the prediction. The results indicate that predictability of the

acoustic cues is important for applications such as speech translation. In the data set

tested, I can achieve MI up to three times higher than the baseline considered while

maintaining much lower uncertainty.
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Appendix

.1 Proof of logR = ξNk (m) ≥ ξS+N
k (m) ≥ ξSk (m) ≥ 0

From eqn. (2.4), we rewrite the following:

ξNk (m) = −
∑m

n=m−R+1
σk

Rσk
log
(

σk

Rσk

)

= logR [by setting SS =0]

ξS+N
k (m) = −

∑m
n=m−R+1

SS+σk
∑m

l=m−R+1 SS(l,ωk)+Rσk
log
(

SS+σk
∑m

l=m−R+1 SS(l,ωk)+Rσk

)

ξSk (m) = −
∑m

n=m−R+1
SS

∑m
l=m−R+1 SS(l,ωk)

log
(

SS
∑m

l=m−R+1 SS(l,ωk)

)

[by setting σk =0]



































We know that entropy is bounded by two values [4]

0 ≤ ξS+N
k (m) ≤ logR = ξNk (m) and 0 ≤ ξSk (m) ≤ logR = ξNk (m) (1)

We need to show
ξSk (m) ≤ ξS+N

k (m) (2)

Consider eqn. (2.2). Let us denote Sx(n,ωk)
∑m

l=m−R+1 Sx(l,ωk)
= pn, n = m−R+1, ...,m. Then
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ξxk (m) = −
m
∑

n=m−R+1

Sx(n, ωk)
∑m

l=m−R+1 Sx(l, ωk)
log

(

Sx(n, ωk)
∑m

l=m−R+1 Sx(l, ωk)

)

= −
m
∑

n=m−R+1

pn log pn

= H(pm−R+1, ..., pm)

= H

(

Sx(m−R+ 1, ωk)
∑m

l=m−R+1 Sx(l, ωk)
, ...,

Sx(m,ωk)
∑m

l=m−R+1 Sx(l, ωk)

)

(3)

H is a function withR-dimensional argument {pn}
m
n=m−R+1, where pn = Sx(n,ωk)

∑m
l=m−R+1 Sx(l,ωk)

.

We know that H is a concave function of {pn}
m
n=m−R+1 [4] and it takes maximum value

at pm−R+1 = ... = pm = 1
R
. Let us denote this point in R-dimensional space by η

N
=

[

1
R

... 1
R

]T
, where [.]T is vector transpose operation. Thus, ξNk (m) = H(η

N
) = logR.

Similarly, ξSk (m) = H(η
S
) and ξS+N

k = H(η
S+N

), where η
S
=
[

SS(m−R+1,ωk)
∑m

l=m−R+1 SS(l,ωk)
. . .

SS(m,ωk)
∑m

l=m−R+1 SS(l,ωk)

]T

and

η
S+N

=
[

SS(m−R+1,ωk)+σk
∑m

l=m−R+1 SS(l,ωk)+Rσk
. . .

SS(m,ωk)+σk
∑m

l=m−R+1 SS(l,ωk)+Rσk

]T

. From eqn. (2), we need

to show H(η
S
) ≤ H(η

S+N
).

Proof:

SS + σk
∑m

l=m−R+1 SS(l, ωk) +Rσk
= λ

(

SS
∑m

l=m−R+1 SS(l, ωk)

)

+ (1− λ)

(

1

R

)

, ∀n

where λ =
∑m

l=m−R+1 SS(l,ωk)
∑m

l=m−R+1 SS(l,ωk)+Rσk
. Thus η

S+N
can be written as a convex combination

of η
N

and η
S
, i.e., η

S+N
= λη

S
+ (1− λ)η

N
. Now,
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H(η
S+N

) = H(λη
S
+ (1− λ)η

N
)

≥ λH(η
S
) + (1− λ)H(η

N
), (H is a concave function)

≥ λH(η
S
) + (1− λ)H(η

S
), (From eqn. (1), H(η

S
) ≤ H(η

N
))

= H(η
S
)

=⇒ ξS+N
k (m) ≥ ξSk (m), (As ξSk (m) = H(η

S
) and ξS+N

k = H(η
S+N

)) (4)

Thus eqn. (2) is proved. Hence, combining eqn. (1) and (2),

logR = ξNk (m) ≥ ξS+N
k (m) ≥ ξSk (m) ≥ 0 (proved)

149



.2 A better estimate of LN(m) and LS+N(m), [ N(n) is a

stationary noise]

When x(n) = N(n), Sx(n, ωk) = SN (n, ωk) = σk and hence LN (m) = 0. However, σk

is unknown. We need to estimate these from available noise samples. If we use the

periodogram (eqn. (2.3)), the estimate of SN (n, ωk) is biased and has a variance γ2N

(say). On the other hand, if we use the Bartlett-Welch method of spectral estimate

(eqn. (2.6)), the estimate of SN (n, ωk) is asymptotically unbiased and has a variance of

1
M
γ2N [36].

The estimate of LN (m) is obtained from eqn. (2.1) and (2.2) by replacing SN (n, ωk)

in eqn. (2.2) with its estimate ˆSN (n, ωk). From eqn. (2.1) and (2.2), we see that

LN (m) is a continuous function of ξNk (m) and ξNk (m) is a continuous function of

{

ˆSN (n, ωk)
}m

n=m−R+1
. When the Bartlett-Welch method is used, ˆSN (n, ωk) converges

in probability to σk as M −→ ∞ (assuming Nw is sufficiently large to satisfy asymp-

totic unbiased condition) [36]. And hence, LN (m), being a continuous function of
{

ˆSN (n, ωk)
}m

n=m−R+1
, also converges in probability to 0 as M −→ ∞ [7]. Thus, for

large M we get a better estimate of LN (m) using the Bartlett-Welch method. If the

periodogram method is used instead, we don’t gain this asymptotic property.

A similar argument holds for the case when x(n) = S(n) + N(n). The Bartlett-

Welch method of spectral estimate ˆSx(n, ωk) always yields a better estimate of Lx(m)

compared to that obtained by the periodogram method.
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.3 Dynamic time warping algorithm

The optimization problem described in (3.1) can be solved efficiently using DTW. The

goal of the DTW algorithm is to find the best mappings
{

m⋆
ij

}

that minimize the

global distance:
∑

i,j mijDM
(

SL1
i , SL2

j

)

. We use the notion of the cumulative distance

for the best mappings starting from (SL1
1 , SL2

1 ) and ending at (SL1
i , SL2

j ), denoted by

L(SL1
i , SL2

j ) [11]. We define ζ(SL1
i , SL2

j ) as the mapping prior to last in the best path

terminating at (SL1
i , SL2

j ). Formally, the DTW algorithm is defined in Table 1.

(i)Initialization:

L(S
L1

1
, S

L2

1
) = DM

(

S
L1

1
, S

L2

1

)

L(S
L1

1
, S

L2

j
) = L(S

L1

1
, S

L2

j−1
) + DM

(

S
L1

1
, S

L2

j

)

ζ(S
L1

1
, S

L2

j ) =
(

S
L1

1
, S

L2

j−1

)

, j = 1, ..., N2

L(S
Li
i , S

L2

1
) = L(S

L1

i−1
, S

L2

1
) + DM

(

S
L1

i , S
L2

1

)

ζ(S
L1

i
, S

L2

1
) =

(

S
L1

i−1
, S

L2

1

)

, i = 1, ..., N1

(ii)Iteration:

L(SL1

i , S
L2

j ) = DM
(

S
L1

i , S
L2

j

)

+min
{

L(SL1

i , S
L2

j−1),L(S
L1

i−1, S
L2

j−1),L(S
L1

i−1, S
L2

j )
}

ζ(SL1

i , S
L2

j ) = argmin
{

L(SL1

i , S
L2

j−1),L(S
L1

i−1, S
L2

j−1),L(S
L1

i−1, S
L2

j )
}

, i = 2, ...,N1, j = 2, ...,N2 (5)

(iii)Backtracking: Let there be K mappings. Then

mN1,N2
= m(SL1

N1
, S

L2

N2
) = 1, m1,1 = m(SL1

1 , S
L2

1 ) = 1

ξK = ζ(SL1

N1
, S

L2

N2
)

{

m(ξk) = 1
ξk−1 = ζ(ξk), k = K, ....,2.

Table 1: Steps in subtitle alignment using DTW approach.
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.4 Optimal α, ǫ-linear function parameters

The optimal minimum mean square sense α, ǫ-linear function, f∗(x) = m∗ + b∗, of a set

of points P = {{x1i, y1i}, {x2i, y2i} : 1 ≤ i ≤ M} of order |I| = N , I ⊆ {i : 1 ≤ i ≤ M}

with
1

α
<

∣

∣

∣

∣

y2i − y1i

x2i − x1i

∣

∣

∣

∣

< α ∀i ∈ I and α > 1 is given by the parameters:

(i)

m∗ =
N(Y1 + Y2)− Z1 − Z2

N
∑

i∈I

(x1i + x2i)
2 −

(

∑

i∈I

(x1i + x2i)

)2

where,

Y1 =
∑

i∈I

y1i(x1i + x2i)

Y2 =
∑

i∈I

y2i(x1i + x2i)

and

Z1 =
∑

i∈I

y1i
∑

i∈I

(x1i + x2i)

Z2 =
∑

i∈I

y2i
∑

i∈I

(x1i + x2i)

(ii)

b∗ =

(

∑

i∈I

y1i +
∑

i∈I

y1i

)

∑

i∈I

(x1i + x2i)
2 − (Y1 + Y2)

(

∑

i∈I

x1i +
∑

i∈I

x2i

)

2



N
∑

i∈I

(x1i + x2i)
2 −

(

∑

i∈I

(x1i + x2i)

)2




where Y1 and Y2 are defined in (i)
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.4.1 Proof of the optimal parameters using least squares

The goal is to find m∗ and b∗ such that:

MSE =
∑

i∈I

(y1i

2
+

y2i

2
− f∗

(x1i

2
+

x2i

2

))2
∵ MSE definition

= 1
4

∑

i∈I

(y1i −m∗x1i − b∗ + y2i −m∗x2i − b∗)2 ∵ Linearity of f

(i) Taking the derivatives with respect to m∗ and b∗ and setting them to zero gives

the equations needed to find m∗ and b∗ that minimize MSE. Thus,

d(MSE)

dm∗
=

d

dm∗

(

1

4

∑

i∈I

(y1i −m∗x1i − b∗ + y2i −m∗x2i − b∗)2
)

= −1
2

∑

i∈I

(x1i + x2i) (y1i −m∗x1i − b∗ + y2i −m∗x2i − b∗)

= 1
2

(

Y1 −
∑

i∈I

m∗(x1i + x2i)
2 + Y2 −

∑

i∈I

2b∗(x1i + x2i)

)

= 0

where Y1 and Y2 are defined in theorem .4.

By rearranging terms, we get the following relation,

Y1 + Y2 =
∑

i∈I

m∗(x1i + x2i)
2 +

∑

i∈I

2b∗(x1i + x2i) (6)
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Next multiply both sides of (6) by N and we get the following equation of two

unknowns, m∗ and b∗,

NY1 +NY2 = N
∑

i∈I

m∗(x1i + x2i)
2 +N

∑

i∈I

2b∗(x1i + x2i) (7)

The next equation with unknowns m and b is obtained by differentiating MSE

w.r.t. b

d(MSE)

db∗
=

d

db∗

(

1

4

∑

i∈I

(y1i −m∗x1i − b∗ + y2i −m∗x2i − b∗)2

)

= −
∑

i∈I

(y1i −m∗x1i + y2i −m∗x2i − 2b∗)

= −
∑

i∈I

y1i +m∗
∑

i∈I

x1i −
∑

i∈I

y2i +m∗
∑

i∈I

x2i + 2b∗
∑

i∈I

1

= −
∑

i∈I

y1i +m∗
∑

i∈I

x1i −
∑

i∈I

y2i +m∗
∑

i∈I

x2i + 2Nb∗

= 0

By rearranging terms, we get the following relation

∑

i∈I

y1i +
∑

i∈I

y2i = m∗
∑

i∈I

x1i +m∗
∑

i∈I

x2i + 2Nb∗ (8)

Next multiply both sides of (8) by
∑

i∈I

(x1i + x2i) and we end up with another

equation with two unknowns, m∗ and b∗,

Z1 + Z2 = m∗

(

∑

i∈I

(x1i + x2i)

)2

+ 2Nb∗
∑

i∈I

(x1i + x2i) (9)
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where Z1 and Z2 are defined in .4.

Now subtracting (9) from (7)

N(Y1 + Y2)− Z1 − Z2 = m∗



N
∑

i∈I

(x1i + x2i)
2 −

(

∑

i∈I

(x1i + x2i)

)2




Solving w.r.t. m∗

m∗ =
N(Y1 + Y2)− Z1 − Z2

N
∑

i∈I

(x1i + x2i)
2 −

(

∑

i∈I

(x1i + x2i)

)2

as required

(ii) We substitute m∗ in (9), rearrange terms and we end up with

b∗ =

∑

i∈I

y1i +
∑

i∈I

y2i −m∗
∑

i∈I

x1i +
∑

i∈I

x2i

2N

=

(

∑

i∈I

y1i +
∑

i∈I

y1i

)

∑

i∈I

(x1i + x2i)
2 − (Y1 + Y2)

(

∑

i∈I

x1i +
∑

i∈I

x2i

)

2



N
∑

i∈I

(x1i + x2i)
2 −

(

∑

i∈I

(x1i + x2i)

)2
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.5 Additional experiments

Since the TRANSTAC bilingual corpus is not available in English-Spanish and English-

French languages, we present here the comparison with Europarl version-5 (EUROP)

[54] and the NEWS corpora for readers interested in the performance of subtitles for

this domain. As shown in Fig. 1, SMT models trained on the subtitle corpus (TA-2)

improve the performance by up to 14.34 BLEU score points on the TRANSTAC test

set. Thus, on this data-set, it is beneficial to use subtitles for training the SMT models.
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Figure 1: This figure compares the performance of the SMT models trained on time-
alignment (TA-2), NEWS and EUROP corpora when the TRANSTAC development and
test sets are considered. The experiments were repeated for various bilingual corpora
sizes. The comparison is extended for the language pairs between English-Spanish,
English-French, and vice versa.
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