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ABSTRACT

This technical report summarizes the image processing research
activities performed by the University of Southern California during the
period of 1 March 1972 to 31 August 1972 under Contract No.
F08606-72-C-0008 with the Advanced Research Projects Agency,
Information Processing Techniques Office.

The research program, entitled, '"Image Processing Research,' has
as its primary purpose the analysis and development of techniques and
systems for efficiently generating, processing, transmitting, and
displaying visual images and two dimensional data arrays. Research is
oriented toward digital processing and transmission systems. Four task

areas are reported on: (1) Image Coding Projects, the investigation of

digital bandwidth reduction coding methods; (2) Image Enhancement and

Restoration Projects: the improvement of image fidelity and presentation

format; (3) Image Detection and Measurement Projects: the recognition

of objects within pictures and quantitative measurement of image features;

(4) Image Processing Support Projects, a description of the USC image

processing facilities accessible over the ARPANET.
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1. Research Project Overview

This report describes the progress and results of the University
of Southern California image processing research study for the period of

1 March 1972 to 31 August 1972.

The image processing research study has been subdivided into

five projects:

Image analysis projects

Image coding projects

Image restoration and enhancement projects

Image detection and measurement projects

Image processing support projects
The image analysis project comprises the background research effort
into the basic structure of images in order to develop meaningful quanti-
tative characterizations of an image. In image coding the orientation of
the research is toward the development of digital image coding systems
that represent monochrome and color images with a minimal number of
code bits. Image restoration is the task of improving the fidelity of an
image in the sense of compensating for image degradations. In image
enhancement, picture manipulation processes are performed to provide
a more subjectively pleasing image or to convert the image to a form
more amenable to human or machine analysis. The objectives of the
image detection and measurement projects are the registration of images,
detection of objects within pictures and measurements of image features.
Finally, the image support projects include research on image processing
computer languages and the development of experimental equipment for
the sensing, processing, and display of images.

The next section of this report summarizes some of the research
Project activities during the past six months. Sections 3 to 6 describe
the research effort on the projects listed above during the reporting period.
Section 7 contains a short description of new projects that are being ini-
tiated, and are not yet to the reporting stage. Section 8 is a list of publi-

cations by project members.



2. Research Project Activities

The following sections describe some of the significant pro-

ject activities of the past six months.

Publications. July, 1972 has been a banner month for publications

in the field of image processing. The Institute of Electrical and Elec-
tronic Engineers published a special issue of the Proceedings of the -

IEEE on digital image processing. Professor Harry C. Andrews of

USC acted as co-editor of the special issue. The journal contained
five papers written by the USC staff. The IEEE also devoted the
July issue of the Transactions on Computers to the subject of two-
dimensional digital signal processing. USC staff members contri-
buted two papers to the issue. Finally, the IEEE carried a cover
article on digital image processing featuring the USC research on
pseudocolor image enhancement. A reprint of this paper is in-

cluded in Section 4. 7.

Image Coding Conference. The University of Southern California

has been chosen as the host for the Fourth Picture Coding Confer-
ence to be held on 22-24 January 1973. Approximately 80 to 100
research workers in the field of image coding are expected to at-
tend. Topics of the conference include: properties of the human
observer, facsimile coding, intraframe picture coding, interframe
television coding, color image coding, and multispectral image
data coding. An image coding contest will be held at the confer-
ence to determine the best image coding algorithms and systems

for monochrome and color images.

o



LI

[}

3. Image Coding Projects

The goal of the image processing research study - to develop
digital image coding techniques capable of representing monochrome and
color images with a minimal number of code bits - is not likely to be
satisfied, at least in the near term, by a single coding system. Accordingly
the research effort has been directed toward a wide variety of coding
methods designed for various applications. The results of the research
study during the past six months are summarized here and presented in
greater detail in the subsequent subsections.

A study on quantization techniques for natural color images is the
subject of the first report. Using a quantitative measure of color error,
previously developed, it was found that the minimum error color repre-
sentation using standard PCM coding techniques is the red, green, blue
representation. Other coordinate systems such as the YIQ system employed
for commercial television transmission lead to significantly greater quanti-
zation error unless a complicated quantizer is employed.

The study on deltamodulation and differential PCM coders for mono-
chrome and color images has led to worthwhile results. In particular,
simulation of a dual mode coder which uses deltamodulation for low detail
image regions and differential PCM for high detail image areas has indicated

that subjectively good results can be obtained with about 1.5 to 2.0 bits/pixel.

Such a coder could be implemented in real time with a relatively modest system

The research work on transform coding systems has continued with
the development of the slant transform coder. The slant transform possesses
basis functions (expansion waveforms) that more closely approximate natural
imagery than other more commonly employed transforms. Analysis and
supporting experimentation has indicated that the Slant transform is capable
of image coding with about 1.0 to 2.0 bits/pixel. Another recent develop-
ment in the application of transforms to image coding is the transform
differential coding method. In this system a unitary transform is used
to obtain a low detail estimate of the image. The pixel differences be-

tween the original and estimate are then coded. With this system it is
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possible to code images with as low as 3.5 bits/pixel with no error or with
about 1.5 to 2.0 bits/pixel with a scarcely noticeable error. It now appears
that these transform coding systems can be implemented in real time using
acoustic surface wave delay line implementation.
A problem common to almost all types of image coding systems,
is the efficient coding of variables, e.g. image samples, differential PCM -

samples, or image transform coefficients. A comprehensive comparison

P 1]

of several quantization techniques has been completed.

In the final research study reported upon in this section, some pre-
liminary results are presented on a new coding process called Universal
Coding; In universal coding systems, coding is accomplished without
complete knowledge of the source statistics, e.g. statistically coding an
image without complete knowledge of the pixel correlation. Results of
this theoretical investigation should be useful in establishing performance
bounds on image coders operating with incomplete statistical knowledge

of the image data.

3.1 Color Image Quantization
Anil K. Jain.
William K. Pratt
When color images are converted to digital form for computer pro-
cessing or digital communication, consideration should be given to the
effects of quantization errors. Quantization errors can cause luminance,
hue, and saturation shifts of a color that result in a significant image
degradation. In quantization of color images, the quantization error
depends on: (a) the relative number of bits assigned to the different
coordinates; and (b) the distribution of the image colors in the color space
corresponding to the respective color coordinate system.
Figure 1 contains a general block diagram for a color image quanti-
zation system. A source image described by source tristimulus values

R, G,B is converted to three components x x_ which are then quantized,

1’ %2 %3
The quantized components ;{1’;{2’ :'::3, are then converted back to the ori-

ginal color coordinate system producing the tristimulus values R, G B.
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The quantizer in Figure 1 effectively partitions the color space of the

color coordinates xl, xz,x into quantization cells and assigns a single color

3
value to all colors with a cell. To be most efficient, the three color com-

ponents x should be quantized jointly., However, implementation

1’ %20 %3
problems often dictate separate quantization of the color components. In
such a system x_,x

,X. are individually quantized over their maximum

ranges, In effeclt, fhe ?;)hysical color solid is enclosed in a rectangular solid
which is then divided into rectangular quantization cells. Many of these quanti-
zation cells will lie outside the physical color solid, and will be wasted.

In the present analysis it will be assumed that each color component is
linearly quantized over its maximum range into 2™ jevels where n, represents

the number of bits assigned to the component X, The total number of bits al-

lotted for the coding is fixed at

N=n1+n2+n3 (1)

Let bi represent the upper bound of x, and a, the lower bound. Then each

quantization cell has dimension

& T T (2)
21

Thus the coordinates of the quantized color become
y. = X, ¥ €, (3)
subject to the conditions

a, <y b, i=12,3 (4)
1 1 1

Observe that the values of y always lie within the smallest rectangular
solid enclosing the color solid for the given color coordinate system.
The total error due to quantization can be specified by the geodesic

color distance [1'] between x, and y, s given by
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where the coefficients C, represent the sensitivity of average human per-

ception of differences inJ}:(he jth and in the kth coordinates of a color coordinate
system. Using equation (5) it is possible to evaluate the total error

due to a given bit assignment. Thus, for a given number of bits, N, it is
possible to find the optimal bit assignment for each color. However, for the
coding of color images, one would like to determine the optimal bit assign-
ments for all the colors in a given coordinate system. In this study con-
sideration is given to the problem of determining non-inferior bit assign-
ments for the N, T.S.C. receiver primary major colors in the following
coordinate systems: i) C.I.E. Uniform Chromaticity scale; UVW and

uvY; ii) N, T.S. C. transmission system, YIQ; iii) N, T.S.C. receiver
phosphor system, RGB and rgY. Choosing N = 12, equation (5) was used
(via a color distancé routine [1]) to determine the maximum value of S (over

all possible y), for a fixed color and a fixed bit assignment n,,n,,n, such

that

n<6, i=1,2,3 (6)

N = 12 (7)

This was repeated for the seven major colors and all possible bit assign-
ments satisfying (6) and (7).

The bit assignments giving relatively large values of S were considered
inferior and thus ignored., Table I for example, shows the non-inferior set
of bit assignments for various colors and in the RGB system (see
reference [2] for more results).

Quantization of a 256 by 256 color image of a girl [3], was done with
bit assignments (4, 4, 4), (5,4, 3) and (3,5, 4) in the RGB, YIQ and UVW

systems. The color shifts in the RGB system were found to be smallest



and were in relative agreement with the error values of Table I. In the UVW

and YIQ systems, relatively large amount of color shifts were observed
(compared to the values obtained computationally [2] ) and were found to be
very sensitive to the quantization range of each coordinate. These large
color shifts occurred because the actual ranges of the I, Q and U, W com-
ponents of the image were much smaller than the corresponding ranges of
these coordinates in their color solids, and also a significant number of
quantization cells in the rectangular solid enclosing the actual color solid
lie outside that color solid, The conclusion from this study is that for a
fixed number of quantization cells, the cells should be packed into the
volume occupied by the color solid. Such a quantization procedure, however
is difficult to implement except for the RGB coordinate system.

TABLE I. Quantization errors in the RGB system for different
non-inferior bit assignments.

’

Bit Red Green Blue Cyan Magenta Yellow White

Assignment ‘
4,4,4. 15. 4 7.0 20. 6 4.5 8.2 5.0 3.4
4,5,3 21.0 10.3 1.5 5.1 3.6 7.8 3.5
5,3,4 22.8 6.7 2.9 5.0 13.8 0.8 6.0
5,4,3 23,2 9.3 13.9 3.9 7.2 7.0 4.5
3,5,4 12,9 11.5 11.1 8.5 0.3 7.7 5.7
3,4,5 12,3 3.3 16.9 8.3 0.2 6.8 5.7

References

1. A, K. Jain, '"Color Distance and Geodesics in Color 3-Space,' (to
appear in the J. Opt. Soc. Am.).

2. A, K. Jain and W, K. Pratt, "Color Image Quantization,' Presented
at the National Telecommunications Conference, Houston, December,

1972.

3. W. K. Pratt, ""Spatial Transform Coding of Color Images," IEEE Trans
on Comm. Tech., Vol. COM-19, No. 6, December, 1971, pp. 980-992.
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3.2 Deltamodulation and Differential PCM Coding of Monochrome and
Color Signals

A. Habibi
Deltamodulation and Differential PCM image coding systems offer
substantial promise for real time television coding applications because of
their relatively modest implementation requirements. The following sec-
tions present an introductory discussion of these systems and descriptions
of their application to the coding of monochrome and color images.

DPCM Systems. A differential PCM image coder, as shown in

figure 1 consists of a linear predictor that estimates the incoming pixel
value, a subtractor that subtracts the estimated pixel value from its actual
value to form a differential signal, and a quantizer that maps the differen-
tial signal into a set of discrete levels. An efficient predictor for video
signals is one that exploits the correlations of the signal in all spatial
directions. Experimental results have indicated that employing a third
order predictor results in a substantial improvement over the first order
predictor [1 ] Further increases in the prediction order are usually not
warranted.

Deltamodulation Systems. In a deltamodulation system each image

sample is compared to its estimate and a positive or negative signal is
produced depending on the comparative amplitude of the difference. A
block diagram of a delta modulator is shown in figure 2. The output of the
comparator is multiplied by a constant in the feedback loop and is used as
an input signal to an integrator whose output is the estimate of the incoming
signal. The size of the constant (step size) is an important parameter in
the encoder. A large step size degrades the encoded signal when the signal
is changing smoothly by causing a large granular noise; a small step size
limits the ability of the encoder to build up to large signal change. This is
avoided by introducing some memory in the quantizer that considers the
polarity of the previous binary digits at the output of the quantizer and
changes the step size accordingly. A small step size for a slowly varying
signal and a large step size for a fast varying signal enables the adaptive
deltamodulator to track the input signal more accurately. Abate [2] has

developed a workable system that uses step sizes of 1,2, and 4.
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Dual Mode Deltamodulation-DPCM Systems*, The combination of

the deltamodulation and the DPCM coding techniques has been found to pro-
vide an improvement in information transfer rate for a given picture quality
for monochrome images when compared to either system separately. Use
of DPCM alone is inefficient because the codeword output symbols are not
typically generated with equal probability. Use of deltamodulation alone is
inefficient because of quickly changing amplitude. The dual mode coder
combines the best of both modes (deltamodulation for slowly changing regions
and DPCM for quickly changing regions) and potentially achieves a bit rate
reduction while preserving picture quality. The simulation results con-
firm this hypothesis..

Figure 3 presents a pictorial view of the principal somponents
of the dual mode coder system. The position of switches S1 and S2 determine
the current coding mode. The switching is performed automatically by the
system. This system is similar to one considered by Frei et al [3]with the
difference that here a third order predictor is used for the DPCM system.

The quantizer for deltamodulation is uniform, with two levels. The
deltamodulation reconstruction level Q determines the extent of mode switch-
ing in the system. The DPCM quantizer is nonuniform with 8 levels.

Prior to processing, the number of pixels per line is expanded by a
factor of three. The new pixels are interpolated from the original data.
The deltamodulation coder uses the expanded lines where the DPCM coder
uses only the original data. During the deltamodulation mode, groups of
three pixels are coded. The sequences of three bits produced by the quan-
tizer are then compressed to one bit according to a majority decision. If
all three bits are identical they are transmitted uncompressed; the coder also
switches to DPCM. During the DPCM mode each of the original pixels is
coded for transmission., When two successive transmissions are at the
lowest quantization level, but alternate sign (idling condition), the coder
switches back to the delta: moéde since such a condition indicates the resump-
tion of a smooth picture region. One drawback of this dual mode coding is
the generation of data at an uneven rate which requires buffering the data

prior to its transmission.

% The results pertaining to the combination of DPCM and deltamodulation coder
were obtained by Thomas Middleton a graduate student in Electrical Engineering
Department of the University of Southern California.
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Photographs of the original and processed pictures appear in
figures 4 and 5. Results are quite encouraging and support the results
reported by Frei [3]. All of the simulation run parameters were
trained on the tank picture. With the delta reconstruction threshold set
at Q=4.0, the tank showed only slight degradation coded at 1, 72 bits/
pixel (Huffman DPCM Coding). Using these same parameters, the girl
was coded in 1. 15 bits/pixel, suffering slightly more degradation. With
Q=5.0 and a bit rate of 1.61 (3 bit DPCM coding) the tank showed slightly
higher contouring but still a good picture. At Q=10.0 and 1.16 bits/pixel,
the contouring was more pronounced. Thus an acceptable picture can
probably still be coded at about 1.5 bits/pixel, the rate achieved by
Frei [3].

Based on these results the dual mode coder appears to be a
workable scheme, particularly in a noiseless environment such as stor-
ing video data digitally. In a noisy transmission channel coder system
it is not as attractive because redundancy must be added to keep per-
formance at a higher level. Differential coding schemes are unstable
in the presence of noise and do not recover until reinitialization such as

at the beginning of a line.

Comparison of DPCM and Delt Modulation Systems for Color Images.

Both the encoder and the decoder of a DPCM and the delta modulation sys-
tems were simulated on a digital computer to code the luminance and the
chromaticity components of a color video signal. The luminance component
of this video signal is coded by the DPCM and the delta modulation systems
at various bit rates. The results are used to evaluate the performance of
each coding system and compare their performances.

The mean square values of the coding errors (MSE) are plotted in
figure 6. The performance of both the first and the third order DPCM
systems improve at about the same rate by increasing the number of quanti-
zation levels. The first order DPCM system with a two-level quantizer is
essentially the same as the simple delta modulator operating at one bit per
picture element. The adaptive delta modulator, taking advantage of the

feedback properties, outperforms both of these systems at coding rates of
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(a) Original (d) Dual
Q =5, 2.61 bits/pixel

(b) DPCM, 2.66 bits/pixel (e) Dual
Q = 10, 1.16 bits/pixel

(¢) Dual (f) Dual
Q = 4, 1.18 bits/pixel

Figure 3.3-4 Dual mode image coding using '""TANK' picture
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(a) Original

(b) Dual
Q =4, 1.16 bits/pixel

(c) Dual
Q =6, 1.07 bits/pixel

Figure 3.3-5 Simulation results using '""GIRL" picture
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one and two binary digits per picture element. However, the first order
DPCM system achieves a better coding capability at higher bit rates. As
shown in figure 6 the performance of the third order DPCM system is
better than the performance of the delta modulators at all bit rates.

The results of the delta modulators at bit rates higher than one
bit per picture element requires sampling the analog data at a higher
sampling rate. The previously sampled data was interpolated to generate
a larger number of samples. The linear interpolation used to double,
triple, and quadruple the number of samples introduces higher frequency
errors and other undesirable distortions. The higher frequency error
is eliminated in practice by low pass filtering the coded signal. In cal-
culating the coding error for the simulated systems the effect of the
high frequency error was eliminated by two different techniques (see [4]).
The solid lines on figure 6 corresponds to complete elimination of these
errors, and the curves shown by dashed lines correspond to partial
elimination of the high frequency errors.

The coded pictures corresponding to some of the points on figure
6 are shown on figure 7. The degradation in the picture coded by the
third order DPCM system at a bit rate of 2 bits per picture element is
not noticeable. Using the other schemes a rate of 3 bits per picture
element is needed to obtain similar results.

The color video signal is very insensitive to degradations in the
chromaticity components, thus these signals can be coded using only a
fraction of binary digits per signal element. Figure 8 is a display of the
I and Q signals coded by the adaptive delta modulator using 1/4 bit per
pixel. To achieve this bit rate both the I and Q signals are subsampled
to reduce the resolution in both spatial directions by a factor of two.

This signal is then coded and the result is linearly interpolated to in-
crease the number of picture elements to 256 by 256. Combining these
signals with the coded luminance component results in coded video
signal which does not show any noticeable degradation. The total bit
rate using the luminance component coded by the third order DPCM

system is 2.5 bits per picture element. The bit rate corresponding

-17-



(a) Original (b)Y 3rd Order DPCM,
2 bits/pixel

(c) Adaptive Delta, 3 bits/pixel (d) Simple Delta, 3 bits/pixel

Figure 3,2-7 Lumination of a Color Signal Coded by DPCM,
Adaptive Delta, and Simple Delta Modulators.
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(a) Original I (b) Original Q

(¢) I, Adaptive Delta (d) Q, Adaptive Delta
0.25 bits/pixel 0. 25 bits/pixel

Figure 3.2-8. Original and Coded Chromaticity Components of the Color Video Signal
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to the luminance signal coded by other schemes is 3.5 bits per picture

element.
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3.3 Slant Transform Image Coding of Monochrome Images
Wen-Hsiung Chen and William K. Pratt

In transform image coding using separable unitary transforms
the two dimensional transform F(u, v) of an image f(x, y) may be written
as

[Fu,v)]= [A10&x,y]la]T

where [A ]is a matrix whose rows are basis functions of the transforma-

tion. An efficient transformation for image coding is one for which the

image energy is redistributed to a relatively small number of transform
coefficients F(u,v). The remaining coefficients can then be quantized with

a small number of quantization levels without significiant error. The energy

compaction of a unitary transform will be ""high'" if the basis functions of

the transform '""resemble'" typical lines of an image. In most natural images

a large number of lines or line segments are of nearly constant brightness.

Also many lines and line segments either increase or decrease in brightness

over their length in a nearly linear fashion. Thus, one of the basis func-

tions should be a constant and another a discrete sawtooth or slant wave-

form. With this thought in mind, a family of basis functions containing a

flat and a sawtooth waveform member have been developed. The remaining

basis functions have been chosen so that the sequency (number of zero cross-
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ings) of each basis function is equal to its row number minus one. Also,
by design, the resulting set of basis functions, called the Slant trans-
form, possesses a fast computation algorithm. The algorithm is des-
cribed in detail in ref. [1]. Figure 1is a superimposed plot of the
Slant and Hadamard transform basis functions for a vector length of 16.

An intensive study has been performed on techniques for efficiently
quantizing transform domain samples for the commonly employed image
transforms. An optimum strategy from the standpoint of minimizing the
mean square error between the original and the reconstructed images has
been found. First, the number of bits assigned to each transform coef-
ficient is made proportional to the logarithm of the variance of the coef-
ficient. The quantizer levels are then selected according to the Max
quantization rule. Figure 2 contains a plot of the mean square error ob-
tained with several image transforms as a function of the image block
size processed for image coding with an average of 1.5 bits/pixel. In
this example, the image field was modelled as a first order Markov pro-
cess with row and column correlation factors of 0.95. From this figure
it is seen that the Slant transform is much superior to the Hadamard
transform and closely approaches the optimal performance of the Karhunen-
Loeve transform. Also, the curve indicates that the mean square error
does not decrease much after an image block size of 16 by 16 is reached.

Figure 3 contains original eight bit, 256 by 256 pixel images and
their reconstructions coded with an average of 1.5 bits/pixel using the
quantization strategy described above. Subjectively, the reconstructions
appear to be of good quality with little visible degradation.

Further research on slant transform image coding is underway.
The effects of channel errors are being studied, and the Slant transform
is also being applied to color images.
References
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Figure 3.3-3. Slant Transform Image Coding Examples.
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3.4 Transform Differential Coding of Monochrome Images
Faramarz Davarian and William K. Pratt

In conventional transform image coding a surprisingly recog-
nizeable monochrome image can be reconstructed using about 5-10%
of the transform coefficients with the largest magnitude. The recon-
structed image generally possesses the correct overall grey scale
shading, but lacks high frequency detail. One could consider this
reconstructed image to be a first order estimate of the original image
in the sense that the feedback signal in a differential PCM image coder
is an estimate of the scanned pixel values. This idea has led to the
development of a coding technique called transform differential image
coding as shown in Figure 1. In this system an image block undergoes
a two dimensional unitary transform. The transform coefficients are
grossly quantized, coded, and transmitted. The quantized transform
coefficients are then subjected to an inverse two dimensional transfor-
mation. The resultant image estimate is then subtracted pixel by
pixel from the original image. The pixel difference signals are quantized,
coded, and transmitted. At the receiver the pixel difference signals are
added to the image estimate to obtain a reconstruction of the image block.
A bandwidth reduction can be obtained with the transform differential image
coding by two coding techniques. One of the techniques is information pre-
serving and yields a moderate compression ratio, and the other technique
permits a small reconstruction error in order to achieve a greater com-
pression ratio.

Information Preserving Coder. In the information preserving coder

version of the transform differential coder, the pixel difference signals are
quantized to the same grey scale resolution as the pixels of the original

image and then coded using a variable length Huffman coder. Typically,

an average of about 2.0 to 2.5 bits/pixel is allotted to the pixel difference
signals. It should be noted that the quantization process on the transform
coefficients does not create any reconstruction error since the pixel dif-
ference signals are perfectly coded, but the transform coefficient quantization

process does affect the coding performance of the overall system. Figure 2
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illustrates entropy of the pixel difference signal as a function of the
number of transform coefficients transmitted for a typical picture
using a 16 by 16 pixel block slant transform. Figure 2 also contains
plots of the number of bits allotted to the transform coefficients and
the total number of code bits required for the image using an optimum
coder for the pixel differences. The maximum pixel length has been
limited to a difference of five quantization levels in this example. If
a pixel difference greater than five occurs the actual pixel difference -
is coded. The simulations indicate that for an optimized system, an
image can be coded with an average of about 3.5 to 4.0 bits/pixel.
This result is somewhat disappointing since a coding of about 4, 0

bits /pixel can be achieved simply by coding the pixel differences along
an image line.

Non-Information Preserving Coder. In the non-information pre-

serving coder, the pixel difference signal is quantized using a nonlinear
quantizer with a relatively small number of levels. The quantizer design
follows the same general rules as for a differential PCM image coder.

In an initial set of simulation experiments shown in Figure 3, the slant
transform coefficients were coded with an average of 2.0 bits/pixel

and the pixel difference signal was quantized to only three levels and
coded with 1.0 bits/pixel. The resulting reconstruction of 3.0 bits/pixel
is quite good. It appears possible to approach a coding of 1.5 bits/pixel
with this technique using an adaptive quantizer. Further investigations

along this line are underway.

3.5 Quantization Error and Entropy of a Single Random Variate
A. Habibi
Most préctical coding systems that are used to convert analog
signals to binary digits are composed of three serial processors. The
first attempts to process the input data to form a set of uncorrelated
samples with a continuous amplitude; the second, a memoryless quantizer,
maps the continuous-valued signal to a set of a given number of discrete

levels; and finally the third processor converts this data to a set of binary
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(a) Original

(b) Transform differential coded
3.0 bits/pixel

Figure 3.4-3, Transform differential image coding examples
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digits by a fixed-length or a variable length coder. The use of the
memoryless quantizer is justified if the signal at the input of the quantizer is
uncorrelated. Examples of decorrelating processors are the sampler

and linear predictor in differential PCM and the Karhunen-Loeve trans-
formation in the transform coding schemes [1,2]. The variable coding
scheme in the output of the quantizer is employed to generate binary

data at an average rate equal to the entropy of the discrete data. This
rate is, in general, lower than the rate of data generated by a fixed-
length coder which is equal to the base-two logarithm of the number of
quantization levels. Naturally, increasing the data rate will reduce the
degradation between the original signal and one that is reconstructed from
the binary digits by inverse operations. This relationship is bounded by
Shannons rate distortion function which is the absolute bound for any cod-
ing system [3,4].

In this report attention is focused on the operation of the memory-
less quantizer. The criteria of optimality are both the mean square error
and the entropy of the discrete signal. Thus the system which performs
closest to the rate distortion function is the ideal system. Using this
criterion the performance of some existing quantizers in coding uncor-
related signals of various distributions is studied. Of specific interest
to image coding are the Max quantizer, the instaneous companding,
quantizer and the uniform quantizer for input signals possessing Gaussian
or double-sided exponential probability density functions. These pro-
bability densities are of interest because of their occurrance in DPCM and

transform coding schemes for pictorial data.

Review of Quantization Schemes. A quantizer maps a sample x, a
continuous variable with a continuous probability density px(x) into one of

a finite set {yl, - } of rational numbers. This mapping follows the

.,yN
procedure:

if x. <x < x.
j =

i+1 then x is mapped to yj(_]=l, ..., N)

The xj(j=2, ..., N) are the transition levels, with x. and x the greatest

1 N+1
lower bound and least upper bound, respectively, to the input signal, and
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the yj(j=1, 2,...,N) are the quantization values. Given the total number N,
of discrete levels allowed, a quantizer is specified by the sets of transition
levels xj and the reconstruction values y..

In his search for a quantizer wit}'i] a minimum distortion, Max [5]
minimized the expected value of an arbitrary function of error between
the input and the reconstructed signals, and obtained a set of sufficient

conditions. For a square function of error the sufficient conditions are

. = 2%, -y, )
% IR j=2,...,N (1)
and
=+l
(X-YJ-) p (x)dx=0 j=1,...,N (2)
X.
J

Note that this technique minimizes the mean square error without con-
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