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join£ effort between the University of Southern California Image
Processing Institute (USCIPI) and the Hughes Research Laboratoriés
(HRL), Malibu, California. The USC group has developed new systems
and techniques for nonlinear optical processing and the HRL group has

performed work on various real-time devices.



1. RESEARCH PROGRESS

1.1 Introduction and Project Overview

This report summarizes the results of the third year of a three
yeér research effort in performing nonlinear operations in optical
signal processing and achieving operation in real time using various
input transducers. This section contains an introduction, motivation
for the work and an overview of the research program. A large number
of publications have resulted from this work during the past year.
Instead of rewriting the results for this report, some of these
publications are reprinted here to provide a detailed discussion of
various research areas. The relationships between theseé research

areas are described at the beginning of each section.

There %s a great general need for systems which can perform fast,
parallel multi-dimensional operations on signals with 1large
time-bandwidth and space-bandwidth products. These needs arise in
terminal guidance, nonlinear tracking and signal filtering, imaging
radar systems, image processing, image target and pattern recognition
and automated assembly [1]1-(3]. In many of these applications,

electronic analog and digital hardware is inadequate.

The parallel nature of optical systems and their inherently larée
space-bandwidth product has led to the development of many systems and
techniqueé for optical information processing. A fundamental
difficulty with optical processing has been the limited range of

operational "software" available [4]-([6]. Thus, general nonlinear



. operations such as logarithms, power law, and limiters have been very
hard to implement, while 1linear operations such as correlation,
convolution, and filtering have been relatively easy. Many new
techniques of signal processing and pattern recognition require
nonlinear functions as part of their operation, and these functions
have been achieved digitally, although in serial form [3]. 1In recent
research under this AFOSR program, the range of operations in optical
processing has been greatly extended to include these nonlinear
functions and many others such as A/D conversion and level slicing

(71.

A second major difficulty of optical information processing is
the problem éf input and output [8]-[12]. Recent developments have
simplified the output problem: television and solid-state devices are
available to efficiently make wusé of the two-dimensional processed
output. In many situations, the human eye or observer is the end user
of the information, so that optical systems with their inherent
two-dimensional nature are ideally suited to process pictorial
information intended eventually for the human observer. The major
difficulty lies Qith real-time input to optical processors. Flexible
real-time optical input modulators which can convert electronic or
image information into a form for input to a processing system are
badly needed, and significant research over the last several years has

made progress on certain aspects of this problem.

A final problem with traditional optical processors is that the

computations are performed almost exclusively in an analog fashion.



Recently, several concepts for binary [13]-[24] or residue [25]-([31]
numerical optical processing have been developed in which the signals
are processed as discrete levels within the system. This new approach
holds much promise for the future 1if real-time processing speed,

accuracy, and flexibility can be maintained.

The work on this project has been directed at all three of these
limitations, with increased emphasis on special real-time devices and
numerical optical processing. Because of the recent emergence of
these technologies, there is no one method or combination of methods
that is clearly superior, and several alternatives have been explored
during the first three years of work. The overall program is a joint
cooperative effort between the University of Southern California (USC)
group and the Hughes Research Laboratories (HRL) in Malibu,
California. Each group has participated in the project together since
its beginning in April 1977 and a separate progress report is being
submitted by HRL as a companion to this report. Both groups have
worked closely together in their particular areas of expertise toward

the project goal.

In the first three years of this program, nonlinear coherent
optical processing with halftone screens and real-time devices was
emphasized [32]—[34]. Certain fundamental 1limitations of this
technique due to problems of hyéteresis, nonuniformity, and lack of a
threshold with the real-time devices have been identified. Although
these effects can be precompensated by methods developed under this

program [34], the goals of current and future work have changed. It



has been found that certain nonlinear functions such as real-time
analog—to-digitai conversion can be directly achieved with certain
modified real-time devices operating with reduced coherence
requirements [35,36]. This technique has recently been experimentally
demonstrated and its particular limitations identified. New
techniques of nonliﬁear processing involving the variable grating mode
(VGM) device will receive increased emphasis in future work [37]-[41].
The VGM technique can be used for flexible analog nonlinear proces;ing
in a traditional coherent optical system, and shows promise for
parallel optical numerical optical computing using a binary or residue
number system. The theory of these numerical procedures is currently
under development. Much additional device work 1is needed on VGM
devices, however before these new theoretical application techniques

can be tested.

Another area investigated by the USC group is the possibility of
using electrooptic (PROM) type real-time input devices for real-time
nonlinearity implementation. The PROM devices are among the best
developed real-time optical transducers available, and they have
certain characteristics which tend to complement alternatives such as
the 1liquid crystal devices [10]. This project includes a theoretical
study of the use of existing PROM technology and possible improvements
for nonlinear processing purposes. Some experimental work on PROM

modifications and improvements is underway.

The role of the Hughes Research Laboratory (HRL) in this program

is to extend nonlinear processing techniques to real-time operation by



developments and modifications of liquid crystal lightr valve (LCLV)
technology. The HRL group is one of the leaders in this technology
and have developed an advanced, commercially available transducer for
linear processing. The HRL group works closely with the USC group to
jointly achieve the project objectives. Some of the approaches used
include: a) modifying existing LCLV's to provide a sharp threshold
(high gamma) and sharper toe and shoulder of the characteristics curve
for use with halftone nonlinear processing; b) theoretically and
experimentally studying liquid crystal devices with variable grating
mode (VGM) characteristics; c) improving the uniformity and
repeatability of existing devices to achieve certain halftone
nonlinearities by precompensation; and d) directly utilizing the
nonlinear characteristics of modified LCLV's to achieve A/D conversion

and other functions in incoherent systems.



1.2 Halftone Processing

Most of the work originally planned in this project on real-time
halftone nonlinear processing has been completed. The Ph.D. thesis of
A. Armand [42] published as IPI Technical Report 880 contains the
major results of this work. Several papers have been submitted
[32]-[34] or are in preparation [43,44] on this subject. A general
analysis of the halftone process considering the nonideal
characteristics of the recording medium has been completed. From this
analysis the output degradation due to the recording medium
characteristic curve can be predicted for any nonlinear
transformation. Specific results for logarithmic and level slice

processes are obtained.

The problem of designing the halftone screen cell shape has been
considered for a piecewise 1linear recording medium by solving a
nonlinear integral equation. A solution can be achieved for certain
monotonic functions including exponential and power transformations.
To obtain the solution in general, an approximate method which
considers a discrete halftone screen density profile has been
described. This gives the halftone screen density profile for any
form of recording medium charccteristic curve and any type of
nonlinearity by minimizing the difference between desired and degraded
outputs in a mean-square sense. Extensive computer simulations for
lcgarithmic and level slice functions have been performed, and
experimental results have been obtained for an optimized halftone

screen which matches the characteristic of a 1liquid crystal 1light



valve (LCLV). An overall logarithmic transfer function and optical

homomorphic filter have been produced in real time.

The fundamental limitation of the halftone process is the optical
threshold function which must be performed by the real-time device.
Aithough the compensation procedures are effective for smooth
nonlinearities such as logarithmé and power laws, the thresholding is
absolutely essential for functions with sharp Jjumps such as level
slicing or A/D conversion. Until much sharper thresholds are
available in real-time devices, halftone processing will not be
effective for functions with step discontinuities. The threshold
functions turns out to be much more significant for other nonlinear
processing techniques besides halftoning. Direct nonlinear processing
and binary numerical processing depend heavily on the existence of
thresholds. The study of general parallel real-time thresholding
techniques will continue in future work on this program. Additional
problems of repeatability, temperature sensitivity and nonuniform
response in existing LCLV's have also become evident 1in recent
experimentation. Methods of overcoming these problems will continue

in future work.



1.3 Direct Nonlinear Processing

The direct nonlinear method of achieving real-time parallel A/D
conversion described in a previous Annual Report (7] and in the

Ph.D. thesis of A. Armand [42] has been published in Optics Letters

[36]. This publication is reprinted here. The technique has been
limited to three-bit resolution by the aperiodicity, nonuniformity and
nonrepeatability of the pure birefringent LCLV used. No further work
on A/D applications of direct processing is planned unless some of
these difficulties can be overcome. However, recent work by Collins
et al. [45] has demonstrated the use of birefringent LCLV's for
optical 1logic, and- this application may be studied in parallel with
the variable-grating-mode (VGM) 1logic described in subsequent

sections.
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Real-time parallel optical analog-to-digital conversion

A. Armand, A. A. Sawchuk, and T. C. Strand

Depurtment of Electrical Engineering, Image Processing [nstitute, University of Southern Cualifornia, Los Angeles, Galifornia 90007

D. Boswell and B. H. Soffer

IHughes Reseurch Luboratories, 3011 Malibu Canyon Roud, Malibu, California 80265

Reccived August 24, 1979; revised manuscript received December 6. 1979

A technique for optically performing parallel analog-to-digital conversion on incoherent two-dimensional inputs
at real-time rates is described. The system uses a birefringent optical real-time input transducer combined with
a detector array and optical thresholding. Quantization and bit plane outputs are produced in parallel without
scanning. An experimental system with three-bit accuracy is described.

The process of analog-to-digital (A/D) conversion is
the representation of continuous analog information in
sampled and quantized form. For one-dimensional
signals, any coding procedure that assigns to each signal
value a group of digits (bits) performs such an operation.
For digital processing of multidimensional signals and
_ images, the sampling, quantization, and digitization
must be performed on an array of data. We describe
here a technique of real-time incoherent nonlinear op-
tical processing that performs two-dimensional A/D
conversion of images or other page-organized data in
parallel without the need for scanning. The method
relies on the nonlinear characteristics of real-time op-
tical input devices, such as the Hughes liquid-crystal
light valve (LCLV)-4 or the Itek Pockels readout op-
tical modulator (PROM).?

Optical A/D conversion has been achieved for sin-
gle-point inputs by electro-optical methods® in real
time. Other techniques of nonlinear optical processing
have performed A/D conversions by halftoning meth-
ods, although not in real time.”-10

The L.CLV, PROM, and many other real-time optical
input transducers rely on electro-optically controlled
hirefringence to produce a spatially varying linear dif-
ferential phase retardation along two axes of a crystal.
For this work a LCLV has been constructed with uni-
form perpendicular alignment of the liquid-crystal
material so the device exhibits a pure birefringent effect
that varies with local electric field. When the LCLV
is placed between crossed polarizers, a sinusoidal vari-
ation of intensity transmittance with applied voltage
is observed.*> When a photoconductor is placed at the
surface of the liquid-crystal cell, the local electric field
is a function of the incident illumination.!? The overall
relationship between the intensity transmittance of the
device and the incident intensity at any point is given
ideally by the sinusoidal curve shown with dashes in Fig.
1(a).

The digital results of A/D conversion at each image
point may be output serially as a bit sequence or in
parallel as bit planes.!! Bit planes are binary image
planes, each of which displays the information of a

particular significant bit of the digitized image. The
solid-line curves of Fig. 1 show the nonlinear transfer
characteristic needed to produce the bit planes of the
three-bit reflected binary or Gray code and their rela-
tionship to the dashed curves of sinusoidal device
characteristics. When the output of Fig. 1(a) is
thresholded at one half, a 1 output is produced above
threshold and a 0 output below, as shown by the curves
with solid lines. This thresholding can be done elec-
‘tronically following light detection by a parallel array
of sensors. The threshold output in Fig. 1(a) is the least
significant bit of the three-bit Gray code. The other
two bits are obtained by attenuating the input intensity
effectively to rescale the horizontal axis. Use of the full
dynamic range (0 to 8) gives the least significant bit.
Attenuating the input by a factor of % (to the range 0
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Fig. 1. Nonlinear characteristic curves required for the
three-bit Gray code. Solid curves are the desired character-
istics for the bit plane outputs. Dotted curves are the ideal
sinusoidal responses of a linear birefringent device. Parts (a)
through (c) represent increasingly significant output bits.

Reprinted from Optics Letters, Vol. 5, page 129, March, 1980
Copyright © 1980 by the Optical Society of America and reprinted by permission of the copyright owner.
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Fig. 2. System for parallel A/D conversion.
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Fig. 3. Experimental setup for real-time parallel analog-

to-digital conversion,

Lo 4) gives the first cycle of the characteristic curve
shown in Fig. ](h) The last (most significant) bit is
obtained by using an attenuation of one fourth so the
curves of Fig. 1(c) result. Note that any continuous
input between 0 and 8 gives a unique quantized three-
bit output. Although the thresholded outputs in Fig.
1 are the three bits of the Gray code, other A/D code
conversions, such as the usual straight binary code, can
he achieved hy translatmg these curves left or right
along the horizontal axis. This can be done by intro-
ducing phase-retardation plates with different delays
along orthogonal axes into the crossed polarizer
system.

The system can produce these bits in parallel by
placing an array of three periodically repeated atten-
uating strips over the write surface of the liquid-crystal
device, as shown schematically in Fig. 2. The strips
have attenuation factors of 1, 15, and Y4, and the image
of the strips is in register with a parallel photodetector
array with electronic thresholding in the output plane.
All three bits are sensed in parallel in this way. The
period of the strips should be much smaller than the
inverse of the maximum spatial frequency of the input
picture to avoid aliasing. A two-dimensional array of
attenuating spots with a corresponding detector array
can also be used instead of the linear strip array.
Simpler but slower operation can be achieved by using
only one detector array and sequentially uniformly at-
tenuating the entire input array. Ideas such as this
have been used for electro-optic A/D conversion,® but
none have used an optically controllable real-time de-
vice.

The experimental system shown in Fig. 3 was used to
obtain the input-output characteristic of the pure bi-
refringent LCLV and to demonstrate the concept. The
incoherent source illuminating the input plane.is a
mercury-arc lamp. A fixed and rotatable polarizer pair
in the input-light beam is used to vary the input-light

12

intensity. The real-time device was a Hughes per-
pendicularly aligned nematic LCLV with a CdS pho-
toconductor. The short-wavelength cutoff filter
eliminates wavelengths shorter than 493 nm to make
sure that the write-beam wavelength is matched to the
sensitivity range of the CdS photoconductor. The read
light source is a xenon-arc lamp. Because of the dis-
persion of birefringence in the liquid-crystal material,
the read light should have a narrow spectral bandwidth.
An interference filter with a peak wavelength of 434.7
nm and a bandwidth of 18.4 nm was used to meet this
requirement for the read light. With no picture in the
input plane, the output intensity varies in a quasi-si-
nusoidal fashion with increasing input illumination
because of the changing birefringence. If the amount
of birefringence varied linearly as a function of the
write-beam intensity, a strictly sinusoidal variation of
the output intensity would be expected. However, a
number of factors, including the optical nature of the
liquid crystal and the photoconductor characteristic
properties, affect the output curve and produce an ap-
proximately sinusoidal output whose frequency varies
(monotonically) with input intensity. The experimental
response curve obtained is shown in Fig. 4.

Although the theory behind the A/D conversion as-
sumes a strictly periodic response characteristic, it is
possible to produce the desired bit planes by using the-
quasi-periodic response curves of the actual device.
The trade-off is that nonuniform quantization results.
The quantization levels obtained in this experiment are
indicated in Fig. 4.

There are no attenuating strips on the liquid-crystal
device used in this experiment. Instead, the bit planes
were generated serially. Also, the output was recorded
on hard-clipping film rather than a thresholding de-
tector array. A test target was generated that consisted
of an eight-gray-level step tablet. The gray levels were
chosen to match the quantization levels shown in Fig.
4. This test object was imaged onto the liquid-crystal
device, and the output was photographically hard
¢lipped to produce the least significant bit plane of a
three-bit A/D conversion. Next the write illumination
intensity was decreased, effectively rescaling the re-
sponse curve of the device to generate the next bit plane.
The last bit plane (most significant bit) was obtained
by attenuating the write intensity again and photo-
graphing the output. The input and the three-bit
planes generated are shown in Fig. 5.

DEVICE RESPONSE CURVES FOR 3-8IT A/D

Approximate
> '.‘ 2 '3' 4 + S 84 ? + Quantization
“
e Levels
Z
w
o Threshold
5 1.0 Device
3 g Sculed Response
3 l Response

INPUT |NTEN$ITY (velohve unns)

Fig. 4. Response curve of the liquid-crystal device used for
the three-bit A/D conversion. The solid curve is the measured
response. The dotted curve represents the same response
with a fixed attenuation of the input.



Fig. 5. Direct analog-to-digital conversion. ‘The eight-level
analog input is shown at the top. Below is the binary-coded
output in the form of three bit planes of the Gray code.

Although the output contains some noise, the ex-
periment illustrates the principle of real-time parallel
incoherent optical A/D conversion. It was found later
that the computer-generated gray scale was somewhat
noisy because of the grain of the high-contrast film used.
It is possible that future experiments with cleaner in-
puts and improved periodic light valves could produce
better experimental results and more bits of quantiza-
tion.

The potential A/D conversion rate can be estimated
from typical parameters of currently available devices.
The important parameters are device resolution (typi-
cally 40 cycles/mm), device size (typically 50 mm X 50
mm), and speed (generally 30 frames per second).
Multiplying all these parameters together and dividing
hy 3 for the attenuating strips implies an A/D conver-
sion rate of 4 X 107 points per second. A fully parallel
svstem with one light valve and detector array for each
bit plane could achieve 1.2 X 108 points per second.

The feasibility of real-time parallel A/D conversion
on two-dimensional inputs has been shown in this ex-
periment. In contrast with other techniques of real-
time nonlinear optical processing, such as halfton-
ing,'2 14 the system operates with incoherent input.
The requirements on the spatial and temporal coher-
ence of the readout illumination are sufficiently relaxed
that noise problems associated with coherent spatial
filtering or transforming techniques are avoided. This
technique also minimizes the spatial-frequency re-
quirements of the real-time device because the sharp
edges of the hinary dots in halftoning do not have to be
maintained.

Although these initial results are encouraging, further
application of the technique must await improved
real-time devices. The aperiodic nature of the LCLLV
results in unequal quantization intervals and limits the
number of bits. The LCLYV device used in this experi-
ment is inherently aperiodic because of the nonlinear
response of the photoconductor and the nonlinear re-
lationship between applied voltage and effective bire-

13
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fringence. By altering the real-time device itself, the
response may be improved somewhat. The possibility
of making real-time devices (with liquid-crystal or
PROM technologies) having a periodic response is being
investigated.

This research was supported by the Air Force Office
of Scientific Research, Electronics and Solid State
Sciences Division, under Grant AFOSR-77-3285 at USC
and Contract F49620-77-C-0080 at Hughes Research
Laboratories.

This work was presented in part at the Optical Soci-
ety of America Annual Meeting, October 1978 [J. Opt.
Soc. Am. 68, 1361A (1978)].
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1.4 Liquid Crystal Device Theory

In the past year a detailed theoretical analysis of 1liquid
crystal 1light valves has been finalized. Models have been developed
for uniform perpendicular and for parallel aligned liquid crystal cell
configuraﬁions and for the twisted nematic case. Besides deriving
expressions for transmission as a function of voltage in electrically
controlled cells, photo-activated 1light valves have also been
analyzed. The theoretical work has been complemented by experimental
measurements of LCLV characteristics for various LCLV types. These
measufements have substantiated the theoretical analysis. This work
is the first comprehensive treatment of LCLV's with specific regard to
those characteristics important to nonlinear processing applications.
The results are described in detail in the Ph.D. thesis of
J. Michaelson, which has been published as IPI Report 930 [46]. The
paper, "A First Order Model of a Photo-Activated Liquid Crystal Light
Valve" from the SPIE Los Angeles Technical Symposium in February 1980

(38] is reprinted here as a summary of these results.
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A first-order model of a photo-activated liquid crystal light valve

J. D. Michaelson
The Aerospace Corporation, P.O. Box 92957, Los Angeles, California 80009
Department of Electrical Engineering, Image Processing Institute
University of Southern California, Los Angeles, California 80007

Abstract

A first order theoretical model of a thin nematic liquid crystal layer mated to a Cds/CdTe
heterojunction photosensor is presented. Uniform parallel alignment of the liquid crystal
molecules with the light valve substrates is assumed. The response of the liguid crystals
is predicted through minimization of the distortion free energy density and the operation
of the photosensor is obtained by assuming it to be a back biased light activated charge
storage diode. Measurements of an actual 1ligquid crystal light valve response are
presented to verify the model.

Introduction

In order to effectively predict the performance of optical systems utilizing 1liguid
crystal 1light valves (LCLV) as optical elements, it is necessary to obtain at least a
first order model of the behavior of LCLVs under varying input intensity and bias voltage
conditions. Past researchers have presented results describing the operation of the
constituent parts of the LCLV as separate entities and it is the purpose of this paper to
combine the associated theories to produce a usable model describing the operation of the
complete LCLV.

The construction of a typical reflection mode photoactivated LCLV is shown in Fig. 1.
In general the structure is divided into an input and output section by an opague light
blocking layer incorporated in the sandwich structure. The output section includes an
internal dielectric mirror so that the read illumination (the 1light source to be
controlled) passes through the liquid crystal layer, is reflected off the dielectric
mirror, and again passes back through the liquid crystal cell before emerging from the
device. The control or write illumination enters the input section of the device and
impinges on the ophotosensitive layer. The photosensitive layer -responds to intensity
variations in the write illumination by switching the voltage applied across the device
onto the liquid crystal layer. In this manner, optical control of the output illumination
is achieved in the photoactivated liquid crystal light valve.

The two primary theories to be developed and then combined to form an overall LCLV
model are: 1) the photosensor response as a function of applied intensity and bias
voltage, and 2) the optical phase retardation represented by the liquid crystal layer as a
function of applied cell voltage. The interaction of the liquid crystal layer and the
photosensor must also be determined to produce:the overall LCLV model. In particuler the
load impedance that the 1liquid crystal layer presents to the photosensor must be
determined.

Cds/CdTe photosensor

In the most general terms, the photosensor acts as a light dependent impedance which
locally switches the applied bias voltage onto the liquid crystal cell as a function of
input light intensity. The operation of the CdS/CdTe heterojunction photosensor to be
considered here is significantly more complex than a simple impedance change as a function
of light intensity. The amount of bias voltage switched onto the 1liguid crystal layer
depends not only on the light intensity but also on bias voltage amplitude and freauency,
photosensor temperature, and load impedance. While a precise description of the
photosensor operation has not yet been formulated and is beyond the scope of this paper to
attempt, 2 number of simplifying assumptions may be made to obtain at least a first order
approximation of the actual photosensor response. Experimental verificaetion has shown
these approximations sufficiently accurate to obtain reasonable predictions of light valve
behavior under varying input intensity and bias voltage conditions [1,2]).

A simplified eguivalent circuit for the photoactivated light valve is shown in Fig. 2.
From the figure, 2pc is the impedance represented by the photosensor layer, Zy is the
series impedance of the dielectric mirror and inert insulating layers, and Z;c is the
impedance of the 1ligquid crystal cell. If Vyc 1is the rms vzlue of the applieé bieas
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voltage, then from the figure the voltage Vpc developed across the liguid crystal cell is
given by
2rcVs

= 7 %3 (1
LC 2 A )

v

where Zp is simply the sum of the impedances Zpg and 2y . The impedance Zpc is in
general a function of Vyc . The impedance Zy may be represented by a pure capacitance as
the mirror and insulating layers are simply stacked dielectric films. The impedance is
readily calculated from the dielectric constants and known thicknesses of each of the
layers. The impedance of any layer is given by

R | (2)

where w is the frequency of Vg in radians per second and C is the capacitance of the
thin film.

The impedance 2pg of the photosensor is somewhat more complicated and the model to be
developed is that of Fraas et al [1,2) for a CdS/CdTe heterojunction photosensor. Zp
represents the impedance of the charge storage diode shown in the simplified diagram o%
Fig. 2. 1f ( represents the total charge on the diode, then the characteristic ¢ vs. V
curves for the structure are represented by [1,2]

QZ
2en
vV = Eﬁi + o-né&)p Qa9 (4)
Y € = *§ '

where V is the instantaneous back bias voltage across the diode, € is the Cd§ dielectric
constant, b is the thickness of the CdS layer, and & is the thickness of the high shallow
trap density, high absorptive Cdf region. The parameter n is the 1light intensity
dependent electron population density in the high absorptive 6 region and for low light
levels is given by

n = K/T ()
where I is the incident light intensity and K is a sensitivity coefficient whose value
depends on temperature, freguency, and the physical constants of the Cd€ film. The
threshold parameter Qs is the total charge in donor states and is given by

QG = né ' (6)
The model described by Egs. (3)-(6) assumes that all of the incident light is absorbed in
the highly absorptive § region. This assumption is reasonable for first order
approximations but does 1lead to slight discontinuities in photosensor response
predictions. Using Egs. (3) and (4), representative Q vs. V curves for a 16 micron thick
Cds layer are shown in Fig. 3 as a function of T.

For a sinusoidally varying input bias voltage, if 2% equals the maximum inverse
voltage across the diode, then the instantaneous back bias voltage will be given by

V = V,(l+coswt) (7N

The threshold voltage governing selection of either Eg. (3) or Eqg. (4) is given by setting
Q=Qs in either equation. Thus from Eg. (3) .

2en € (8)

For V<vVg, the instantaneous current in the photosensor is given by

=99 . wVeﬁv sin Y& (9)

17 & P 2
For V2Vq, then from Eq. (4)
~wevV.
. ~ d__Q _ Wwe .
i, =3 = 5 sinut (10)
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The rms current I through the photosensor is given by
2 1 .2
I” = ,TJ' i"dt (11)

where T is the period of one cycle, i.e., T=2n/w . Now if 2Vp<vq, then Eg. (9) alone
specifies the instantaneous current. Thus the rms current is given by

sﬁVP .
I, =iN—; (12}

If 2Vp >V, the situation is somewhat more complicated with the instantaneous current being
given by g. (9) for VSVT and then by Eg. (10) for v>VT. The calculated current becomes

weV D2
1, = —F {cos B-8(1-8%) 1/ %+ 0. [‘rr cos L+ (1-8 )1’2]}1/2 (13)
iy DVaT p

= 06 , . .
where 2eVp . Equations (12) and (13) then relate the rms photosensor current to the
incident light intensity and back bias photosensor voltage. Figure 4 shows a typical plot
of I/w vs. photosensor voltage. The combination of this data and the 1liquid crystel
cell impedance data to be determined will uniquely relate the bias voltage end incident
intensity to the voltage across the liquid crystal layer.

Liguid crystal cell

The best first order predictions of the behavior of nematic liquid crystals has been
through the use of a continuum theory developed by Cseen (3], Zocker [4], and Frank {[51.
The basis of the theory is the minimization of the free energy in the liquid crystal layer
while wunder the influence of an applied external field. The distortion free energy
density of the liquid crystals is given by

F = %[?ll(div n)2+K22(ﬁ.curl n + §°)2+K33(E x curl H)%] (14)
where n is the unit vector parallel to the local molecular axis, qo is the periodicity of
molecular rotation in the liquid crystal layer (&;=0 for a nematic system), and the K4
are the Frank elastic constants for the liquid crystal material. The three terms 1n
Eg. (14) correspond to the distortions of splay, twist, and bend shown diagrammatically in
Pig. 5. When an external field is applied to the liquid crystal layer, 2 fourth term must
be added to the free energy eguation . This term is given by

1 A
Fo=-3 ea(n-E) (15)

where E is the applied electric field vector éend €45 "EL is the dielectric anisotropy.

when the liquid crystal molecular axis 1lies parallel with the substrate surfaces,
minimization of the free energy ecquation leads to a closed form solution. The geometry is
shown in Fig. 6. Taking note of the symmetry of the structure, the free energy is
minimized by satisfying

2 .
52 dg - 512.12¢ (16)
dz
where
- (K, ,1/2_-1
£= E)E (17)
a . :
Through further integration and epplication of boundary conditions, Eg. (16) becomes
¢ = 2tan" ! &7%/% (18)
The total phase retardation through the cell of thickness @ is given by
da/2
_ 4%in in2:
§ = ;Y J' sin”; (z)dz (19)

0
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where d(z) is as given by Eg. (18). Defining

; 2nAnd
60 = _)\—n— (20)
then eq. (19) becomes
§/6, = 2% tann 2
0 d 28 (21)

wWith v=Eo, Ve :=2(EIS-)1/2 and the aid of Eqg. (17), Eag. (21) becomes
a . v
— v
6/6o =5 tanh VC (22)
The normalized phase retardation vs. Vo/V  is shown in Fig. 7. As seen in the figure,
for Vg/V<<l the normalized phase retardation simply goes as 1/V.

Liquid crystal cell impedance

As is the case for the phasse retardation, the cell impedance for the parallel aligned
uniform cell has a closed form solution. From the geometry shown in Fig. 6, it is seen
that the effective dielectric constant is given by

€e = €y cosz¢+quin2¢ (23)
From Eg. (18)
cos?¢ = tanh?(z/¢) (24)
eénd from Eg. (23), we obtain
€, = e+ (gy -eL)cosz¢ (25)

Combining Egs. (24) and (25), then

€, = €u+le, —€u)tanh? (z/£) (26)
Thus the capacitance of any layer at position 2 %n the cell is given by
e.e_(z)a
=-0€
C(z) = az (27)

Integrating over the length of the cell, the total normalized cell capacitance is given by

. o
v ’e -€ ,e -€
C t -+ - " L \'
d/E" {1+ v V'V tan 1[ — tanh v—c']}
For €, =16 and €, =5 , Fig. 8 shows the cell capacitance per unit area vs. normalized
voltage for an 11 micron thick parallel aligned cell.

CT/A = (28)

The results of the preceding three sections may now be used to predict the LCLV
response to variations in both input light intensity and applied bias voltage. For a
given set of device parameters, Eqs. (12), (13), and (28) can be simultaneously solved to
provide the voltage appearing across the liquid crystal cell for any set of bias voltage
and input light intensity conditions. Equation (22) can then be used to determine the
phase retardation of the liquid crystal cell for the given conditions. If the device is
operated between a crossed polarizer/analyzer as shown in Fig. 9, then the output
intensity is related to the phase retardation by :

I = I.sin’s

ouT 0 (29)
where I, is the magnitude of the incident read light intensity.

Experimental Results

To verify the validity of the above model, measurements were made on a parallel aligned
LCLV. The device was constructed with a broad band internal dielectric mirror and an 11
micron thick CdS/C4Te photosensor. The thickness of the liguid crystal layer was known to
be between 2 znd 3 microns. Using the test configuration shown in Fig. 9, i.e. a crossed
polarizer/aneclyzer pair oriented at 45 degrees to the 1liquid crystal axis, a read
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illumination of wavelength 632.8 nm, and a write illumination of wavelength 514.5 nm, then
Fig. 10 shows the transmission characteristics of the cell as a function of applied bias
voltage. The write illumination was set at its maximum value (approximately 2.8 mw/cm?)
in order to maximize the amount of bias voltage switched to the liquid crystel "layer and
thus obtain the largest possible phase retardation change over the range of bias used. 2at
zero volts bias, the parallel aligned cell will exhibit its maximum phase retardation §j.
Thus from Eg. (29) relating the intensity transmission to the phase retardation for a
reflection mode device and the zero bias voltage data of Fig. 10, 60 is given by

I
§, = sin'l(—%gz)l/z = nw + .851 radians

0 (30)

To determine the absolute magnitude of 69, Eq. (20) together with the known dimensional
range of the 1liguid crystal thickness (2-3 microns) implies 4.96<6, < 7.45. Thus the
factor n in Eg. (30) is determined to ke 2. To determine the proper qua%rant for 8p, from
Fig. 10 it is noted that as the bias voltage i$ increased from zero volts the device
transmission increases reaching a maximum at epproximately 6.7 volts bias. From Ba. (29),
relative transmission maximas occur at integer multiples of /2 radians of phase
retardation. This obServation together with the fact that the phase retardation decreases
with increasing cell voltage for a perallel cell clearly necessitates the use of the
negative sign in Eg. (30) giving a value for &§g of 5.4324 radians. Using this value in
Eg. (29), the actual cell thickness is calculated to be 2.188 microns.

0

Using the value for 63 determined above and the data of Fig. 10, the normalized phase
retardation vs. inverse normalized voltage 1is shown in Fig. 1] together with the
theoretical curve of Fig. 7. Agreement of the data with the theory in the figure |is
reasonable. The deviations may be attributed to a combination of measurement error,
second order effects making the relationship of the bias voltage to the cell voltage
nonlinear, and the deterioration of the theoretical model for voltages near the criticel
voltage threshold.

To determine the theoretical response of the device to changes in input intensity under
fixed bias conditions, it is first necessary to determine the impedance of the internal
dielectric mirror. The mirror impedance is in series with the impedance represented by
the liquid crystal layer and the light-dependent impedance of the Cds/CdTe photosensor.
Thus for a given photosensor current, a fraction of the bias voltage will be present
across the photoconductor, a second fraction across the mirror, and the remainder will be
present across the liguid crystal layer. The mirror was designed to be broadband and
consisted alternately of 8 layers of MgF and 7 layers of ZnS. From the known thicknesses
of the individual layers, the total mirror capacitance wes calculated to be 2524 pf/cm2.

For a photosensor thickness of 11 microns, ¢=4.4275x10 11, §=2.6667 microns, a mirror
capacitance of 2534 pf/cm2, a liquid crystal capacitance of 2024 pf/cm? as calculated for
a thickness of 2.188 microns, and a bias voltage of 12.37 volts, then using the
photosensor theory developed previously, Fig. 12 shows the calculated liguid crystal
voltage as a function of input intensity in db. If this data is then applied to the
theoretical retardation vs. cell voltage given by Eg. (22), then for 2 maximum retardation
of 5.4324 radians and a critical voltage of 2.47 volts, the solid@ line in Fig. 13 shows
the calculated device transmission as a function of db input intensity. Plotted together
with the theoretical curve is actual data taken from the experimental device for a bisas
voltage of 12.37 volts. The data is seen to be in good agreement with theory thus
demonstrating the validity of the theoretical models.

summary

A model has been developed for predicting the response of liquid crystal light valves
to variations in input light intensity and bias voltage. The model assumed a thin nemetic
liguid crystal layer with parallel alignment of the molecules with the device substrates.
The 1light valve photosensor was assumed to be a reverse biased Cdc/CdTe heterojunction.
The overall light valve response to changes in both input light intensity and bias voltage
was predicted by first calculating the steady state rtms current through the
photosensor/liquid crystel sandwich structure as a function of 1input conditions. The
fizsld across the 1liquid crystal layer was then relested to the rms current and through
calculated phase retardation vs. field the optical response of the device between a
crossed polarizer/analyzer was determined. Experimental results were shown for a
reflection mode device and demonstrated reasoneble agreement with the predicted response.
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Figure 5. Liquid crystal molecular distortions.
a) Splay, b) Twist, c) Bend.
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1.5 Multiple Light Valve System

The results of the theoretical and experimental work on 1liquid
crystal devices described in Section 1.4 have been utilized in the
development of a generalized nonlinear image processor which is
referred to as the multiple light valve system (MLVS). The principle
of this system is to implement a time varying level slice coupled with
a synchronous electronically programmed gain to produce an arbitrary
nonlinearity. In the past year new experimental results have been
obtained with this system. 1In particular a three-bit A/D conversion
has been demonstrated as well as a variable level slice. The results
are described in detail in the Ph.D. thesis of J. Michaelson, which
has been published as IPI Report 930 [46]. The paper, "Nonlinear
Optical Processing Using Liquid Crystal Light Valves" from the SPIE
Los Angeles Technical Symposium in February 1980 [39] is repriﬁted

here as a summary of these results.
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J. D. Michaselson®, A. A. Sawchuk
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Abstract

A method is presented to realize real time nonlinear operations on two dimensional
images through the use of multiple liquid crystal light valves. The technigue allows the
usc of either coherent or incoherent illumination and provides for real time control and
alteration of the specific nonlinear operation being performed. Experimental results are
given for level slice, logarithm, exponentiation, and A/D conversion.

Introduction

In recent years a number of methods have been described for realizing nonlinear optical
transformations on two dimensional input images. The various methods include the use of
saturable absorbers [1], coherent optical feedback [2]), hybrid optical-electronic systems
[3,4), and halftone screen processing [5-8). More recent innovations have taken advantage
of the unique characteristics of optical elements to directly obtain specific nonlinear
transformations. In perticular, the 1liquid crystal light valve has been used for the
specific operation of parallel analog-to-digital conversion of input images [9]. In
general the above implementations suffer from one or more disadvantages. They either
require large amounts of optical power as with saturable absorbers, do not offer
versatility in the types of transformations that may be performed, reguire critical
optical alignment, or do not offer real time operation. It is the purpose of this paper
to describe a system which is not only capable of real time operation but also provides
versatility in the number and types of operations which can be performed. As will be
shown, the system takes advantage of the polarization properties of liquid crystal light
valves to achieve the nonlinear operations.

Generalized nonlinear transformation system

The nonlinear transformation system described here essentially performs a mapping of
the intensity variations of a two dimensional input image into two dimensional constant
magnitude but temporally separated light impulses. This constitutes a scanned level slice
operation. The constant magnitude impulses are then weighted as a function of time with a
temporal weighting function formulated to give the desired nonlinear transformation. The
weighted impulses are then integrated over an appropriate time interval resulting in a two
dimensional nonlinear transformed output image. The operation is shown schematically in
Fig. 1 for a simple threc intensity level, two dimensional input image. The intensity to
time converter maps input intensities over the range of 0 to 1I X into the time interval
fu,T]. Thus for a linear mapping the output plane for the intensity to time converter
will remain dark during the time interval 0<t<t since there exists no intensity
components in the input image with values between IZ0 and I=I;. At time ty corresponding
to the input intensity I;, the output plane will have a constant intensity " response over
all portions of the plane corresponding to that part of the input image for which I=1,.
Similar output responses occur at times t; and t3 as shown in the figure. For all other
times (0<t<T; t#tl,tz,t3 the output intensity remains at zero. Representing the idealized
light impulses by the Dirac delta function §(x,y,t), then at the output plane of the
intensity-to-time converter the intensity distribution is given by

- I(x,y)
I (x,y,t) =1 §(t - === 7T) (1)
T MAX Tyax

where U<t<T and ULI(X,y) <Iyay.

Referring again to Fig. 1, the temporal intensity weighter is simply an electrooptic
attenuator which weights the constant intensity, time sequential impulses emerging from
the intensity-to-time converter in the desired nonlinear manner. The nonlinearity is

*J.D. Michaelson is also with the Aerospace Corporation, P.0O. Box 92957, Los Angeles,
Ca. 90009.
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introduced by applying a nonlinearly shaped voltage waveform to the temporal intensity
weighter during the time interval [0,T]. Thus if f(t) represents the desired time
dependent nonlinear attenuation function present in the intensity weighter during .the
interval [0,T], then the intensity distribution at the output of the weighter is given by

I,(x,y,t) = £(8)Ig(x,y,t) . (2)

The final operation depicted in Fig. 1 is that performed by the temporal integrator. The.
time sequential weighted impulses Iy(x,y,t) are summed over the time interval (0,T] thus
removing the time dependence. The result is that at time t=T 2 nonlinearly transformed
input image will be present at the output of the integrator, i.e.,

T
I (x,y) = J Ft) Lo, o6 (£-18¥e¥) ) a¢ (3)
0 0 MAX IMAX
I (x,y) = I f[l-‘ﬁ-é’—’—“] ) (4)
0 MAX IMAX

Equation (4) defines the system transfer function. Thus for the simple case of

£(£) = & (5)

then

= I(x,y)| o
Io(xty) = IMAX[—"‘—‘IMAX ] = I(x,y) (6)

which is simply a one-to-one linear transformation from input to output. It should be
noted that one of the key features of this type of system is the ability to arbitrarily
and in real time change the form of the nonlinear transformation. The nonlinearity
introduced through f(t) above is in general related to the voltage applied to the temporal
intensity weighter by the attenuation transfer function ¢a of the electrooptic attenuator,
i.e.,

f(t) = ¢Av(t) . (7)
As will be shown in the following section, a real time implementation of this system using
multiple 1liquid crystal 1light valves provides for real time control of v(t) via 2
microprocessor or minicomputer.

Liquid crystal implementation

The ideal nonlinear processing system described in the previous section can be
approximated using the polerizing properties of 1liguid crystal 1light wvealves. To
demonstrate this, the system will be divided into four distinct functional areas, three of
which are implemented with liquid crystal light valves. The functions to be considered
are 1) an intensity notch function, 2) a contrast inverter/threshold operation, 3) an
intensity weighter, and 4) the integration function. The first two of these functions
comprise the intensity-to-time converter. Together they perform the mapping of the input
intensity variations into the time sequential constant amplitude light impulses. For
reasons that will become apparent, the operation is implemented by mapping the two
dimensional input variations into time sequential intensity notches (function one), and
then contrast inverting the notch responses to obtain time sequential intensity level
slices (function two). Functions three and four directly implement the temporal weighter
and integration operations described in the previous section. ’

Intensity notch function

To demonstrate implementation of the notch function using light valves, consider the
reflection mode light valve system shown in Fig. 2. The read illumination enters from the
right where it is polarized by polarizer P;. The angle of polarization is set such that
it subtends an angle of 45 degrees to the }iquid crystal molecular axis. The light passes
through P; directly through beam splitter BS; and enters the light valve structure. The
light then passes through the liguid crystal 1layer, 1is reflected from the internel
dielectric mirror in the device and passes again through the ligquid crystal layer before
emerging toward BS;. As the light traverses the ligquid crystal layer, the two components
of the incident light in the X and Y directions undergo a differential phase change
determined by the phase retardation of the liquid crystal cell. From the light valve, the
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light is then reflected off of beamsplitter BS; where it then passes through polarization
onalyzer P, whose polarization angle is set a% 90 degrees to polarizer P,. The resultant
intensity of the light emerging from P2 is related to the phase retardation imposed by the
liguid crystal device by

. 2
I = Iysin™¢ (8)
where Tu is the incident read light intensity and § is the phase retardation.

Using calculated values of phase retardation vs. cell voltage and relationship (8),
Fig. 3 shows the log intensity vs. cell voltage for a typical cell aligned as in Fig. 2.
As shown in the figure, a sharp null occurs at a cell voltage of 4.09 volts. If the
liquid crystal cell is mated to a photoconductor, the cell voltage then becomes a function
both of the incident write intensity on the photoconductor and the bias voltage applied to
the overall structure. For a given write intensity, the photoconductor will switch a
fixed ratio of the bias voltage onto the liquid crystal layer. Thus if the bias voltage
is swept over appropriate limits, the fraction of the bias voltage switched to the ligquid
crystal layer will become equel to the null voltage of Fig. 3 at some bias voltage v .
This will result in minimal intensity transmission of the output read light. For any
other input write intensity, a unique fraction of the bias voltage is transferred to the
ligquid crystal 1layer. Thus the critical null wvoltage of Fig. 3 will be reached at
different points during the sweep of the bias voltage. If the bias voltage 1is swept
linearly with time, this then establishes a one-to-one mapping of intensity notch with
time.

To illustrate the process, consider a 2 micron perpendicularly aligned liquid crystel
cell mated to & 16 micron thick CdS/CdTe, photosensor. Using typical photosensor
parameters [10,11], 6=2.67 microns, €=4,43x10 ~*, then Fig. 4 shows the theoretical 1light
valve response as a function of bias voltage for three input intensities separated by 3
db.

Contrast inverter

The intensity-to-time converter in the overall processing system requires constant
magnitude 1light impulses as its output rather than the intensity nulls given by the
intensity notch generator. Through contrast inversion the nulls obtained from the notch
generator can be converted into the desired impulses or light peaks. Contrast inversion
is easily implemented using the polarization properties of 1liguid crystal cells. The
function is best implemented with the reflection mode twisted nematic type light valve
with the polarizer/analyzer pair oriented in the same direction. It has been shown [12]
that a cell with an overall molecular twist of 45 degrees provides the maximum on-off
transmiscion ratio. For this rcason the 45 degree twist cell was used to implement the
contrast inversion.

The transmission vs. input intensity for a 4 micron, 45 degree twisted nemzstic LCLV placed
between a polarizer and analyzer oriented in the same direction is shown in Fig. 5. In
the figure, the ordinate is normalized intensity transmission .for 514.5 nm read
illumination. The abscissa is in relative db of input intensity. As seen in Fig. 5 the
trensfer function has the necessary slope to provide contrast inversion, 1i.e. smaller
input intensity results in greater intensity transmission at the output of the device.

If one of the notch responses shown in Fig. 4 is used as the input to the above 1light
velve, the effects of the contrast inversion can be seen in Fig. 6. To obtain the results
shown in the figure, the input to the contrast inverter, while following on a db basis the
transmission characteristic of the notch generator, was adjusted such that the -30 db
point on the null curve corresponded to the -46 db input point on the contrast inverter
transfer curve. Such scaling is readily accomplished in an actual system by adjusting the
intensity of the read illumination to the notch generator. In the present discussion,
this illumination modified by the transfer characteristics of the notch generator becomes
the input write illumination to the contrast inverter. Figure 6 points out an added
benefit of wusing the 1light valve for contrast inversion. Due to the 1limiting
tharacteristics of the inverter trensfer curve, the device also performs a thresholding
opcration on the input intensity rcsponse. Thus the relatively broad input null response
results in a significantly more narrow output response as a function of notch generator
bias sweep voltage. The output then more closely resembles the ideal delta function type
response desired for the nonlinear processing system's intensity to time converter.
Clearly, the more narrow the light impulses, the greater will be the resolution of the
processing system,

Temporal weighter

The second major operation in the nonlinear processing system depicted in Fig. 1 is the
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weighting of the 1light impulses emanating from the intensity-to-time converter by the
temporal intensity weighter., As described previously, the temporal intensity weighter is
the clement in thc processing system used to introduce the desired nonlinear operation on
the system's input intcnsity distribution. fThe weighter is in effect an electrooptic
attenuator with sufficient dynamic range to occomplish the desired nonlinear
transformation,

A transmission type liquid crystal cell operating between a2 crossed polarizer/analyzer
can conveniently be used for the electrooptic attenuator. To illustrate, consider 3
perpendicularly aligned uniform cell of thickness 8 microns. For a unit magnitude input
intensity, Fig. 7 shows the transmission/attenuation characteristics of the cell as a
function of applied voltage.

Temporal integrator

The final function in the nonlinear optical processor depicted in Fig. 1 is that of
temporal integration. The nonlineatly weighted impulses emerging from the temporel
weighter are distributed sequentially over the time interval [0,T] corresponding to the
sweep period of the bias voltage on the intensity notch generator. The purpose of the
integrator then is to accumulate the weighted light impulses over this time interval and
present them in parallel form at the end of the sweep period. This effectively removes
the time element from the processing operation.

Although some secondary storage effects in the 1liquid crystal 1light valves were
ohserved during this study, the 1light valve 1is basically not a storage device and
therefore cannot be used for the integration function. A number of devices do exist,
however, that can suitably perform the integration. Two such devices used in this study
are the silicon vidicon TV camera tube and photographic film. Using a vidicon, reazl time
operation of 'the processing system is achievable. The manner in which the vidicon is used
for the integration process is to halt the scanning on the vidicon surface during the bias
sweep interval [0,T]. This allows the light from the temporal weighter to be accumulated
and stored as a charge distribution on the photosensitive surface of the vidicon. At the
end of the sweep period, the vidicon scan is resumed thus reading out the integrated
charge for presentation on a suitable monitor or transmission over a communication link as
desired.

The light integrating properties of photographic film are well known and offer a simple
means of performing the integration task. While the use of photographic film precludes
real time operation for many applications its usSe as the final integrator is tolerable end
even desirable. This is particularly true if the nonlinear processor represents the final
operation in a more complex image processing system where the final processed image is to
be retained for observation or further analysis. A vidicon system was used extensively
during this study to observe the operation of the processing system. However, the results
presented in this paper were all obtained using photographic film as the temporal
integration medium.

A third candidate for the temporal integration function is the <class of optical and
electrooptical devices capable of real time parallel image storage. Of particular
interest is the PROM (Pockels Readout Optical Modulator) device [13]. While its wuse in
the processing system was not investigated to any length during this study, it does offer
significent potential as the final element in the nonlinear processor. The primary
advantage of using such a memory device is that at the end of the integration period the
final imege is instantaneously available in coherent form for wuse in further opticel
processing operations. This is particularly advantageous if the nonlinear processor is
simply one of several operations being performed on the original input imege. A specific
example of such an operation is in homomorphic image filtering.

Nonlinear Processing System

In the prcvious sections, methods for implementing each of the four basic functions of
the nonlinear processor were described. Cascading each function as described, Fig. 8
shows onc possible hardware configuration for recalizing the overall processor. Lens Ly
images the input scene, image, or data onto the face of light valve LCLV, . LCLV, is the
notch gencrator described previously. 1ts bias voltage is derived from ~a programmable
voltage source VS., that is controlled by a microprocessor system to produce the desired
sweep voltage. The read illumination I; for LCLV, is polarized by P, , passes through the
light valve by reflection off of beamsplitter BS), and then is transmitted through RBRS; to
the crossed analyzer P,. From P, the light is focused by lens L; onto the contrast
inverter implemented %y light valve LCLV,. The input intensity to LCLV, is appropriately
scaled by adjusting the read illumination source Iy;. The contrast inversion is completed
as illumination I, passes through polarizer P3, %eamsplitter BS,, the light valve LCLV,,
and finally out through parallel analyzer P, The fixed bias voitage for the contrast
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inverter is supplied by voltage source VS,. The polarized light from P, is imaged by the
system of lenses L3 and L, through the temporal weighter implemented with LCLV3, crossed
analyzer Pg, and finally onto the vidicon integrator. The bias voltage for temporal
weighter LCLV3 is derived from programmable source VS3, and is controlled in conjunction
with source VS; by the microprocessor control system.  The microprecessor further controls
the scan time of the vidicon integrator, providing a command at the appropriate time to
scan the vidicon's photosensitive surface .and send the processed image to the display
unit.

Experimental Results

As shown in Fig. 8, the operation of the processing system was governed by a
microprocessor-based controller. The controller performed the task of simultaneously
providing the swept bias source for the intensity notch generator and the nonlinearly
shaped bias source for the temporal weighter. When the vidicon camera system was employed
for the final integration task, the microprocessor controller also supplied appropriately
timed signals to inhibit or start the vidicon raster scan as described previously. The
digitally based control system derived the two bias voltages through the use of D/A
converters and 3 pair of four guadrant analog multipliers operating on & constant voltage
AC source.

The transfer function of the intensity notch generator was carefully measured and the
data reflecting the voltages at which intensity nulls occurred over an input intensity
range of 26 db was stored in the microprocessor memory. Similarly, the voltage vs.
attenuation characteristic of the temporal weighter was measured and the results stored in
memory. Using this data base, the microprocessor was then programmed to perform four
nonlinear operations upon command, i.e. 1level slice, logarithm, exponentiation, and A/D
conversion,

Figures 9-12 show the preintegration responses of the processing system during a single
sweep period of a level slice operation. A known constant intensity was input to the
system during the sweep period. Figure 9 shows the response of the intensity notch
generator as a function of sweep time. 1In Fig. 10, the intensity out of the contrast
inverter/thresholder is shown for the same sweep interval. Figure 11 shows the voltage
out of the C/A converter used to control the bias supply for the temporsal weighter for the
level slice operation. For the simple case of a 1level slice, the voltage limits
correspond to the voltages necessary to switch the temporal weighter from maximum
attenuation to meximum transmission. The final preintegration output intensity from the
system is shown in Fig. 12.

Similar discrete intensity response measurements were made with the microprocessor
placed in the 1logarithm and exponentiation modes. Repeated measurements of the output
intensity were made in each mode as the input intensity was varied in 2 db steps over a
total range of 20 db. The results for the logarithm and exponentiation operations are
shown in Figs. 13 and 14 together with the appropriate calculated responses. The slight
deviations of the measured values from the calculated curves are attributable not only to
measurement error but also to the tendency of the 1light valves' transfer functions to
change slightly with temperature.

The response of the system to operations on variable intensity, two dimensional input
images is shown in Figs. 15 through 17. Figure 15 shows the original discrete intensity
test image used as input to the system. The test pattern cells spanned a range of 23 db
of input intensity with each cell being repeated a minimum of 3 times throughout the
pattern. Figure 16 shows the integrated system response for a simple 1level slice
operation on the test pattern. .

The results of the slightly more complex operation of A/D conversion are shown in
Fig. 17, The third row of the input intensity test pattern of Fig. 15 was digitized to 3
bits, each output image bit plane requiring a separate processor operation. The
microprocessor was programmed to perform the digitization over db input intensity, i.e.
eight distinct 3 db intensity bands spanning 24 éb. The choice was somewhat arbitrery and
through simple reprogramming of the microprocessor controller the digitization could be
performed on the basis of absolute intensity.

The preceding results all were obtained using photographic film for the final
integration process. As mentioned previously, the vidicon camera system was used
extensively throughout the experimentation primarily to demonstrate the real time
operating characteristics of the processing system. Using the vidicon system, resl time
operation could be demonstrated by translating the input image and observing the
corresponding movement of the processed image on the camera monitor. The results obtained
for stationary images using the vidicon system were nearly identical to those presented in
this paper.
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A multiple liquid crystal light valve system copable of performing real time nonlinear
image transformations has been described. Experimental results for the specific nonlinear
operations of el slice, logarithm, exponentiation, and A/D conversion . were presented.
It was shown hat not only could input images be operated on in real time but also that
the specific nonlinear operation could be altered in real time. Further, it was shown
that the nature of the system allows for use of either coherent or incoherent light for
the processing operation.
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Figure 15. Discrete intensity test image Figure 16. Level slice of test image

Figure 17. A/D conversion of middle row of test image

SPIE Vol. 218 Devices and Systems for Optical Signal Processing (1980) / 115

32



1.6 Variable Grating Mode Liquid Crystal

Devices: Modeling

The variable grating mode (VGM) liquid crystal device [32], [37],
[40,41] has been further studied experimentally and theoretically in
the last year. This work has been in conjunction with the device

development work being done at HRL.

Research on variable grating mode (VGM) 1liquid crystal devices
has produced potentially exciting results in two principal areas:
device physics and applications. This section describes a few
preliminary results on device physics, and the next section describes

applications for analog and digital logic processing.

In the device physics area, experiments on the intensity and
polarization states of diffraction orders have been performed as a
function of input polarization state. The results of these
experiments can be summarized as follows (linear input polarization is
assumed): the odd diffraction orders are polarized 1linearly parallel
to the VGM domains and their strength is directly related to the
parallel component of the input polarization; the even diffraction
orders are linearly polarized with a 180° relative phase shift induced
between the polarization components parallel and perpendicular to the
VGM domains. These results were then correlated with high resolution
polarizing microscope studies of an electrically activated VGM cell.
The goal is to produce a model of the static or dynamic liquid crystal
director pattern within the domains, so that an accurate physical
picture of the VGM effect can be obtained. Work on these modeling

problems is continuing.
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1.7 Variable Grating Mode Liquid Crystal

Devices: Applications

Several new areas of applications for VGM devices have been
recently investigated, including optical digital logic functions, full
adder, and matrix operations. The new discovery here consists in
realizing that any intensity-to-spatial frequency conversion scheme
such as the VGM device can be readily wutilized f£for numerous other
optical processing technologies in addition to direct nonlinear
fdnction implementation. In the optical digital logic application, a
VGM cell was shown to be capable of producing any positive or negative
digital logic operation (AND, OR, NOR, NOT, NAND, XOR, NXOR, etc.)
merely by changing a Fourier plane filter. This approach satisfies
the long-sought optical computer requirements of programmable
flexibility and level restoration. In addition, for three
superimposed input binary bit planes (two input planes and a carry bit
plane), the VGM device allows a full adder (sum bit and carry bit) to

be implemented in a single pass through a single device.

Details of the most recent work are contained in the paper,
"Optical Computing with Variable Grating Mode Liquid Crystal Devices"
presented at the SPIE Technical Symposium East/1980 Optical Computing
Conference, in April, 1980 [40]. This paper is reproduced here. A
second paper, "Variable Grating Mode Liquid Crystal Device for Optical
Processing," presented at the SPIE Los Angeles Technical Symposium in

February 1978 [Bi] is also included.
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Abstract

A liquid crystal device that performs a two-dimensional intensity-to-spatial frequency
conversion has been developed for use as an optical transducer. When such a device is
used as the input transducer in an optical filtering arrangement, image intensity levels
can be easily manipulated via Fourier plane filters. This variable input intensity-output
intengity transfer function has numerous potential applications in image processing.
Implementation of a variable level slice operation is discussed and experimental results
presented. The VGM LCLV device is also particularly well adapted to performing binary
logic operations on 2-D images. This application is discussed, and results demonstrating
the implementation of common logic operations are presented.

Introduction

One of the primary concerns in the fields of optical image processing and optical
computing 1is the desire for a wider range of real-time input transducers to meet the
special requirements of various processing schemes. Variable-grating-mode (VGM) 1ligqujd
crystal devices offer a radically new approach to the problem of optical transducers-+.
The basic function of the VGM device is to perform an intensity to spatial frequency
conversion. This is done simultaneously over a two-dimensional image field so that the
intensity variations of an image are converted to local spatial frequency variations in a
phase grating structure within the ligquid crystal layer. Due to the intensity-to-spatial
frequency conversion thus performed, a standard spatial filtering system can be used to
manipulate the VGM spatial frequencies and thus the input intensities. 1In this paper we
describe two basic applications of the VGM device: nonlinear processing of continuous tone
images and optical logic operations on binary images. The VGM liquid crystal light valve
has many advantages for both of these processes.

The ability to perform arbitrary point nonlinearities over two-dimensional images
greatly increases the flexibility of optical processing systems2. In the past few years
several different approaghes to the problem of implementing generalized noglénearities
have been investigated3. These have included halftone screen techniques¥4:3:6nonlinear
devices /'8, feed back methods?, and a variable level slice among others. The - main
advantage of the VGM approach over previous methods is the ease of programming the
functional nonlinearity desired for a given image transformation. This is done simply by
changing the transmittance distribution of the spatial filter in the optical processing
system, The spatial filter 1is relatively 1low resolution and need only have a
space-bandwidth product equal to the number of gray levels to be processed independent of
the space-bandwidth product of the input image.

The same programmability advantage applies to the implementation of binary 1logic
operations. One device can be used to implement any of the common logic operations (AND,
CR, XOR, and their complements) by simply changing a Fourier plane filter. P vigui}y
¢escribed optical logic systems were "hardwired" to perform specific operationsg*tricri3d,
2n¢ in most cases one or more logic functions proved difficult or cumbersome to implement.

A second major advantage of the VGM system is the possibility for level restoration at
each stage in order to provide required noise immunity. This capability has been lacking
in other numerical processing systems where noise accumulates in cascaded stages.

It should perhaps be pointed out that consideriblg gffort has been directed toward
using integrated optics for logic elementsl4 /12,16, This approach is inherently
one-dimensional and does not fully exploit the advantages available to fully parallel
two-dimensional optical processing algorithms.

In the following we first describe the basic principles of operation of the VGM device.
Then we discuss in more detail how it can be used for nonlinear processing of images and
some of the limitations of device performance. A varieble 1level slice experiment ic
Gescribed as an exemple of nonlinear processing. Next, the spplication of the VGM device
5 iogic eperations is introduced ond soms sreliminccy experimentzl recsults are presented.
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VGM device description

The primary.active element of the variable grating mode liquid crystal device is a thin
layer of 1liquid crystal that is observed to form periodic stripe domains in the presence
of an applied voltage as shown in Fig. la. The formation of the domains results in a
phase grating characterized by a spatial frequency that depends on the magnitude of the
voltage across the liquid crystal layer. The grating period can be optically controlled
by placing a two-dimensional photoconductive layer in series with the layer of liquid
crystal.

The structure of the present photoactivated device is shown schematically in Fig. 1b.
It includes a sputter-deposited ZnS photoconductor, and a liguid-crystal layer. These are
sandwiched between indium-tin oxide (ITO) transparent electrodes that have been deposited
on glass gsubstrates. A low-voltage dc drive voltage is impressed across the electrodes.

The operating principle of the device is straightforward. The thin-film structure is
designed to accept most of the drive voltage when the photoconductor is not illuminated;
the portion of the voltage that falls across the liquid crystal is below the activation
threshold of the liquid-crystal VGM effect. When light falls on the photoconductor, the
photoconductor's impedance drops, thereby switching the voltage from the photoconductor
onto the 1liquid crystal and driving the liquid crystal into its activated state. Thus,
the photoconductor acts as a light-activated voltage gate. The high lateral impedance of
the thin film causes there to be very little spreading of the photoconductivity or of the
associated liquid-crystal electrooptic effect. As a result, the light-activation process
is a high-resolution process, and the device can accept photographic-quality images.

Nonlinear processing of continuous valued signals
with the variable grating mode liquid crystal device

The VGM liquid crystal device can be considered to be an intensity-to-spatial frequency
converter capable of operating on two-dimensional images. The intensity-to-spatial
frequency conversion allows the implementation of arbitrary point nonlinearities with
simple Ffourier plane €filters. As discussed above, when an input image illuminates the
photoconductor surface of this device the intensity variations of the input image change
the local grating frequency. If coherent 1light is utilized to Fourier transform the
processed image, different spatial frequenty components (corresponding to different input
intensities) of the encoded image appear at different locations in the Pourier plane as
shown in Fig. 2a. Thus, by placing appropriate spatial filters in this plane it is
possible to obtain different transformations of the input intensity in the output plane as
depicted in Fig. 2b. This figure describes the variable grating mode nonlinear processing
graphically. The input intensity variation is converted to a spatial fregquency variation
by the characteristic function of the VGM device (upper ' right-hand gquadrant). These
variations are Fourier transformed by the optical system and the spectrum is modified by a
filter in the Fourier plane (upper left-hand quadrant). Finally, a square-law detection
produces the intensity observed in the output plane (lower left-hand quadrant).
Considered together, these transformations yield the overall nonlinearity (lower
right-hand quadrant). Design of a proper spatial filter for a desired transformation is a
relatively easy task. For example, a level slice transformation requires only a simple

slit that passes a certain frequency band or bands. A mathematical formulation of
nonlinear processing utilizing the VGM device is presented in the next section.

Variable phase grating analysis

Consider a phase grating (periodic array of phase shifting elements) extending to
infinity in both the x and y directions. Let g(x,y) be the complex amplitude
transmittance of the phase grating. Since the grating extends to infinity we can assume
thet g.x,y) is a periodic function of x and write it as a Fourier series expansion

.-}

2(x,y) =) ¢ exp(j2mnx/L) o
ns-
where
L
c, = % S g(x,y)exp(-j2mnx/L)dx (2)
0

zne L is the geriod of the greting. Because we assume that the grating extends to
infinity in the y-cirection, g(x,y) is not 2n explicit function cf y.
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For the case of a uniform input intensity distribution and a Fourier plane filter
HB(fx,fy) which transmits only the first diffraction order, it can be easily shown that the
output intensity, Iy, resulting from the inverse Fourier transform is

~ 1 2
Ig(x.y) = [gH(z.0)] (3)

1 .
where H(TL,0) is the filter amplitude transmittance at the first diffraction otder of the
VGM grating with period L and ¢ is a constant. Thus the output intensity is directly
telated to the variation in the filter transmittance as a function of spatial freauency.

Using the above analysis, the processing limitations of the VGM device can be
estimated. The fundamental question to be answered is how large the smallest picture
element, or pixel, must be with respect to the VGM grating frequency.

Suppose that the usable spatial frequency range over which the VGM device can operate
is v _. To avoid crosstalk from higher diffracted orders the VGM device can only be
operatéd between the first diffraction order and the next non-zero harmonic of the lowest
fundamental frequency. Experiments indicate that the second harmonic can be eliminated by
a polarizing filter so that the third harmonic is the next non-zero component. However,
in the subsequent derivation if is assumed that the second order sets the limiting
frequency for a "worst case" calculation. If the lowest frequency used is denoted by Vo
then the usable fregquency range is

Svo = 2v° = Vg = Vg (4)

as shown in Fig. 3. If the number of intensity levels that must be distinguished is N,
then the Fourier transform of any one aperture represented by 24v in Fig. 3 must be
contained within a region of width v,/N in the Fourier plane. So we must have

2Av 4 vo/N. (5)

If the pixel width is b, then the width of its Pourier transform is 2/b, which implies
that

2
2v =g (6)
Combining Eg. (5) and (6) we have
2
B & vo/N (M
or
bvo > 2N. (8)

Tn:s relation thus requires that the pixel size contains 2N periods of the lowest grating
frequency if N grey levels are to be processed. For example, if Vg5 = 200 cycles/mm and
% = 50, then each pixel must have a size b = 0.5 mm. Thus if the device has a 50 mm
szquare area a 100 x 100 pixel image could be processed with 50 defined grey levels.

Demonstration of a level slice function with the VGM device

In this experiment the ability of the VGM device to generate a level-slice nonlinearity
is demonstrated. The experimental setup is shown in Fig. 4. The input picture is
illuminated by an arc lamp source and imaged onto the photoconductor surface of a VGM
device which initially has a uniform phase grating structure due to a dc bias voltage.
The grating period is locally modulated by the input picture intensity, and this
modulation is mapped into a position along a line in the spatial filter plane. A red
filter ensures that only the readout laser beam enters the coherent optical processor.
Small circular annuli of varying radii are used to pass certain spatial frequency bandés.
This in effect allows only prescribed input intensity ranges to appear in the output.
Figure 5 shows both the input and level sliced output pictures. Figure 52 shows a
positive print of the original image as photographed on the imaging screen., A negative of
the original was used in the experiments. Figure 5b shows a2 low intensity level slice
corrcsgonding to 2 VGM periodicity of 120 lines/mm with epproximately 3% bandwidth. ™
Fii. 5¢ ancther level, corresponding to 153 lines/mm, 1ig shown. Figure 54 at 216
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lines/mm, illustrates the interference from second hatmonics., Weak second harmonics of
the low-intensity image slice corresponding to 118 lines/mm can appear in the 236 lines/mm
level slice. In Fig. Se, a broader slice of approximately 11% bandwidth was taken
centered about the level corresponding to 140 lines/mm. This picture may be compared with
the previous slices and particularly with the slice shown in Fig. Sc. Finally, Pig. S5f
shows a very high input intensity slice at 440 lines/mm of 10% bandwidth. fThree grey
levels may be seen simultaneously; these correspond to the superposition of three broad
intensity slices.

VGM implementation of logic functions

. To see how the VGM device can be used to implement logic operations, one need only
realize that the function of a 1logic circuit can be represented as a simple binary
nonlinearity. The input-output characteristics of the common logic functioms are shown in
Fig., 6. The input in these figures is assuméd to be the simple arithmetic sum of the two
input logic levels. Thus NOT is simply a hard-clipping inverter, AND dnd OR are
hardclippers with different thresholds and XOR is a level slice function. Any spatial
light modulator or optical processing system which can produce these nonlinearities can be
used for implementing combinatorial logic. Furthermore, if the system allows feedback to
be readily introduced, sequential or latching logic can also be implemented.

The VGM device is well suited to implementing these nonlinearities. With the VGM
approach, nonlinearities are obtained using a Fourier plane filter whose transmittance
variation in one-dimension is essentially a plot of the desired nonlinearity. Thus
azbitrary nonlinearities are easily produced and changed. For logic operations the
situation is quite straightforward. Since the nonlinearities associated with log1c
operations are binary functions, they can be implemented with simple slit apertures, i.e.,
0 or 1 transmittance values. Such binary filters are the simplest filters to implement.
A second feature of the VGM technique that is especially suitable for logic processing is
that the input and output are physically separate beams. The input beam modulates a
photoconductor; concurrently the image is red out with a second beam. This separation of
input and output provides for the possibility of restoring the output levels to the 0 and
1 values even if the input levels are not exactly correct. This feature is essential to
the production of a reliable logic system that is immune to noise and systematic errors in
the levels. Electronic 1logic elements possess such level restoring capability, but
currently proposed optical logic schemes lack this essential characteristic.

Two further aspects of 1logic operations which are advantageous for optical
implementation purposes are the facts that logic operation input levels are discrete, and
that only a small number (2~4) of distinguishable levels are reguired. The existence of
discrete input levels implies that the nonlinearities need not have the exact forms shown
in Fig. 6. In particular the transition regions need not be perfectly sharp thresholds
since the input values are presumed not to occur within the transition regions in any
event. The fact that only a few levels need be distinguished implies that the grey-level
resolution requirements for the system are minimal.

The operations discussed above are the basic combinatorial logic functions. However,
sequential logic may also be implemented with appropriate feedback, i.e., imaging the
output plane onto the input plane (which can be accomplished with incoherent
illumination). However, with the present VGM transmission devices there is a problem of
separating the read and write functions in a feedback system since their wavelenqths must
be identical.

Experimental results of logic implementation

A series of experiments were conducted to demonstrate the fundamental logic functions.
The experimental setup of Fig. 7 was used. Two input fields were superimposed at the VGM
plane along with a bias illumination. The total illumination intensity on the
photoconductor of the VGM device was thus the sum of the two input intensities and the
bias intensity. The input illumination was a filtered high-pressure mercury arc lamp.
The bias illumination was provided by a collimated tungsten bulb source. The VGM device
was read out in transmission using a HeNe laser. A filter was placed in the Pourier plane
to select the desired diffraction orders for each logic function.

For these experiments, the inputs consisted of one vertical rectangular aperture and
one horizontal aperture. When these were superimposed along with the bias, 2 sauare image
was formed with the four quadrants having the intensity 1levels shown in Fig. 8. This
image corresponds to the logic truth table shown. Thus the output images have intensity
levels determined by the truth table associated with the desired 1logic function. The
logic functions AND, OR, XOR and their complements were implemented seauentially a2s shown
in Fig. 9 by -1fer1ng only the Fourier plane filter. Tmperfections visible in the output
wione  dote srisc  from defects in the cell structure of the VGM device employved in these
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experiments. Investigations on VGM device 1mprovements, limitations, processing speed and
pixel uniformity are in progress.

conclusion

We have described a new type of optical transducer, the variable-grating-mode (VGM)
liquid crystal device which operates by providing an intensity~to-spatial freguency
conversion. It has been demonstrated theoretically and experimentally that this device
can be used for implementing arbitrary nonlinearities on continuous tone images, and can
be employed to perform combinatorial logic operations on binary images. The VGM approach
has several advantages over other techniques.  Principal among these advantages is the
flexibility of the device inherent in its functional programmability, which may be
exercised at will merely by changing a low-resolution spatial filter.
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Figure 1. VGM cell. (a) The phase grating structure of the VGM device at a fixed voltage
viewed through a phase contrast microscope. (b) Schematic diagram of the VGM
device construction. Current devices are read out in transmission at a wave-
length at which the photoconductor is insensitive.
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Figure 2. VGM nonlinear processing. (a) Experimental setup indicating the mapping of
intensity to spatial fregquency. (b) The overall input-output characteristic
can be found by stepping through the successive nonlinear transformations
including (1) the intensity to spatial freguency conversicn, (2) spatial
filtering, and (3) intensity detection.
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Figure 3. The gray level resolution is limited by the ratio of the distance
between VGM harmonics to the object spectrum bandwidth.
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Fisure 4. Experimental setup used to perform the level slice experiments.
The spatial filter was a variable annular aperture.
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Figure 5. Level slice results. (A) Original image.
(B-F) Represent level slice results for
various apertures as discussed in the text.
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Figure 6. Logic functions as simple nonlinearities.

Given an input consisting of the sum of two
binary inputs, different logical operations
can be effected on those inputs by means of
the depicted nonlinear characteristics.

(a) NOT, (b) AND, (c) OR, (d) XOR.
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Figure 7. Experimental arrangement for performing logical operations
on two dimensional binary inputs with a VGM device. The
two input images are superimposed on the photoconductor.
The device is read out in transmission. Simple slit
apertures can be used to achieve the desired logic operations.
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Figure 8. VGM logic results. (a) Two binary images were superimposed
to produce the input intensities on the photoconductor as
shown. Without any filter, the output is ideally a uniform
field (logical 1). The actual output is shown below the
indicated input levels. (b-g) indicate the ideal outputs
and the actual outputs for the logical operations OR, NOR,
AND, NAND, XOR, NXOR, respectively.
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Variable grating mode liquid crystal device for optical processing
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Abstract

I the variable grating mode (VGM) operation of a liquid crystal device, a phase grating
“srmed whose period depends upon the voltage placed across the cell. Typical spatial
quency variation is from 100 to 600 cycles/mm. By adding a photoconductive layer to the
2201, the grating period can be optically controlled. Thus each input intensity level in an
‘rtical signal will generate a local grating structure at a different spatial frequency. If
vhe VGM deviee is placed in the input plane of a coherent optical processor, each point in
:he Fourier transform domain will correspond to a different grating frequency, and thus to a
iifferent input signal level. By varying the attenuation at each point in the Fourier plane,
any desired transformation of input intensity to output intensity can be achieved. In par-
ticular, level alicing can be achieved by placing a slit in the filter plane so that only a
narrow range of spatial frequencies is transmitted and thus a narrow range of input inten-
sitiec i passed. Several experimental VGM real-time devices have been constructed and the
recults o7 a level slieing experiment are presented. This device has the potential tecperform
% wide variety of real-time, parallel, optical processes.
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We are investigating the feasibility of using the variable grating effect for nonlinear
optical data processing. Separately the possible mechanisms responsible for the VGM are
being investigated. Liquid crystals exhibit domain structures; these are particularly evi-
dent when the liquid crystal is in the form of a thin film or when it is sandwiched between
planar electrodes. Domain structure, which manifests itself by periodic reorientation of
the optical axis of the liquid crystal, may be seen when no external electric or magnetic
fields are applied or when electrohydrodynamic or magnetohydrodynamic instabilities are
induced by a field. 1In particular, a nematic-phase liquid crystal, sandwiched between
electrodes spaced 12 um or less and with a static electric field normal to the electrodes,
exhibit domains that appear as parallel structures. These domains extend along the direc-
tion of quiescent state alignment of the liquid crystal on the electrode surface, this
alignment having been induced by rubbing or other appropriate methods. These 4omains have
the unique property that they can act as phase diffraction gratings, the grating constant
being a function of the applied voltage. :

Cells were fabricated from plane electrodes that had been coated with ITO to provide a
conductive surface. Mylar spacers were used, and cell parallelism was determined on an
interferometer to be within one-half a fringe. Observations on domains were done with a
polarizing microscope. A phase contrast microscope was also used, but produced no obser-
vably different results. Alignment on the surface was induced by rubbing or with an ion
bombardment etch-alignment method.

VGM domains have previously been observed in planar cells.l'z'3 We also observed these,
but, contrary to the previous reports in the literature, we found the cell-spacing limit to
be 12 rather than 6 pm. Also contrary to these reports, the domains for static fields
always are parallel to the quiescent-state alignment on the electrode surface. For alter-
nating fields, the domains (commonly known as Williams domains) are perpendicular to the
quiescent state alignment.

For alternating fields of 10 Hz or higher, the cells always showed Williams-type domains.
These domains exist in a narrow range above the threshold voltage because, as the voltage
is raised, increased flow within the cell, by causing turbulence, causes scattering to occur.
This, and the very small variation in the spacing of domains, limits the utility of this
mode in any practical device.

For frequencies below 10 Hz, a mixed-mode behavior is observed, with VGM- and Williams-
type domains ainnearing alternately. The cells also exhibit severe scattering during the
appearance of the Williams domains, especially as the frequency is raised.

For static fields, there is a large linear variation in domain spacing as a function of
voltage. For the azoxy compound Merck NV in a 6.3-um cell, for example, the slope is
~8 lines/mm-V. For high-resistivity samples (1010 @/cm), little or no dynamic scattering
occurred even for voltages as high as five times the threshold. Figure 1 shows a series
of views of a VGM cell taken through a polarizing microscope. The predominant apparent
effect is a decrease in the period of the phase grating as voltage increases. Some of the
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20V 30V 40V 50V 60V 70V 80V 90V 100V
Figure 1. VGM viewed through polarizing microscope.

typical imperfections in the VGM device can also be noted in the photographs. There are
places where two or more domains merge through arcs that, although small and not numerous,
have the noticeable effect of degrading the diffraction patterns by smearing and arcing the
points in Fourier space. The remedy for this is not yet known. Furthermore, inconsistency
in the grating alignment within each picture and from picture to picture may be noted.

The diffraction patterns obtained from a typical VGM cell are shown in Figure 2. The
light beam was not well collimated in these pictures, as can be noted from the size of the
zero-order spot, but the pictures serve to demonstrate the general features of the diffrac-
tion, including the development of circular arcs in the higher voltage examples.

mnov 20V

30V 40V

Figure 2. Diffraction patterns of a VGM cell.
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The diffraction efficiency of the VGM cells is >25% in lst order. The relative strengths
of the orders show that the optical phase does not vary simply sinusoidally across the grat-
ing. 1Interesting polarization effects are sometimes noted where all the odd orders and even
orders behave differently with variation of the polarization of the light.

Preliminary work has been done on the response time. For azoxies, when switched on to a
voltage above threshold, Williams-type domains appear first, accompanied by some scattering.
These domains then decay into the VGM-type domains by twisting through 90° from their origi-
nal direction. The process requires 3 to 4 sec. For esters, the times were as great as
15 sec. Decay time appears to vary with cell thickness.

The quality of the domains (e.g., their parallelism and the direction along which they
extend) appears to depend on surface treatment. Thus, when the ITO film is coated with S5iO3
deposited at a medium angle, the domains are no longer parallel but are randomly curled in a
plane parallel to the electrode surface. The grating lines in the VGM lie parallel to the
liquid-crystal director. The orientation of the liquid-crystal director is enforced only
by the preparation of the surfaces of the electrodes. Although rubbing has proven to be
satisfactory for test cells, a much more uniform homogeneous alignment can be obtained by
ion-beam etching certain types of surfaces. Figure 3 shows the best quality-of domains yet
obtained.

We have studied the liquid-crystal param-
eters relating to VGM operation to find the
most suitable ligquid-crystal mixture for this
application. Eleven different LCs have been
tested and compared so far.

The VGM effect in nematic-phase LCs of
negative dielectric anisotropy has been demon-
strated _with azoxy mixtures, such as Merck
nNp v.1:3/ These yellow-colored eutectic mix-
tures from aromatic azoxy compounds absorb
light in the UV and visible (below 420 nm)
region of the spectrum, and they can undergo
photodecomposition during long illumination.
Other classes of LCs, such as phenyl benzoates,
are stable to visible light with an absorp-
tion edge below 330 nm. Eutectic mixtures
of these aromatic esters with varying average Figure 3. Domains in an etched cell.
molecular lengths were studied for VGM under Magnification 100 times.
another AFOSR program (79M-0553/D7283-3).

These same highly purified phenyl benzoate mixtures without dopants were tested for VGM
operation and their response correlated with their average chain length, viscosity, aniso-
tropy, index of refraction, and resistivity.

A cell was fabricated from ITO-coated, 0.5-in.-thick optical flats and a 6-um Mylar spacer
sandwiching the LC. The effect of dc voltage was observed with a polarizing microscope at
258x magnification for each LC mixture. The domain width d is inversely proportional to
applied voltage according to:

d = o/V
where @ is a constant that is dependent on the particular LC mixture. This relationship is
best shown in Figure 4, where dc_voltage versus grating period 1/d for each eutectic is a

straight line with a slope of e~l, The period of domain structure depends mainly on the
sample thickness {, and less on other parameters according to

). 1/4
d = 0.8(p/pkyq) g

where
P = density of LC
kll = elastic constant for splay
P = viscosity coefficient.
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Figure 4. VGM voltage dependence for various LCs.

Some of these parameters suggest that, for the best VGM response (i.e., maximum grating

period/volt):

Average molecular length should be minimum

Conductivity anisotropy should be high

Large an is preferred 10 11

Range of LC resistivity 2 x 10

to 1l x 10 Qcm

Not dependent on viscosity

Research was performed on the photoconductive layer for the VGM photoactive cell.

The structure of the present photoactivated device is shown schematically in Figure 5.
It includes a sputter-deposited 2nS photoconductor, and a liquid-crystal layer. These are
between indium-tin oxide (ITO), transparent electrodes that have been deposited on glass

substrates.

A low-voltage dc drive voltage is impressed across the electrodes.

The operating principle of the device is
straightforward. The thin-film structure is aveLED |

designed to accept most of the drive voltage VOLTAGE
when the photoconductor is not illuminated;
the portion of the voltage that falls across

the liquid crystal is below the activation b
threshold of the liquid-crystal VGM effect. —t

When light falls on the photoconductor, the T
photoconductor's impedance drops, thereby Do m@ﬁwﬁ
switching the voltage from the photoconductor NI -t

onto the liquid crystal and driving the liquid GLASS SERRE -
crystal into its activated state. Thus, the PLATES == i T
photoconductor acts as a light-activated [EER R T
voltage gate. The high lateral impedance of CONDUCTIVE 1 1

the thin films causes there to be very little NESA-COATINGS <
spreading of the light or of the associated :
liquid-crystal electrooptic effect. As a ]
result, the light~activation process is a ;
high-resolution process, and the device can

LIQUID CRYSTAL
PHOTOCONDUCTIVE COATING
OVER THE CONDUCTIVE
NESA COATING

accept photographic-quality images.

Figure 5. Schematic VGM cell.
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The VCM phenomenon is a dc electrohydrodynamic instability effect occuring in high-
resistivity (p »1010 wcm), pure liguid-crystal compositions. They require high-impedance
photoconductor layers. 32inc sulfide photoconductor has been selected for the best impedance
match with the LC. Unfortunately, its photosensitivity is in the blue and uv region of the
spectrum, where the LC molecules are sensitive to photodecomposition.

The 2nS layer is deposited on conductive ITO electrodes by evaporation or ion-beam-
sputtering methods. With the evaporation technique, we prgduced photoconductors of 1.5 to
5 um thickness, while the sputtered films were only 5,000 A thick, highly transparent smooth
surface layers. The evaporated 1.5 to 5 pm 2nS photoconductors had a hazy, rough surface
appearance causing difficulties in LC alignment parallel to the electrodes. It has been
reported that vaporized ZnS causes homeotropic or tilted homeotropic orientation of the LC
material.® Mechanical polishing of the evaporated photoconductors increased their trans-
parcncy and surface uniformity, while polymer (PVA) coating the top of these 2ZnS layers,
supplemented by additional surface treatment, resulted in good parallel alignment. Photo-
sensitive devices were fabricated from the vapor-deposited and sputtered 2ZnS using ITO
counter electrodes and 6-pm spacers. The photoconductors were evaluated and compared by
measuring the dark current and switching ratios of the VGM devices. The photojunctions
somctimes observed can help to increase the effective switching ratio of current with and
without illumination. In Figure 6, the behavior of one such junction is plotted. It resem-
bles the behavior of two photojunctions back to back. At a certain bias, this cell crossed
over through zero switching ratio (for the illuminations shown) and reversed to a negative
ratio! A layer-by-layer study of the elements of the cells is being done to determine the
nature of these junctions. From the results, for devices with switching ratios above 6,
the dark current has to be less than 6 x 10~2 A-inT2, and this low dark current is obtained
with sputtered as well as evaporated 2ZnS.

40 -y qompo—p —
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Figure 6. Junction effect in VGM cell.

VGM cells were studied with respect to edge effects on resolution and possible "spillover"
of domains into adjacent unactivated areas. Electrodes were specially prepared by removing
scctions of the conductive coating by etching. A parallel plate cell was constructed such
that therc were conductive areas facing each other, either with conductive edges aligned or
with a maximum overlap of 150 ym of a conductive electrode over the nonconducting area. Cell
spacing was 6.3 pum, and the material was Merck NV. For alignment parallel to the edge when
operating close to the threshold voltage, domains were parallel to the edge and within the
active arca. TFor higher voltages, there was fringe spillover by not more than one fringe
spacing. For alignment perpendicular to the edge, domains appear to either terminate at the
cdgye or to join with an adjacent domain. The quality of the edge behavior is shown in
Figure 7.

The results indicate that a VGM light valve is a viable device requiring dc operation.
Studies of the edge effects indicate that implementation of the VGM in an image-processing
dcvice should ultimately produce excellent resolution.
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From the preliminary photosensitive devices
fabricated using a 2nS photoconductor layer to
achieve the high impedance needed, one cell
was selected that aligned well and did not
suffer the usual rapid deterioration seen in
dc operation. This deterioration supposedly
results from poisoning the LC by the diffusion
of ions from the photoconductor. The cell was
biased negatively on the photoconductor. This
cell was protccted as much as possible from
short wavelength illumination although this
was not entircly possible since ZnS requires
blue to long UV for photoexcitation. This
particular cecll was constructed of a 5-um-
thick evaporated 2ZnS layer that had been
polished and then rubbed with surfactant poly-
vinyl alcohol. The 6-um-thick LC layer was

made of llughes 2N40 ester. The counter elec- Figure 7. Behavior of domains near
trode was an ITO transparent layer treated with an edge. Magnification 100 times.
the same surfactant. The series impedance was

measured to be ~3 x 108 . With 160 V applied and with the maximum available illumination

at 7.3 mW/cm2 in the passband 410 to 550 nm, the periodicity of the VGM was calculated from
the diffraction to be 588 lines/mm. The device threshold at this illumination was 21 V,
corresponding to a grating periodicity of 103 lines/mm. The optical threshold at 160 V is
50 pW/cm2, and the device appears saturated at 7.5 mW/cm2. Saturation behavior remains to
be studied. With an image on the photoconductor surface of the device, a mapping into local
intensity dependent periodicities is produced in the LC layer.

Intensities can be mapped, within the dynamic range of the device, monotonically into
positions along a line in Fourier space by an optical transform. Departures from the line
may be caused by imperfections in the alignment of the induced grating direction. The
spatial positional information is coded into phase and sidebands in two dimensional Fourier
space. A new parameter, the intensity, has thus been coded into Fourier space. Since the
periods of the VGM are much finer than the periods encountered in the images to be processed,
we arc in a tractable situation, familiar in communications, where the carrier frequency is
higher than the modulation frequencies. Optical filtering should produce a variety of linear
and nonlinear image transformations. One such transform, isophote contouring (or level slic-
ing) is described below.

For a first example of the use of the VGM device, ‘we have successfully demonstrated level
slicing of a continuous~tone image using simple Fourier filtering. Small circular annuli
of varying radii were used to select particular intensities or level slices. Figure 8 shows
a scries of such slices. Figure 8(a) shows a positive print of the original image as photo-~
graphed on the imaging screen. The negative was used in the experiments. Figure 8(b) shows
a low-intensity level slice corresponding to a VGM periodicity of 120 lines/mm with -3% band-
width. In Figure 8(c), another level, corresponding to 153 lines/mm, is shown. Figure 8(Jd),
at 236 lines/mm illustrates an ambiguity not mentioned before. Weak second harmonics of the
low-intensity image slice corresponding to 118 lines/mm can appear in the 236-lines/mm level
slice. It should be possible to resolve this ambiguity by subtraction or by other schemes.
In Figure 8(e), a broader slice of 11% bandwidth was taken centered about the level corre-
sponding to 140 lines/mm. This picture may be compared with the previous slices and parti-
cularly with the slice shown in Figure 8(c). Finally, Figure 8(f) shows a very high inten-
sity slice at 440 lines/mm of 10% bandwidth. Three gray levels may be seen simultaneously;
these correspond to the superposition of three wide-intensity slices.
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