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ABSTRACT

This paper extends our previous work on hyperspectral imagery
compression based on distributed source coding (DSC). We apply
DSC principles to facilitate efficient parallel encoder implementa-
tions with moderate memory requirement. Based on our previously
proposed wavelet-based DSC framework, we propose a novel adap-
tive coding scheme that judiciously combines DSC and intra coding
tools, taking into account the source statistics and inter-band corre-
lation, as well as the coding gains and limitations imposed by tools.
Bits extracted from wavelet coefficients tend to have different statis-
tics and inter-band correlation at different significance levels and in
different wavelet subbands. Therefore, it is non-trivial to determine
the optimal coding strategy. Toward this we propose modeling tech-
niques to estimate the performance of DSC/intra coding under dif-
ferent bits extraction scenarios. This model is used to define adap-
tive coding strategies that can optimally incorporate different bit-
extraction techniques with DSC/intra coding tools according to the
bit significance levels and wavelet subbands. Experimental results
demonstrate that adaptive coding can achieve up to 4dB improve-
ment over a non-adaptive system, and the improved DSC-based sys-
tem is comparable to some 3D wavelet system in terms of coding
performance. While we focus on hyperspectral images in this paper,
many of the proposed techniques are applicable to other wavelet-
based DSC image and video applications.

1. INTRODUCTION

Hyperspectral images consist of hundreds of spectral bands captur-
ing the ground objects at different wavelengths. The images usually
have very large raw data size, so efficient compression is necessary
for practical applications. Moreover, hyperspectral images are usu-
ally captured by satellites that use embedded processors with limited
resources. Therefore, encoding complexity is critical.

In a hyperspectral data-set many spectral bands are highly cor-
related, and various techniques have been proposed to exploit this
inter-band correlation. In inter-band prediction approaches [1], a
band is predicted using previously encoded bands and the resulting
prediction residuals are encoded using standard image coding tech-
niques. One disadvantage of inter-band prediction approaches is that
they are inherently serial, since each band is encoded based on a pre-
dictor obtained from previously decoded bands. Moreover, it is dif-
ficult to achieve rate-scalability with the “closed-looped” inter-band
prediction approaches. In 3D wavelet approaches, including 3D-
SPECK and 3D-SPIHT [2], inter-band correlation is exploited by
performing filtering across spectral bands so that most of the signal
energy is concentrated in low pass subbands (corresponding to low
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spatial and “cross-band” frequencies). A drawback of these meth-
ods is that they lead to complex memory management issues, and a
naive implementation would require significant memory storage due
to cross-band filtering.

We first proposed hyperspectral image compression algorithms
based on distributed source coding (DSC) in [3, 4]. DSC [5, 6, 7,
8] allows separate and independent encoding of multiple correlated
sources, and can theoretically achieve a rate as low as that of cen-
tralized encoding. Therefore, DSC tools can enable parallel and ef-
ficient hyperspectral imagery encoding. Our earlier wavelet-based
system [3, 4] combines DSC techniques with the popular SPIHT
algorithm [9] such that the sign and refinement bits of wavelet co-
efficients are DSC-coded, whereas the significance maps are intra-
coded with zerotree coding. We demonstrated DSC-based hyper-
spectral image compression can achieve encouraging coding perfor-
mance [3, 4]. In addition to our proposed wavelet-based algorithms,
a pixel domain DSC system was proposed for lossless hyperspectral
image compression in [10].

Based on our previously proposed wavelet-based DSC frame-
work, this paper investigates improved algorithms to encode wave-
let coefficients. Specifically, we propose a novel adaptive coding
scheme that judiciously chooses whether to apply intra coding or
DSC to encode the coefficients bits. The scheme takes into account
the source statistics and inter-band correlation level of different sets
of bits to encode (e.g., different subbands) and can substantially im-
prove the coding performance of the DSC-based systems. The prob-
lem of determining the optimal combination of intra coding/DSC
tools is non-trivial. Firstly, coefficients bits belonging to different
wavelet subbands tend to have different statistics, and the bits at dif-
ferent significance levels tend to exhibit different levels of inter-band
correlation. Therefore, the relative coding efficiencies of intra cod-
ing/DSC tools will depend on the bit significance level and wave-
let subband. Moreover, wavelet coefficients bits can be encoded as
“raw” bit-planes (e.g., each bitplane is directly encoded using a line
by line scan) or the bitplane information can be split into signif-
icance/sign/refinement maps before encoding, as in SPIHT [9] or
JPEG2000 [11]. While the latter approach exploits differences in
statistics between refinement bits and significance maps in order to
improve coding gain, it leads to some limitations on how we can
apply DSC. This is because a correctly decoded significance map
is needed in order to determine the position of the refinement bits,
and thus if this were to be coded in DSC mode, correct decoding
would need to be guaranteed in order for the refinement information
to be useful. Moreover, the significance map is often encoded so
that single codewords convey significance at multiple locations (e.g.,
zerotrees within SPIHT) leading to variable length representations.
This makes it difficult to apply DSC to the encoded stream as both
this stream and the corresponding side information will be of pos-
sibly different lengths. Thus, in practice, either significance is rep-



resented without coding (and DSC is used) or significance is coded
(and no DSC is used, so the significance map is in effect transmitted
as intra information).

Toward determining the optimal coding strategy, we propose
modeling techniques to estimate the coding gains achievable by DSC
and intra coding under different bit-extraction scenarios. Based on
the modeling results, the adaptive coding scheme optimally incorpo-
rates different bit-extraction techniques with DSC/intra coding tools
depending on the bit significance level and wavelet subband. Ex-
perimental results demonstrate that up to 4dB improvement can be
achieved by adaptive coding when compressing the NASA AVIRIS
image data-sets [12]. The improved DSC-based system is compara-
ble to some existing 3D wavelet system in terms of coding perfor-
mance.

This paper is organized as follows. In Section 2 we outline
the DSC-based hyperspectral image compression with the improved
coding strategy. In Section 3 we examine the coding gains of intra
coding/DSC tools under different bits extraction scenarios, and dis-
cuss the proposed adaptive coding scheme. Section 4 presents the
experimental results, and Section 5 concludes the paper. Although
we focus on hyperspectral images in this paper, many of the discus-
sions are applicable to other wavelet-based DSC video and image
systems such as [13, 14].

2. DSC-BASED HYPERSPECTRAL IMAGE
COMPRESSION

Figure 1 depicts the encoding algorithm of the DSC-based hyper-
spectral image compression. To compress the current spectral band
Bi, we apply wavelet transform and iteratively extract sign and mag-
nitude bits from the wavelet coefficients. The extracted bits can
be encoded by intra-coding (zerotree coding in our case) or DSC.
In the latter case, the information shall be decoded using as side-
information (SI) the same type of bits of the same significance ex-
tracted from aB̂i−1 + b, where B̂i−1 is the previous adjacent recon-
structed band available only at the decoder, and a and b are the linear
prediction coefficients. The exact algorithms for coefficient bits ex-
traction and compression, which are the focus of this paper, will be
discussed in the next section. To determine the coding rate in the
case of DSC, we need to estimate the crossover probability between
the source bit-planes and their corresponding side-information. This
is accomplished by a model-based estimation. Assuming an encod-
ing system where each band is assigned to a different processor, the
model-based estimation requires only limited inter-processor com-
munication, which facilitates parallel encoding. Note that it is ac-
ceptable to use the original, i.e., Bi−1 to approximate B̂i−1 in de-
termining the coding rate because we are focusing on a high fidelity
application. More details on the general framework and correlation
estimation can be found in [3, 4, 15].

3. CODING STRATEGY

In this section, we examine the coding gains of intra coding/DSC
tools under different bit extraction scenarios and discuss the pro-
posed adaptive coding scheme.

Figure 2(a) illustrates a typical bit-plane by bit-plane bit extrac-
tion for wavelet coefficients. As is usually done in wavelet image
compression, we extract a sign bit only when the corresponding co-
efficient becomes significant. The extracted sign bits can be encoded
by DSC or intra coding (e.g., arithmetic coding). As will be dis-
cussed in detail in the next section, it is more efficient to encode sign
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Fig. 1. The DSC-based hyperspectral image compression.
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Fig. 2. Bit extraction and compression configurations.

The magnitude bits can be extracted in two different ways. We
can extract and encode all the magnitude bits of the same signifi-
cance level (i.e., a raw bit-plane) in one single pass. Alternatively,
we can partition the magnitude bits into significance maps and re-
finement bits, and encode them separately using DSC or intra cod-
ing (zerotree coding in our case). Therefore, it is possible to com-
press the magnitude bits using several different coding configura-
tions, each represents a possible combination of DSC and intra cod-
ing under different bit extraction scenarios (Figure 2(b)). Our goal
is to select and appropriately combine some of these configurations
so that the optimal overall coding performance can be achieved. In
what follows we first quickly describe why some configurations are
not of practical interest and then examine the rest in more detail. As
will be discussed, the optimal coding strategy involves judicious ap-
plication of configurations (a) and (e) depending on bit significance
levels and wavelet subbands, leading to the proposed adaptive cod-
ing scheme.

In Figure 2, both configurations (b) and (d) lead to independent
(intra) encoding of each band. Generally configuration (d) is more
efficient, as it exploits the differences in the zero-th order statistics of
the significance maps and refinement bits (e.g., via set-partitioning
in SPIHT). Thus, we will not consider raw bit-plane encoding (con-
figuration (b)). We also eliminate (c) and (f) as both utilize DSC to
encode significance maps, which could potentially result in a vul-
nerable system. This is because significance maps carry important
structural information about the positions of significance and refine-
ment bits. While a single error in the significance maps could lead to
incorrect decoding of all the remaining bits, DSC usually has a small
but non-zero probability of decoding failure. This is true in particu-
lar in our application, where, due to long delay, it may be impractical
to use feedback as has been proposed in the literature [8].



In the following sections, we discuss sign bits compression by
DSC or intra coding, and magnitude bits compression by configura-
tions (a), (d) and (e). Note that the difference between (d) and (e) is
in refinement bits compression and will be discussed in Section 3.1,
while the differences between (a) and (e) are in significance bits ex-
traction/compression and will be discussed in Section 3.2.

3.1. Refinement/sign bits compression

It is well known that both sign and refinement bits of typical wavelet
coefficients have entropy close to one. Figures 3(a) and (b) illustrate
how these refinement/sign bit probabilities can be obtained from the
p.d.f. of Xi (coefficients in the ith subband). Laplacian p.d.f.’s could
be chosen as typical models for the wavelet coefficients within a
band. In practice this means that methods for entropy coding of
refinement and sign bits achieve only relatively modest gains.
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Fig. 3. Probability that a refinement/sign bit being zero or one.

On the other hand, source Xi and SI Yi are highly correlated in
hyperspectral imagery (the Yi are ith wavelet subband coefficients
of the previous spectral band after linear prediction), and samples
of (Xi, Yi) concentrate mostly near the diagonal in a scatter plot.
Therefore, it is possible to compress refinement/sign bits by exploit-
ing inter-band correlation. For refinement bits, crossover events cor-
respond to regions denoted Aj in the sample space of Xi and Yi

in Figure 4(a), which shows that the crossover probability will tend
to be small, and substantial compression of refinements bits can be
achieved by using DSC 1. Similarly, for the sign bits, crossover 
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Fig. 4. Events of refinement/sign bits crossover.

events (corresponding to regions Aj in Figure 4(b)) are also rare,
except at the least significance levels (small l), when the crossover
regions reside near to the origin (Aj starts at |Xi| = 2l).

1Under some assumptions, the theoretical compression rate of DSC for a
binary source is given by H(p), where p ≤ 0.5 is the crossover probability
between the source and SI [16]. Therefore, the compression efficiency of
DSC increases as the crossover probability becomes smaller.

Therefore, in our system, we compress sign and refinement bits
with DSC to exploit inter-band correlation. This eliminates config-
uration (d) for magnitude bits compression, and only (a) and (e) are
left for further evaluation.

3.2. Compression of significance maps

Significance maps are biased toward zero in general (i.e., insignifi-
cant coefficients are more numerous). This can be verified from the
distribution of the coefficients (Figure 5(a)). Therefore, intra coding
can achieve compression for significance maps. However, this bias
will tend to decrease at the least significance levels (when l is small)
as shown in Figure 5(b). Accordingly, intra coding of significance
maps tends to become less efficient when coding the least significant
bit-planes. In addition, the bias tends to decrease as the variance of
the coefficients increases (see Figure 5(b); a more rigorous math-
ematical justification will be given later). Therefore, for low-pass
subbands and high decomposition level subbands, intra coding may
not be very efficient.
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Significance maps bits can also be compressed using DSC. In
this case, since both the refinement bits and significance maps bits
are encoded by DSC, we compress them together (i.e., as a raw bit-
plane) in one pass. For a raw bit-plane, the bit crossover events
correspond to the regions Aj in Figure 6(a), leading to relatively
small crossover probability and thus making DSC a good choice to
encode this data. On the other hand, when the significance level l
is small, the area of each crossover region decreases (Aj are square
regions with length 2l), and they become more evenly distributed
over the sample space (Figure 6(b)). As a result, more samples fall
within the crossover regions, the crossover probability increases and
DSC becomes less efficient. 
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Fig. 6. Raw bit-planes crossover.

To summarize, both intra coding or DSC could achieve consid-
erable compression of significance maps, and configurations (a) and



(e) are promising candidates. However, it is unclear which one we
should use in different situations to achieve the optimal coding per-
formance. Therefore, we propose modeling techniques to precisely
analyze their performance for different source characteristics and
correlation levels.

3.3. Modeling

The modeling techniques estimate the number of coded bits for con-
figurations (a) and (e). Recall that in configuration (a) we encode the
entire raw bit-plane using DSC, whereas in (e) we partition the bits
into refinement bits and significance maps and encode them sepa-
rately using DSC and intra coding respectively (Figure 2). To deter-
mine the optimal coding strategy, we need to estimate and compare
the number of coded bits at each significance level l and for each
wavelet subband i. The estimated number of coded bits for configu-
ration (a) is given by:

Ni × (H(praw(l, i)) + m), (1)
where Ni is the number of uncoded raw bits at a given significance
level in wavelet subband i (hence Ni equals to the number of coeffi-
cients in subband i), and praw(l, i) is the estimated crossover prob-
ability of the raw bit-plane at significance level l for coefficients in
wavelet subband i. H(praw(l, i)) is the theoretical compression rate
using DSC, and we add a margin m to account for the performance
of practical systems. The estimates for praw(l, i) can be derived by
integrating the joint p.d.f. fXiYi(x, y) over the crossover regions
Aj as shown in Figure 6. Details can be found in [15], where we
discuss how to estimate crossover probabilities for the purpose of
determining the encoding rate.

The estimated number of coded bits for configuration (e) is given
by:

Nref (l, i)× (H(pref (l, i)) + m) + Nsignif (l, i)× γ(l, i), (2)

where Nref (l, i) and Nsignif (l, i) are the number of uncoded re-
finement bits and significance map bits at significance level l in
subband i respectively, pref (l, i) is the estimate for refinement bits
crossover probability, and γ(l, i) is the compression ratio achieved
by intra coding. H(pref (l, i))+m is the compression ratio achieved
by practical DSC scheme, and we can estimate pref (l, i) as in [15].
We model the significance map bits as zeroth order binary source
and estimate γ(l, i) by H(p0(l, i)), where p0(l, i) is the probability
that significance map bits being zero. Assume the wavelet coeffi-
cients in subband i is Laplacian distributed with parameter βi, i.e,
fXi(x) = 1

2
βie

−βi|x|, following from the definitions of refinement
bits and significance maps, Nref (l, i), Nsignif (l, i) and p0(l, i) can
be estimated by

Nref (l, i) = Ni exp(−βi2
l+1) (3)

Nsignif (l, i) = Ni(1− exp(−βi2
l+1)) (4)

p0(l, i) =
1− exp(−βi2

l)

1− exp(−βi2l+1)
(5)

We found that H(p0(l, i)) is a good estimate for the compression
efficiency of zerotree coding.

3.4. Adaptive coding scheme

We compare (1) and (2) to determine the optimal coding configura-
tion at each significance level and for each wavelet subband. Fig-
ure 7 plots coded bits estimated by (1) and (2) against significance
levels for coding configurations (a) and (e) in two wavelet subbands.

It can be seen that at the higher significance levels both schemes can
achieve substantial compression, but better performance is achieved
by compressing the significance map using intra coding. On the
other hand, in the middle significance levels, coding the entire raw
bit-plane with DSC can achieve better results. As for the least signif-
icant bit-planes, neither scheme performs well, as bits have entropy
near one and the correlation with corresponding bits in the SI is min-
imal.

Based on these modeling results, we propose an adaptive cod-
ing scheme: when coding the most significant bit-planes at the be-
ginning, we partition the magnitude bits into refinement bits and sig-
nificance maps, and apply DSC and intra coding (zerotree coding)
respectively (i.e., configuration (e)). Later, in the middle signifi-
cance levels, we switch to compress the entire raw bit-planes us-
ing DSC (i.e., configuration (a)) (Figure 8). We use (1) and (2) to
determine the significance level at which configurations switching
should occur. Note that for different subbands, switching could oc-
cur at different significance levels. Switching would occur earlier (at
a higher significance level) for high decomposition level subbands
as intra coding is less efficient there2. Intuitively, in high decompo-
sition level subbands, coefficients would become significant earlier,
and zerotree coding would become inefficient if the number of sig-
nificant coefficients to be signaled increases.
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4. EXPERIMENTAL RESULTS
We have applied our adaptive coding scheme to DSC-based hyper-
spectral image compression, using (1) and (2) to determine the sig-
nificance level at which a switch between configurations occurs for
each subband. We compared with the non-adaptive scheme in [3],
which uses zerotree coding for significance maps for all significance
levels (i.e. configuration (e) only). We used the NASA AVIRIS im-
age data-sets in the experiment [12] . The original image consists

2Recall p0(l, i) is the probability of significance map bits being zero.
We can rewrite (5) as p0(l, i) = 1−τ

1−τ2 , with τ = exp(−βi2
l), hence

0 ≤ τ ≤ 1. It can be shown that p0(l, i) decreases monotonically with
increasing τ , with p0(l, i) = 1 when τ = 0 and limτ→1 p0(l, i) = 0.5.
Accordingly, intra coding would become less efficient for significance maps
when τ is large, i.e., when l is small (at the least significance levels) and when
βi is small (when coefficients distributions have large variances, in low-pass
subbands and high decomposition level subbands).



of 224 spectral bands, and each spectral band consists of 614× 512
16-bits pixels. In the experiment, we compressed 512 × 512 pix-
els in each band. Figures 9 and 10 show some of the results in
compressing images Cuprite (radiance data) and Lunar (reflectance
data). Here MPSNR = 10 log10(655352/MSE), where MSE is the
mean squared error between all the original and reconstructed bands.
As shown in the figures, the adaptive coding scheme can provide
considerable and consistent improvements in all cases, with up to
4dB gain at some bit-rates.

We have also compared the DSC-based systems with several
3D wavelet systems (3D ICER) developed in NASA-JPL [12]. As
shown in Figure 9, the DSC-based system is comparable to a simple
3D wavelet system (FY04 3D ICER) in terms of coding efficiency.
The simple 3D wavelet system uses the standard dyadic wavelet de-
composition and a context-adaptive entropy coding scheme to com-
press coefficients bits. However, there is still performance gap when
comparing the DSC-based systems to a more recent and sophisti-
cated version of 3D wavelet (Latest 3D ICER). The more recent 3D
wavelet developed in NASA-JPL exploited the spatial correlation re-
mained in the correlation noise [12]. This could be one direction to
improve the DSC-based systems, which currently use simple i.i.d.
model for correlation noise and ignore the dependency between cor-
relation noise symbols. We have also compared the DSC-based sys-
tems with 2D SPIHT, and the DSC-based systems can achieve 8dB
gains at some bit-rates as shown in the figures.

 

Cuprite Radiance (Scene SC01, Band 131-138)

65

70

75

80

85

90

95

0.1 1 10

Bitrate (bits/pixel/band)

M
P

S
N

R
 (

d
B

)

DSC (Adaptive)

DSC (Non-adaptive)

Latest 3D ICER (Apr 06)

FY04 3D ICER

SPIHT

Fig. 9. Coding performance: Cuprite.

5. CONCLUSIONS

We have investigated the optimal combination of DSC/intra cod-
ing to encode wavelet coefficients bits in hyperspectral image com-
pression. We have proposed modeling techniques to estimate the
coding gains of different configurations, and the adaptive coding
scheme to optimally combine different bits extraction techniques
with DSC/intra coding. Experimental results have demonstrated that
up to 4dB improvements can be achieved by the adaptive coding
scheme, and the improved DSC-based system is comparable to some
3D wavelet system. For future work we plan to investigate better
methods to model the correlation noise to improve coding efficiency.
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