MOTION ESTIMATION AT THE DECODER USING MAXIMUM LIKELIHOOD
TECHNIQUESFOR DISTRIBUTED VIDEO CODING

Ivy H. Tseng and Antonio Ortega

Signal and Image Processing Institute
Department of Electrical Engineering - Systems
University of Southern California
Los Angeles,CA, 90089-2564
E-mail:{ hsinyits, ortega@sipi.usc.edu

ABSTRACT

Distributed video coding techniques have been proposeaito s
port relatively “light” video encoding systems, where soofehe
encoder complexity is transfered to the decoder. In somaese
systems, motion estimation is performed at the decoder podwe

compression performance: a block in a previous frame hagto b,

found that provides the correct side information to decoderina-
tion in the current frame. In this paper we compare variogb-te
nigues for motion estimation at the decoder that have bespoped
in the literature and we propose a novel technique that @spédl
the information available at the decoder using a maximuralilik
hood formulation. Our experiments show that likelihoodchtéques
provide potential performance advantages when used in ioamb
tion with some existing methods, in particular as they doraqtire
additional rate overhead.

1. INTRODUCTION

With the increasing availability of mobile cameras and Veiss video
sensors, new computationally-demanding applicationbeirey pro-
posed for these mobile devices. For example, there is sttéme
allowing mobile device users to capture video clips and thizare
them with others by uploading them to a central server. \iule-
pression will be needed, due to bandwidth limitations, eotional
predictive video coding techniques may be too complex foneso
of these devices, due to the motion estimation to be perfdrate
the encoder. Thus, a need has emerged for novel video cosiqares
techniques that can achieve good performance with a comnputa
ally light encoder, possibly shifting some of the complexiv the
decoder.

frame, so that the decoder is performing an operation sinaleno-
tion compensation. Since the information sent by the erroatenot
be decoded without side information, identifying the cotide in-
formation (i.e., the correct block) typically involvesrfeach candi-
date side information, (i) using the side information toalde what
was transmitted, and (ii) determining whether the decodd ithdi-
ates that the side information was cortedtis second step can be
achieved by letting the encoder send information that causkd to
identify the correct side information. As an example, a Haslation
can be used for this purpose: the encoder will send the rektlie
hash function for a given block to the decoder, so that thedtc
can determine if decoding is correct (i.e., if the hash valgener-
ates matches that sent by the encoder). A more formal definiti
the problem can be found in [3], which also provides a keygintsi
the number of bits needed (e.g., in the form of a hash) to iiyethie
correct side information at the decoder is, under some gy
assumptions, the same that would be needed if the encodwi-ide
fied the best side information (e.g., via motion estimatiam) sent
the location of the corresponding block to the decoder.

Practical methods proposed to date to enable motion estima-
tion at the decoder require some transmission rate overkeadn,
Zhong and Girod resort to feedback to deal with model unizeyta
(see references in [4]). Additional parity bits are reqadstom the
encoder if the decoder decides the decoding is not reliabmy-
ever, this approach leads to increases in decoding delajt aisb
requires a feedback channel. Aaron, Rane and Girod progosk s
ing an additional hash function as a coarsely quantized amgpled
original frame [4]. Puri and Ramchandran use cyclic redanga
checks (CRCs) to validate the correctness of the decodetd|6].
In addition to increasing the overall rate, CRC-based aggires can
only be applied reliably to a limited range of rates, as wél dis-

The Slepian-Wolf theorem provides a basic tool to achieig th cussed later in this paper.

Our goal in this paper is to design rate-efficient technighes

goal. LetY and X be two correlated sources. The theorem states
that if the joint distribution ofX andY is known andY is only  Wwill enable the correct reference to be estimated at thediecave

available at the decodeK can be encoded at the theoretically op- Propose a novel estimation method based on maximum likediho
timal rate H (X |Y") [1]. A corresponding theorem for lossy source (ML). Our proposed technique can be seen to complementrexist
coding due to Wyner and Ziv [2] has lead to several proposals f methods. We provide an analysis of our method and existirth-me

practical Wyner-Ziv coding (WZC).

ods in order to address the trade-off between performandezda

For video compression, we wish to encode pixel blocks in theoverhead and also discuss the ranges of operating ratesréhapst

current frame, which are likely to be correlated to blockshia pre-
vious frame. As shown in [3], in a distributed coding settitigs

can be seen as a scenario where the decoder will have accessn*

multiple candidate side information blocks, and will hawedecide
which side information is best for decoding. Each of thesedza
date side information blocks are blocks to be found in theiptes

suitable for each method.

INote that this formulation does not preclude the encodedisgrsome
8tion information to the decoder; if accurate motion infiation is trans-
mitted, then there will be a single candidate side inforomgtwhile if only
“rough” motion information is sent it will be used to redudetnumber of
candidate side information blocks.
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Fig. 1. Time Delay Estimation: The motivation and proof of using inal information is sent to the decoder to help locate theemtref-

maximum likelihood method to search for the correct siderimfa-  erence.

tion. d’ is the estimated time delay.

As in [6], we have a situation where the decoder uses quahtize Stntealn)
data to estimate the time delay (or in this case the motigplatis-
ment) between two data sequences. While in [6] both sourees w Sz wrra(n)——>| (CorTrg;ion) | » Delay = d
coded independently with standard quantizers (and thud tawde-
coded independently), here we show that this estimatiomeatone s, .NTR‘A(n-d‘)
reliably, even if one of the streamsis coded using WZC. The time de- _
lay estimation (TDE) problem serves as a motivation and fpobo wz | o oWz
concept of the proposed technique, which in this paper istljnos Encoder| "% Decoder 2 ()

proposed for decoder motion estimation.

This paper is organized as follows. We first introduce théopro _. . L .
lem in the context of TDE in Section 2. In Section 3 we propdee t Fig. 2. Correlation: Subset of> is intra encoded to correlate with
S1 to locate the correct reference

ML method and also review other methods used for TDE. In Sec*
tion 4 the experimental results of TDE are given. We exterad th
ML method to a video coding environment in Section 5 and mrevi For everyL-sample data block frorfz, we consider two simple
experimental results and analysis of different method<ictiSn 6. approaches to convey intra-coded information. First weicelude
m consecutive samples encoded independently as a preangaletin
L-sample block; the remaining — m samples are coded using
WZC. We denote this method “preamble sample correlatioSGPR
2. REFERENCE FINDING AT DECODER IN THE The second approach would embed independently coded sample
CONTEXT OF TIME DELAY ESTIMATION (TDE) everyk WZC coded symbols; this will be denoted “embedded sam-
ple correlation” (ESC). PSC usually performs better tharCES
) o ) terms of estimation accuracy. However, PSC has the drawthatk
Consider the scenario illustrated py Flgure 1, where thezehwso it cannot detect a delay longer tham samples. Let the indepen-
sensor nodesN: and Na, that obtal_n readings’ and_ S2 respec- dently encoded samples ff be denotedss s nrra (n), wheren =
tively. HeresS, andsS; are correlated in the sense tisatis a delayed | ..., for PSC andh = 1, k. .. mk for ESC. LetSy rnrra(n)be
noisy version ofS1: Sz(n) = Si(n—d)+N(n), where delayland  the intra encoded version 6f (n),n = 1--- L. PSC and ESC pick
noise N are both unknown.N; sendsS: intTra, an encoded ver- ;7 \which maximizes
sion of 51 to the central nodeS: rnrra iS encoded independently
and can be decoded without requiring any information fiyg it
will be used as side information to decode the informatiant &y
N>. N> has knowledge of the noise statistics (this could be a design
parameter, or could have been learned via information exgghie- a5 the estimated delay.
tween the nodes)S; is encoded as$> w z using distributed coding
techniques based on this correlation and sent to the celgcader.

1
R(d) = - Z Sa2 INTRA(N)S1INTRA(N — d)

) . 3.1.2. Cyclic Redundancy Checks (CRCs)
Since the delay is unknown at the decoder, and correct decod-

ing of S2 1wz can only be guaranteed whéh ;nrra delayed by  Several proposed practical systems use CRCs, that seng teth
d is used as side information, the central decoder will neegbte  coder along with the WZC encoded data, in order to find thescorr
mate the correctl. Note that this problem can be seen as the 1-Dreference at the decoder [4][5]. As shown in Fig. 3, at theodeg
counterpart of the problem of motion estimation at the decddr ~ each possible delay is tested sequentidly ~ (n) is first decoded
distributed video coding. Motion vectors represent spafiplace-  with S1 ;1nrra(n — d') as the side information, whei& is one
ments, while for now we consider temporal displacementgtier  of possible delays. Then the decoder checks if the WZ decseled
TDE problem. Also, the residual obtained by subtractingegliptor ~ quenceS, . (n) passes the CRC test. If it does,is declared to be
block (in the previous frame) from current block correspotmlithe  the estimated delay; if it failsS2_w z (n) is decoded with respect to
noiseN for the TDE problem. the next possible delay.
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Fig. 3. Cyclic Redundancy Check: The validity & 4 (n) is
checked with a CRC test sequentiallys, 4 (n) is the decoded
S2 wz(n) with S1_ rvrra(n — d') as the side information

d', the joint statistics 0B 4 (n) andS1_invrra(n — d’) should be
similar to the original joint statistics &2 (rn) andSy (n — d’). Also,
Sy ¢(n) and S1_inrra(n — d') should be similar. We define the
likelihood that the delay id’ as:

L(Delay = d/) = Pr(So o (n)|S1iinrra(n — d/)),

where we apply the same probability model that was seleotetié
original data:

Pr(S2(n)|S1(n —d)),
i.e., conditional distribution of> given S1, which should be known
at the encoder in order to enable efficient WZC. This likebitho
model can be obtained in the training process, learned @olirbe
given as ara priori design parameter. Our proposed ML approach
involves first decoding w z(n) with respect to all possible refer-

The major drawback of the CRC method is that its performancences ¢’). Then for eacts, ./, the likelihood at every sample point

degrades outside of a certain range of block lengths. Thiseis
cause even very few bit flips (say, just one bit) in a block ahada

lead to incorrect CRC values at the decoder. WZC technigaes ¢

be designed to limit the probability of decoding errors, thig prob-
ability is nonzero. Thus, as the block length increases,oss dhe
probability that at least one sample will be decoded in een
if the correct delay, and thus side information, are being used. Be-
cause of this, for longer blocks it becomes more likely that€RC
test will reject every possible candidate. With similarwargents, as
the decoding error probability increases (possibly dueigh BNR
or limitation of transmission rate), the probability thaetCRC test
will reject every possible candidate also increases. Nt that a

of the blocks. Thus, when all candidate delays fail the CR€kh
the CRC provides no information to indicate which of the thexks
might be a more likely candidate.

To improve the CRC performance, one could partition one lon
block inton shorter ones so that each shorter block is sent with
own CRC (using shorter blocks could decrease the probabiiibe-
ing rejected by the CRC test for the correct delay). If thees@ngth
of CRC is used, the overhead will increase. Conversely, ifater
CRC is used, the risk then would be that multigifferent decoded
blocks could all pass the CRC test. This again will pose toblpm
of selecting one among the multiple candidates that meetdhe
dition, which cannot be done by using CRC provided inforovati
alone.

Also, in the case that one long block is partitioned, for eac
block, we retrieve a list of candidate delays, from which gk
delay for all the blocks needs to be identified with some bigta
rules. As an example, if two smaller blockg, and P, are used, we
can determine that a correct delay is identified if both bégatovide
consistent information, e.g., if there is only one candiddglaya
that is valid for bothP; andP» (we do not fully discuss all cases due
to lack of space).

wz Sz waln) Wz
Encoder | ~2"2 Decode

CRC test only provides pass/fail information, with no othetering ps,s (o)

is averaged. The decoded data with the highest averagintikel is
then chosen as the decoded result.
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ossible side information candidates. The joint probgbitiodel
of S1 and S», known at the encoder, is used to compute the likeli-
hood of each decoded candidate value. The one with the maximu
likelihood is then chosen as the result.

%ig. 4. Maximum Likelihood: Sz wz(n) is decoded with all the
i

Block length influences the accuracy of TDE for the proposed
method. Longer blocks include more WZC coded samples, argd th
better estimation accuracy will be achieved. However, éoriocks
will also introduce longer delay in decoding. Moreover,tie video

rcase, displacement information changes locally (i.efeaift blocks

have different motion) and thus it is not practical in geheygroup
together multiple blocks in order to improve likelihoodipsdtion,
as often the blocks will not share common motion.

4. EXPERIMENTAL TDE RESULTS

In our experiments a uniform 8-level scalar quantizer isdusé/e

Note that in video applications CRCs may be applied to smalseparate 8 quantization bins into 2 cosets and transmittbely SB

data units, e.g.8 x 8 pixel blocks or macroblocks, and thus the
problems associated with long block lengths may not arisew-H
ever when multiple macroblocks share CRC information (dreoto
reduce the rate overhead) the above mentioned problems nisay a
and additional tools may be needed to supplement CRC infavma

3.2. Maximum Likelihood Techniques

We now propose a novel technique to find the correct referarte
decoder using maximum likelihood estimation (ML). This heat is
based on the intuition that if we decode w ~ (n) based on the cor-
rect side informatiors,_rnrra(n — d'), with the correct alignment

of each symbol as coset index. The maximum possible delay is
15 samples. Each experimental result is attained by at 1€8800
runs of Monte Carlo simulation and at least 10 errors occue&ech
point. In Fig. 5, we compare the TDE error probability for ieais
mechanisms. The total rate is the total number of bits sen fsoth
N; and N, for detection. First we note that our proposed ML ap-
proach outperforms all other methods, while being the ordyhmod
that does not require any overhead. CRC works reasonablyutel
only in a relatively small range of block sizes. Outside d$ tiange
of rates its performance can degrade significantly. All threedation
methods require a certain amount of overhead, and thewipeaice
degrades as the ratio of overhead samples to total sampe=ades.
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In summary these results show that the ML technique is a fate e

ficient and accurate method for TDE. This method relies, a&sdo
WZC in general, on some knowledge of the conditional siatisif

S1 and.Ss, so that performance of both TDE and WZC will degrade
when there is mismatch between the noise statistics assimtiee
design and the actual noise affecting the measurements.

5 MAXIMUM LIKELIHOOD TECHNIQUES FOR
MOTION ESTIMATION AT THE DECODER
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Pry, is the pmf for thekth DCT coefficient.

Although the TDE problem and the motion estimation problem
are very closely related, the motion estimation problerfedsffrom
the TDE problem in two major aspects. First, in the TDE case, d
termining the delay between the two sources is more impb(ten
in many cases TDE is used in the context of source localizatio
Instead, in video coding problems, reconstruction quatitynore
important (and the accuracy of the estimated motion itseffat as
important, as long as good quality can be achieved at theddexo
Thus in our evaluation for the video case we use PSNR, raltiaer t
probability of error, as the performance metric in the videse.
Second, unlike in Section 4, where we know the exact proitabil

We now extend our proposed method to the video case. For thigogel, in the video case the joint statistics@f and B, are usu-

we use a transform domain distributed video coding architecas
shown in Fig. 6. This is a simplified version of the PRISM syste
[5]. Instead of aligning two signal streams, here we aregyo find
the best predictor block from the previous frame that ersatberect
decoding of the current macroblock. L€} be the current mac-
roblock, C; wz be the WZ coded version &, B;, j = 1--- M
be all the possible candidate blocks in the previous frame (4 .
be decoded’; w7 when B; is used as side information. The likeli-
hood of B; being the best predictor is

L(Bj) = Pr(Ci,|By)

The same probability modePr(C;|Br;), where Br; is the true
predictor forC;, for the original data is applied. This model can
be generated through training.

Here we assume that DCT coefficients are independent, i.e.

D
Pr(Ci|Br:) = HPr(C’ﬂB%i),
k

whereCF represents théth DCT coefficient in blockC; and like-
wise forBéii. D is the number of DCT coefficients. Also, for trans-
form domain coding, DCT coefficients are quantized befosadr
mission, so here we consider the probability of the diffeeebe-
tween the quantized DCT coefficients from the current bloutkthe

ally hard to estimate and may change over time. Thus, while in
Section 3.2 ML method could perform reliable TDE solely lehse
on WZC information, here sending extra intra informatiosasne-
times needed to help locate the best predictor and impraveeth
construction quality. The extra intra information we sétecsend in

our experiments is the DC value of the macroblock. The re&son
chose the DC value is because the DC coefficient influence®RPSN
the most among all frequency coefficients.

6. EXPERIMENTAL RESULTS

In our experimentsy x 8 DCT is used. A different uniform scalar
quantizer is used for each of the 64 DCT coefficients (we use th
MPEG-1 intra mode quantization table). WZC scheme is caset ¢
ing. Two macroblock sizes(x 8 and16 x 16) are tested. Test video
sequences include “Foreman” and “Hall monitor”. Experitseare
done on the 11th to 12th frames of the sequence. For the MLadeth
the probability model is trained on the 1st to 10th framedefde-
guence and the true predictor blocks are those with minimAm.S
For the CRC method, the length of CRC code is 12. All the method
are compared with the optimal case, i.e., that where theometc-
tors are computed at the encoder and are transmitted to toelele
The DC coefficients are sent as intra information. The exrpeni
results are shown in Figs. 8 and 9.
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of cosets for AC coefficients is 2. The number of cosets for DC

coefficients is 2 for CRC and 32 for ML (while the CRC method
spends bits on sending the CRC code, ML spends bits to hakerhig
precision of the DC coefficients). The DC coefficients for MCD
is sent in intra mode (8 bits precision). “EncMV” represetiie
optimal case.
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Fig. 9. Foreman: PSNR of various methods in higher rate. The num-
ber of cosets for AC coefficients is 32. The rest of the expenital
settings are the same as those of Fig. 8.

First the experiment results verified the limitation of CRi&-d
cussed in Section 3.1.2. When the decoding error probatsliigh,
which translates to a smaller number of cosets and loweiirater
experiment setup, CRC fails to locate side information. pber
performance of CRC, as seen in Fig. 8, is due to the fact thalho
the blocks could find a corresponding side information. Witien
CRC test rejects all candidate side information informatiocks,
we cannot successfully decode the frame in its entirety hadhen
PSNR presented here is computed assuming that every pixie¢ of
block which is unable to decode is set to 127. On the other,vitid
similar transmission rate, ML could in general give betesuits. In
particular, when bigger macroblocks are usé@l x 16 pixels) and
DC is sent as intra information, ML provides performanceselto
the optimum level.

We also show, in Fig. 9, that when the decoding error proligbil
is lower (i.e., the number of cosets is bigger and the ratégisehn),
both CRC and ML can perform well. When bigger macroblocksize
and/or DC intra information are used, ML outperforms CRCe B
lack of space, we do not include the results for “Hall moriitbut
the results are similar to those for “Foreman”. When longst sets
are used, the performance degrades; this indicates thatér o
use ML techniques in practice it would be necessary to usptizda
probabilistic models.

Also from Fig. 8 and Fig. 9, we can see that under the same pa-
rameter settings, bigger block sizes lead to better renartiin for
the ML method. This is consistent with the results of Sectiorin
cases where CRC techniques fail to identify the correct wifte-
mation, ML could be a reliable alternative method providéghbr
block sizes can be used and the DC helper information is dant.
this case ML can perform reliable motion estimation at theoder
with slightly lower rate than CRC.
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