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ABSTRACT

We address the problem of compression for wireless sensor networks, where each of the sensors has limited power, and acquires data that should be sent to a central node. The final goal is to have a reconstructed version of the sampled field at the central node, with the sensors spending as little energy as possible. We propose a distributed compression algorithm for multihop, distributed sensor networks based on the lifting factorization of the wavelet transform that exploits the natural data flow in the network to aggregate data by computing partial wavelet coefficients that are refined as the data flows towards the central node. A key result of our work is that by performing partial computations we greatly reduce unnecessary transmission, significantly reducing the overall energy consumption.

1. INTRODUCTION

Low cost programmable sensors can be deployed in the environment to perform a variety of coordinated tasks, such as object tracking, environment monitoring/surveillance and control [1]. The fast development and decreasing cost of wireless technologies have made sensor networks a key technology for the future, and led to substantial interest on distributed algorithms targeted at these networks [2, 3, 4, 5].

Assume that a number of power-constrained sensors are spread over an area, acquiring data, e.g., temperature measurements. An estimate of the temperature in each point of that area is to be made available at a central node (sink) based on transmissions from the sensors. Each sensor is capable of transmitting data only over a small distance. Communication is done via data hoping, where data from each sensor is forwarded (using other sensors as relay stations) until it reaches the target node. Such a network is referred to as a multihop network.

A simple and naive design would be for each sensor to just transmit a quantized version of its own measurement to the central node. However, this approach would not be exploiting the fact that measurements originated from spatially close sensors are likely to be correlated, and energy would be wasted with the transmission of redundant data to the central node. As an alternative, since data is correlated, it would be reasonable to use some sort of transform as a means to decorrelate the information from sensors, and, therefore, represent the measurements using fewer bits.

Previous works [2, 3] have proposed the use of distributed transforms to decorrelate data. A main drawback of those algorithms is that in a power constrained sensor network scenario, transmission costs account for most (if not all) the energy consumption. Distributed algorithms that rely on a potentially large number of intersensor communications, or do not take into account communication costs as a function of the number of bits and the distances over which bits are transmitted, might in the end be elevating power consumption to unacceptable levels. For example, in the case of distributed wavelet algorithms, the amount of necessary data exchanges and the degree of decorrelation achieved are directly related to the number of levels of decompositions used. Depending on the network properties (data correlation, distances between sensors, etc), a specific number of decompositions may perform better.

Distributed implementation of the wavelet transform poses several challenges. First, if the filters contain anticausal terms, sensors would be required to transmit data backwards (i.e., away from the sink instead of towards the sink) or alternatively to send uncompressed data forward. Second, any data transmitted back and forth over the network has to be quantized, since transmissions at full precision can substantially increase energy consumption, affecting the final performance. In this work we propose a distributed wavelet transform algorithm to decorrelate data as it flows through the network. We eliminate unnecessary transmissions by calculating partial approximations of the wavelet coefficients based on the available data at each sensor. The coefficients are refined at future nodes, as data is forwarded to the sink. We also address the impact of data quantization on the final distortion. We derive an upper bound to the resulting extra distortion introduced by quantization in terms of the bits allocated to the partial data, and use it as a tool to design the quantizers so the extra distortion is within a given threshold.

The paper is organized as follows. Section 2 introduces the proposed algorithm. The quantization effect of the partial data is addressed in Section 3. Section 4 presents some preliminary results. In Section 5 we present our conclusion and discuss future work.

2. THE PROPOSED ALGORITHM

The lifting scheme is an alternative method to compute wavelet transforms. It allows a faster implementation, along with a full in-place calculation of the coefficients [6].

We propose the use of the lifting scheme to generate the wavelet coefficients at each of the sensors. Even-numbered sensors correspond to the even samples and odd-numbered sensors to the odd samples. In-place computation reduces the memory requirements for the sensors. Implementations as the one proposed in [7] enable the partial computation of coefficients at the boundaries. In this case, the partial computation of coefficients at the boundaries. In this work, we propose a distributed algorithm for multihop sensor networks based on the lifting factorization of the wavelet transform, allowing for efficient communication and reduced energy consumption.
As a means to overcome the causality problem, we propose that each sensor perform partial computations using the available data that arrives with the network flow. Let \( H(z) = \sum_{n=-\infty}^{\infty} h(n) z^{-n} \), \( a > 0, b > 0 \), be a general filter defined by the transform to be applied to the network. This filter can also be represented as \( H(z) = A(z) + c + B(z) z^{-1} \), where \( A(z) \) and \( B(z) \) are the anticausal and causal parts of the filter, respectively. In the first step in the partial coefficient approach, the current node receives a quantized version of \( B(z) \). Then, it computes and sends to the next node a quantized version of \( B(z) z^{-1} + c \). This, and the subsequent nodes will update the coefficient using their local data, until it is fully computed.

The lifting implementation of the wavelet transform facilitates the distributed implementation. The in-place computation greatly reduces the memory requirements for the sensors. Within a lifting implementation it is easy to compute the partial data updates in terms of previous partial coefficients, eliminating the need to transmit extra information. As an example, let \( D(n) \) denote the raw (quantized) data and \( \tilde{D}(n) \) the full coefficient for the n-th sensor. The 5/3 wavelet coefficients using lifting at odd and even sensors are given by:

\[
\tilde{D}(2n+1) = -\frac{1}{2} D(2n) + D(2n+1) - \frac{1}{2} D(2n+2)
\]

\[
D(2n) = \frac{1}{4} D(2n-1) + D(2n) + \frac{1}{4} D(2n+1)
\]

In our approach, since sensor 2n + 1 does not have access to data from sensor 2n+2, it computes just the partial coefficient \( \tilde{D}_p(2n+1) \) as \( \tilde{D}_p(2n+1) = -\frac{1}{2} D(2n) + D(2n+1) \). When this partial data arrives at sensor 2n+2, it will be updated to \( \tilde{D}(2n+1) = \tilde{D}_p(2n+1) - \frac{1}{2} D(2n+2) \). Data present at each sensor is illustrated in Fig. 2, for a 1-level 5/3 wavelet. The computations performed at each even and odd sensor for this transform are summarized as follows:

<table>
<thead>
<tr>
<th>Computations performed at even (2n) sensors:</th>
<th>Computations performed at odd (2n+1) sensors:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D(2n+1) = D_p(2n) ) ( D_p(2n+1) = D_p(2n+1) )</td>
<td>( D(2n+1) = D(2n+1) - \frac{1}{2} D_p(2n+1) )</td>
</tr>
<tr>
<td>( D(2n) = D(2n) ) ( D_p(2n) = D_p(2n) )</td>
<td>( D_p(2n+2) = D_p(2n+2) )</td>
</tr>
</tbody>
</table>

Note that the sensors make their computations only based on previous partial or full coefficients, and not on raw data, eliminating the need for extra information. Although this representation is straightforward for the 5/3 wavelet lifting factorization, other filters might require specific optimization.

### 3. PARTIAL COEFFICIENT QUANTIZATION EFFECTS

In standard transform computing, the computations to obtain the transform coefficients are performed at full precision, and only the final coefficients are quantized. However, in a distributed network scenario, transmissions at full precision would significantly increase energy costs, making it necessary to also quantize partial coefficients. In this section we study the impact of partial coefficient quantization on the final distortion, and propose a rule to determine how many bits should be used to quantize the partial information so as to achieve a target level of degradation, in the form
of added distortion as compared to calculating coefficients without partially quantized data.

Assume we have a uniform quantizer $Q_L$, with bin size equal to $L$. We want to quantize the result of $\alpha X_1 + \beta X_2$, where $\alpha$ and $\beta$ are known constants ($0 \leq \alpha, \beta \leq 1$) and $X_1$ and $X_2$ are random variables uniformly distributed on the interval $[0, 1]$. The resulting quantization $Q_L(\alpha X_1 + \beta X_2)$ gives a mean-squared error of $\varepsilon$. Assume now that a second quantizer $Q_t$, with bin size equal to $t$, is used to quantize $X_1$ and $X_2$ before the quantizer $Q_L$. The resulting mean-squared error of $Q_t(\alpha Q_t(X_1) + \beta Q_t(X_2))$ is $\varepsilon'$. Expressing the MSE for both cases as double integrals gives:

$$
\varepsilon = \int_{\epsilon} (\alpha X_1 + \beta X_2 - Q_L(\alpha X_1 + \beta X_2))^2 dX_1 dX_2
$$

(1)

$$
\varepsilon' = \int_{\epsilon} (\alpha X_1 + \beta X_2 - Q_t(\alpha Q_t(X_1) + \beta Q_t(X_2)))^2 dX_1 dX_2
$$

(2)

A graphical interpretation of the distortion calculation is shown in Fig. 3 for the case where $\alpha = \beta = 1$. The rectangular grid corresponds to the quantization regions for the pair $(X_1, X_2)$. The diagonal lines define the decision regions for the quantizer $Q_L$. Let $\frac{t}{L} = \frac{\varepsilon}{\varepsilon'}$. It can be shown that the number of extra bits that should be assigned to $Q_t$ when compared to $Q_L$ is given by $N$. Then, by computing the MSE ratio in terms of $N$, we can relate the additional extra distortion to the bits used to quantize the partial data, defining a rule to design the quantizer $Q_t$ for any given value of $\frac{t}{L}$.

Calculating the above integrals for the case $\alpha = \beta = 1$ gives us (intermediate steps omitted due to the lack of space):

$$
\frac{\varepsilon'}{\varepsilon} = 1 + \frac{4}{2^N}
$$

(3)

This result shows that the MSE ratio is independent of the absolute value of the bin sizes of the quantizers, depending only on their ratio. Simulations have shown that this case $\alpha = \beta = 1$ represents a worst case, with the ratio $\frac{t}{L}$ decreasing as $\alpha$ and $\beta$ decrease, and that the results are little affected by the probability distributions of $X_1$ and $X_2$.

![Fig. 3. Graphical interpretation of quantization effects. (a) Regions for which $Q_L(\alpha X_1 + \beta X_2) \neq Q_t(\alpha Q_t(X_1) + \beta Q_t(X_2))$ (b) Regions for which $Q_L(\alpha X_1 + \beta X_2) = Q_t(\alpha Q_t(X_1) + \beta Q_t(X_2))$](image)

Fig. 4 shows the theoretical curve from (3) plotted together with simulated results for a number of cases where $\alpha, \beta \leq 1$ and $X_1, X_2$ are gaussian r.v.’s. In practical transform computations, typical values for $\alpha$ and $\beta$ might increase or decrease depending on the specific coefficient, but in general they are always smaller than one, making the curve $1 + \frac{4}{2^N}$ a still reasonable approximation for an upper bound of the ratio $\frac{t}{L}$. By allocating $N$ extra bits when quantizing $X_1$ and $X_2$ than when quantizing $\alpha X_1 + \beta X_2$ we can guarantee that the extra distortion introduced by the intermediate quantization will be bounded by the values given by the theoretical curve. The figure also shows that values of $N$ smaller than 3 introduce a large extra distortion, and the reduction in the extra distortion has a diminishing return as $N$ increases for values above 3.

![Fig. 4. Theoretical and simulated results for MSE ratio with and without partial coefficient quantization](image)

4. SIMULATION AND RESULTS

In this section we present some preliminary results. We show that the partial coefficient quantization has indeed a major impact on the final distortion, and the results obtained in section 3 can be used to design the partial quantizers such that a good trade-off point between the allocated bits and the extra distortion introduced is achieved. We also compare the performance of the proposed scheme with the cases of raw data transmission (no encoding) and of two-way transmissions (no partial coefficients) in terms of signal-to-noise ratio against transmission cost.

Fig. 5 shows the distortion curves obtained for standard 5/3 wavelet implementations and when partial coefficients are coarsely quantized ($N = 0$) and finely quantized ($N = 3$). It can be seen that the resulting SNR is very sensitive to coarsely quantized partial coefficients. In the sensor network scenario, choosing values of $N$ much larger than 3 will certainly lead to better signal-to-noise ratio, but at the cost of an increase in the overall energy consumption.

For the cost comparison, the simulations considered a simple 5/3 wavelet, as described in section 2. The input process data was created using a second order AR model, with poles placed such that a reasonably smooth output would be generated from white noise (poles were at $0.99e^{\pm j \frac{\pi}{3}}$). The measurements at the sensors corresponded to a sampling of the output of the AR model. The sensors were assumed to lie at a constant distance $d$ of each other. This restriction, however, is not required in practice. We used uniform quantization and no entropy coding at this point. The cost for the transmission of $b$ bits over the distance $d$ was computed as $b \cdot d^2$.

Figure 6 shows the resulting SNR and Cost for the case where 100 sensors are equally spread over 100 meters. The 2-level wavelet with finely quantized partial coefficients performs better, with raw data transmission being the one spending the most energy. The energy savings are around 30% when compared to raw data transmission for a target SNR.
In Fig. 7 we plot the resulting costs for the case where only 10 sensors were spread over the same distance. It can be seen that methods that require more communication tend to perform worse than the simpler ones. This might be attributed mainly to the fact that in a large network, a large portion of the transmissions (and the energy consumption) are related to simply forwarding already computed coefficients, and not with their computation. Therefore, a method that reduces the average number of bits per sensor also reduces the computational load due to data forwarding, resulting in a smaller overall cost. Smaller networks should benefit from methods that do not introduce large extra local costs, since the energy spent with coefficient computation (including due to finer quantization for partial coefficients) and data forwarding have the same magnitude.

5. CONCLUSION AND FUTURE WORK

We have proposed a distributed wavelet algorithm for wireless multihop sensor networks that exploits the data flow direction in the network to perform partial computations to approximate the wavelet coefficients using the available data that arrives at each sensor. We have derived an upper bound to the distortion introduced by partial data quantization, and used it as a means to design the partial quantizers such that a good trade-off between additional distortion and increase in cost (due to the extra bits to be transmitted) was achieved.

Simulations have shown that the proposed method can significantly reduce transmission costs depending on the network configuration. Also, the comparison between figures 6 and 7 suggests that the network configuration can be optimized by breaking the network into regions that would operate using different coding schemes depending on the physical location of sensors, reducing the overall energy consumption.

A number of topics are still to be addressed. Measurements at the sensors can consist of vector data, meaning that sensors are acquiring data over time. In this case, local correlation at each node can also be exploited. Different quantizers, other than uniform, also might be used. Under current development is the extension of the proposed algorithm to the 2D case, where we make use of side information to differentiate between possible paths.
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