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ABSTRACT

The goal of this paper is to discuss how current trends inovige

quisition, display and applications may impact video cosggion

technology. We start by discussing some of these key treams,
in particular the challenges posed by scaling (increasaddrreso-
lutions) and the need for flexible access to complex datadétsn

we provide an overview of the recent evolution of video coespr
sion, with a particular focus on recently developed statslasuch
as H.264/AVC, and identify important factors that have dbated

to performance improvements in the last decade. This allsv®

identify several areas in which further gains in compresgerfor-

mance may be hard to achieve with current design technideesed
on this, we propose areas of future research with a commarsfoc

temporal coding tools.

Index Terms— Video coding, RD optimization

1. INTRODUCTION

In spite of humerous predictions of an impending networkdsan
width glut or of ever vanishing costs for memory, video coegsion
continues to focus significant R&D activities. In fact, beotle over-
investment in network bandwidth that accompanied the “dwoh’c
bubble and the truly amazing decreases in the cost of menawg h
led to more media being transmitted or stored, at even higkeer
olutions, so that the need for efficient encoding has, if laing,
increased. 20 years ago digital video coding was being dpeel
both as an enhancement to phone communications (in faauser
development of video telephony started even earlier [2§) as re-
placement for some of the TV delivery infrastructure. Todé&eo
encoding is available in myriad devices from cellphones amg
systems or PCs.

In this paper we look back at recent technology developments

in video coding and use those to sketch some thoughts abten-po
tially interesting research directions. As should be obsjove have
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focused on some specific aspects of recent video technolatyd@
not claim to provide a complete overview of future direcidisee
[3] for a broader discussion.) In short, what we really addrbere
is not so much the promise of specific coding tools (say, ndvet-
tional transforms or distributed video coding), but rattier validity
of current “design philosophies”, based on using multipbeling
tools and rate-distortion (RD) optimization at the encgdias we
seek to apply it to new types of content (from very high regotu
video to multi-view or 3D content) As will be seen the papesgma
few questions, but only provides hints about what could teaabme
efficient solutions.

Motivation of this paper arises from three observationsisti
highly optimized encoding for H.264/AVC produces outsiagdRD
performance but leads to artifacts that manifest themselvepe-
cific types of content; significant efforts are being spemtriproving
encoding to address these problems. Second, encoding etyipl
may now be becoming a more important issue, while perhagein t
past it was considered a somewhat secondary factor; thikede
discussions of the need for new complexity-constrainedrétyns.
Third, new types of content (3D TV, multi-view video, etcedve-
ing considered and compression tools are being developgtbitus
mostly on overall coding efficiency; not enough attentioroésng

paid to how users may access these datasets and how wellnthe co

pressed formats serve typical usage scenarios.

We start by describing in Section 2 how the needs of the field

are evolving as a function of general trends in technologySéc-
tion 3 we sketch the key technological developments thag laav
companied recent improvements in video compression téono
Section 4 provides some ideas for where important resegipbre
tunities may be found based on the above mentioned obsmmgati
Section 5 provides some conclusions.

2. TRENDS IN VIDEO COMMUNICATIONS

The cost of pixel capture and display has been dropping dieatig.
Video acquisition devices are becoming pervasive, frorfphehes,
to cameras, to webcams, etc. Available display resolusaver in-
creasing, from HDTV in the home, to CIF in many cellphonestiVi
the cost of cameras dropping multi-camera systems are liag-
tigated for some new applications (to be discussed belomgrEss
is also continuing to be made in display technology, stgrtiith
increases in display device resolution, improved auteestcopic
displays and so on.



As a consequence of the reduced cost of encoding, storage an@usly, as in the case of B-pictures or B-slices, the emmpdirder

bandwidth, professionally produced content is making rdoma

and the display order could be different). Examples of psgplocod-

plethora of video produced by users. Where in the past the- numing structures include B frames and related ideas [8, 9gresibns
ber of decoders far exceeded that of decoders, nowadaysenve se of filtering techniques to the temporal dimension [10, 11, 13,

trend to larger number of encoders. In fact the emergencedihg
systems for surveillance leads to a situation where mucheflaita
may never be decoded. Thus, the trade-offs in encodingdilego
complexity are now shifting so as to make low complexity afing

prediction from multiple frames [14], and others.

Note, however, that there are other situations where differ
definitions of future and past apply. For example, distedusource
coding techniques [15, 16] can be used for essentially ¢dpamn-en-

more important. Note that the true cost of encoding can be- meacoding, so that the encoder no longer needs to replicatestteder,
sured in many ways, and depend on factors other than thefispeciand indeed frames not seen by the encoder could be used teredu

algorithms (e.g., power consumption will depend on thefptat

used for encoding and system cost will depend on productibn v

ume among other factors). Still, algorithmic complexityaisnajor
factor in encoding cost.

Increases in video resolution often do not lead to changésein
applications themselves. Thus, similar type of conternt (8lms) is
distributed in successive generations of video storag&eg\{such

as VCDs, DVDs and emerging high definition systems). However

ongoing research is considering new modalities of videderdn For
example, immersive environments using very high resatutics-
plays or wearable displays are being considered. To givelea of
the kinds of rates that “true immersion” would require, TorolH
man proposed to calculate “The bit-rate of reality”[4] andicates
that providing such a realistic environment would require 340M
samples on a sphere, at 100 frames per second, 10bits/sataple
ble the number for color, double the number for depth [sfeyedds

the encoding rate of current frames. As another exampleritbeder
may use bit allocation techniques which try to approximéoéally
optimal bit assignments. In this case, the encoding modesedas
for a given frame may not be decided until some other frames ha
been analyzed. Thus, future frames (in terms of encodingrpede
used to determine how to encode the current frame, evenyifate
not directly used for prediction.

While significant research effort has been devoted to better

exploiting temporal redundancy in video, the ideas progose
Section4 will suggest that much remains to be done in corieigle
the temporal dimension in coding.

3.2. Basic technologies

In looking back to the early 90s and to the first widely adoptenh-
pression standard, MPEG-1, one can see that the esserdiagco

1.36 x 10'? bits/second.” In addition to immersive systems, tech-system architectures essentially remain unchanged. Moserd

niques such as 3D video [5] or free viewpoint TV [6] allow sestio
be viewed from different angles, so that different users wikract
in different ways with the same bitstream.

systems used in practice, representing millions of encoded even
greater number of decoders, make use of block-based matibnae
tion and compensation, followed by a block image transfajoan-

In this paper we consider these trends and ask whether turrefization and entropy coding. The discrete cosine transfiD@T)

state of the art design techniques (discussed in Sectionll3)om-
tinue to be effective. In particular this leads us to poseftiiew-
ing questions, which will be revisited in Section 4: i) Canreat
encoders perform equally well at higher resolutions? iin@a-
coder complexity be reduced (to support the increasing rmurob
encoders)? iii) How to enable increased decoder flexibddythat
individual users can access data in different ways?

3. STATE OF THE ART IN VIDEO ENCODING

3.1. Exploiting temporal redundancy

Video compression technology has focused on exploitingpteai
redundancy, while using techniques developed for imagenga@r
similar to those) in order to exploit spatial redundancy.u3 leffi-
cient temporal prediction has always been a key determifaer-
all video coding performance. Initial video coding techrég were
necessarily limited by computation and memory requiresemd
so did not exploit temporal redundancy, simply using imagdirty

is used in every single DVD player as well as in millions ofidig
tal cameras, and indeed even when the transform has chaaged,
in H.264/AVC, techniques for encoding based on block trams§
remain very similar to initially proposed ones [17]. Bloblesed mo-
tion estimation was proposed an early stage [7] and corgitmbe
dominant. While it is clear that “true” motion in the scenenisi-
ther translational nor block-wise constant, the blockeohgature
of these algorithms can be very useful computationally. éRede-
velopments have not fundamentally changed the nature abmot
estimation, with the block-based approach remaining danmtirbut
extended to encompass different block sizes, pixel acmgand
prediction modes.

A major role in the development of video coding has been glaye
by standards, such as MPEG-2 or H.264/AVC. All these statedar
are built on the assumption that the standard specifies teevime
of the decoder. Thus, a standard compliant bit-stream leadgsam-
biguous decoding, where the only flexibility allowed to thecdder
is that of skipping back and forth in the bitstream, i.e.d@am access
is enabled. Standardizing the decoder is needed for irgeabpity.

tools, often low memory ones such as DPCM. A key developmenflso important is the fact that innovation is possible aténeoder,

was that of block-based motion estimation and compensé#biols
[7]. These were initially too complex to be useful in praetibut
have since then been widely adopted.

It is worth re-emphasizing this obvious point: the tempalial
mension is fundamental in defining the efficiency of videoingd

thus letting multiple companies support a standard, whikgbéng
competition in encoding quality, cost and complexity.

3.3. Recent developments

schemes. One can think of a typical video compression syaeem While fundamentally the basics of motion estimation remidia

using thepast i.e., information previously transmitted, as a way to same, what has changed is the number of modes that can be used

reducing the encoding rate for tiature, i.e., information yet to be
encoded. Most current systems employ closed-loop predicso
that the encoder includes a decoder, and the encoding oetier- d

for encoding. In particular, a major addition to the H.26dnstard is
that of various block sizes for motion estimation and consadion,
not just16 x 16 pixels, but alsal6 x 8, 8 x 16, 8 x &8, etc. This

mines which frames are past and future at any given time (&nd o is clearly useful in that a block-based translational motinodel



hardly reflects real characteristics encountered in vidssnces.
By allowing smaller block sizes it is possible to provide arenaccu-
rate description of motion, but at the cost of additionas béquired
to represent the motion field.

frames. Often these errors are clearly visible in very detipe of

content, which may not have been included in original tegtisaces
used for the definition of the standard. Thus, these errogeineral
were uncovered after the standard was completed and whesmg

The question then becomes how to determine when it is worthat practical encoder design are undertaken.

while to use a smaller block size. Within typical AVC encalthis
is done by using rate-distortion (RD) optimization tool8,[19]. In
particular, comparing software used for simulation wita MPEG-
2 and AVC standards a striking difference is the availapitit La-
grangian based encoding in the latter [20, 21, 22]. Whileodec
optimization is of course an encoder issue (and thus nofieddby
the standard), it is important to highlight that compars@vC en-
coders and alternative techniques tend to be based on Riingtl
encoding used for AVC.

Finally, two other factors are worth mentioning when expiiag
the coding gains achieved by AVC. The first one is the inclusib
loop filtering. It is well known that block transforms leaditwcking
artifacts, i.e., coding parameters are selected in a blsekmanner
and thus when considering pixels at either side of a blocktaty
there tends to be an increase in the error introduced. Whabiced
with motion estimation, this leads to error increases irittedy case
where a block used for matching in a previous frame is hohalily
with the block boundaries for encoding. Loop filtering setkse-
duce this error contribution by filtering across predictmundaries.
Second, the standard seeks to entropy code as much of thmafo
tion being transmitted as possible. This is in particulaetfor the
syntax bits. As can be inferred from the fact that the numibepe
erating modes increases, the number of bits used to desoodes
also will increase and thus the percentage of overheadruitsases
as well, along with the importance of compressing these.well

4. OPEN QUESTIONS

The current design philosophy followed by the recently dmved
H.264/AVC standard can be described, at the risk of overfiyap

ing, as follows: i) A large number of modes of operation is mad

available, ii) Lagrangian costs are computed for all or sofrevail-
able mode selections, and iii) The best encoding mode isechios
each small coding unit (e.g., a macroblock) based on the agmp

Significant progress has been made recently in defining qual-
ity metrics that are better at capturing perceptual qualitpwever,
these new metrics (e.g., [26]) are in many cases developestifio
images. Comparable results for video, that fully take iraasider-
ation the temporal effects, are not as well developed. To beem
precise, while there are results in perceptual video quatibst of
the work has been devoted to analyzing quality regardlegiseoén-
coding used, rather than to developing perceptual toolksddia be
used as part of the encoding. Developing perceptually tatetools
that incorporate temporal quality criteria is a key chajjerfor im-
proving the performance of video encoding systems. Notethiegse
kinds of tools are well developed in the context of audio ngdR7].

Consider simple tools such as the “quantization matrices” i
JPEG, which allow different weights to be applied to each DCT
frequency. These are not as sophisticated as audio masiGhg t
niques which analyze specific signal segments [27], i.ey, &@ssen-
tially provide absolute masking, rather than relative niaglacross
frequencies. However, they are simple to use and can bey éasil
tegrated with RD optimization tools, so that in practice thmlity
metric being optimized is at least “perceptually aware”. dimi-
lar tools exist that can be used for video encoding. We beltbat
important goal will be to define such simple totd&e into consider-
ation perceptual characteristics in the temporal dimensémd can
be easily combined with RD optimization techniques.

4.2. How to reduce encoder complexity?

After the completion of the H.264/AVC numerous authors have
investigated techniques for lower complexity mode setecte.g.,
[28]). However, other recent work that has instead expldrigghly
complex encoding techniques can provide a more interegténg
spective on encoding complexity. Two recent papers [29, 38}e
proposed a model for global optimization of encoding cheice
given a specific motion compensation structure, for a whobeg

son of Lagrangian costs. Thus, as the number of availableemod of pictures. With this model, a quadratic optimization teicjue

increases, so does the encoding complexity, as least fooagipes

that perform an exhaustive search. We now address the gnssti

raised in discussing recent video communication trends.

4.1. Can encoder RD performance be maintained at high reso-
lutions?

Currently applied RD optimization techniques are not trafyti-
mal (e.g., they ignore temporal dependencies[23] as wildise
cussed in the next section). Moreover, these techniqudsaaed on
mean squared error (MSE), whose limitations are well docued
[24]. These lead to encoding problems in the context of lyigip-
timized standards, such as H.264/AVC, and these problectniz
more obvious as the content resolution increases (e.g.n whiag
HDTV displays). A typical scenario is one where overall MS&sh
been minimized but it is possible to observe annoying flickearti-
facts that may be particularly visible for some types of eon{25].
Specifically, when the best Lagrangian cost is chosen onck lger
block basis in each frame there is no guarantee that codddadcks
in successive frames will be coded in a similar manner. Tdasl$
to artifacts (such as flickering) that manifest themselvaely hen
viewing the video sequence, and not when considering iddali

allows temporal dependencies to be considered to achiqueimd
coding performance. Unlike in [23, 31], it is possible toiopze
encoding block-wis@ndto do so while taking into account tempo-
ral dependencies. Unsurprisingly these novel methodsedigtmn
RD optimized H.264/AVC encoding. The gains reported in [30]
are belowldB in PSNR, but it is worth noting that these gains
are without changing the coding structure, which itself whesen
based on suboptimal minimization of Lagrangian costs, (ivbere
modes were individually selected for each block, witholirtg into
consideration what effect this may have on neighboring anaré
blocks). Thus, potentially, additional gains could be actd if the
motion compensation structure were also part of the opétion.

In contrast to [23], in [30] the authors observed that in sarases
reducing the rate used for frames close to the “root” of treslfution
tree (e.g., initial P frames in a group of pictures) may in faed to
better overall RD performance.

This result indicates a potential risk in following the camt
encoder design philosophy. H.264/AVC has introduced nooeer
additional modes of operation, as compared to previousipgsed
standards, including more possible motion vectors (ewgrtgr pel
resolution vectors), more block sizes, several modes td jotedic-
tion, etc. In theory, an encoder can achieve the optimalatjmey



points by appropriate RD optimization techniques. Howehere
are several problems with this assertion (in addition todiséortion
metric itself, as discussed above). Clearly, RD optimgratiech-
niques (as widely used in developing the standard) do natigeo
an optimal solution. These evaluate Lagrangian costs thvittual
blocks within a slice, and use reasonable approaches ttfidep-
erating points for each block. However, they completelyoignthe
dependencies between choices made at the block level fameefor
slice and the quality of future frames/slices.

The total number of mode choices is increasing exponewptiall
and will continue to increase as frame resolution increa3éss is
important because of the coupling between modes illustiayethe
results in [29, 30]. The risk we are facing is that as the spEce
possible operating modes becomes larger, the differenvecha a
simple encoder and a highly optimized one may become greater

In light of this increase in the number of possible mode corabi
tions, and its impact on complexity, it is worth studying thwplica-
tions of different possible structures for the solutioncgaAssume
very few mode combinations provide excellent coding penfamce
(i.e., there would be a very small subset with good operatieg
formance in the set of possible solutions). This would bartye
inefficient. First, encoding complexity would tend to belhigs the

that will not actually be displayed). Alternatively, if theser is re-
questing parts of the bitstream, then the overhead will geifsicant

as discussed in [32]. Thus, in this mode of operation (joimtoel-
ing across views has been performed, but users wish to vidyv on
individual views), the joint encoding itself will lead to germance
degradation with respect to simulcast, which would allowess to
the each of the views individually [32].

Ideally, the goal the decoder should require just enough tiat
decode the specific view that has been requested, withouirireg)
a very high bit-rate to be used. As an example, recent wor3j [
shows that in a system with feedback, an intra format can ée (is
this case JPEG 2000) and redundancy across frames can baexkpl
by using motion vectors and letting the decoder request trdy
data needed to update frames of interest, based on what reagyl
received. An alternative approach [34, 35], with a diffénghiloso-
phy, uses distributed source coding to create a singlerdstst that
can be decoded in several different ways. The basic ideaisath
encoder can accommodate decoding based on several diffgicms
information” at the decoder (i.e., previously decoded fearthat are
used to decode newly transmitted information) by simplyuging
that decoding can proceed in the worst case correlationseltexh-
niques show improved performance with respect to moreticail

encoder would need to find a small set of solutions. Secore, thtechniques, such as those used in SP frames [36], whichtesdlsen

rate overhead needed for mode description may be in facgbéisi
cant, especially if the subset of optimal solutions charmyes time.
Consider the alternative situation now, where in fact gaxi mode
selection exist and the subset of optimal solutions doesimatge
much as a function of content. Then, it might be more effictent
design a system with fewer modes and where inefficient mode co
binations are ruled out by the system syntax.

would involve transmitting multiple residual signals (ofte each
possible scenario of decoding).

In short, novel datasets are likely to enable more complegss
to video information, allowing users to choosing a viewpand
navigate in almost arbitrary way. Re-thinking how thesstb#ams
are generated and the flexibility the offer in terms of dengdwill
be important. In staying with the theme of this paper, in a Way

Thus, we propose that a challenge for future systems wilbbe t means that “future” and “past” are no longer uniquely defeed

investigate coding structures and syntax tieatucethe total num-
ber of allowable modes, while enablingrger numbers of coding
tools to be used. What this calls for is a vector oriented aggin
to mode selection, where certain combinations cannot leetsel by
the syntax. Thus, for example, if one believes that usingtipial
reference frames is beneficial as a way to avoid performitgpaiu
interpolation, then perhaps both tools may be not suppgdietly
by the syntax. Likewise, mode selections for blocks linkedtem-
poral prediction could be similarly restricted. This wowdain lead
to considering the temporal dimension and developing spatio-
temporal modes, where the basic mode-decision unit is rgeloa
single macro-block or part of a frame, but information to meeded
across several frames

4.3. How to enable increased decoder flexibility?

As mentioned in Section 2, there are a number of applicatidrere
viewers are partially accessing some of the data set. Tinislisas-
ing the need for encoders that allow some decoding flexbiliak-
ing as an example, a free viewpoint TV scenario, let us sayitiha
puts from multiple cameras have been jointly encoded usiotst
such as those developed in the context of the multiview vicheb
ing (MVC) activity within JVT. Then a user can choose to chatfte
display angle, in effect selecting only one of the views fribm@ bit-
stream (for the purpose of this discussion it does not maitether
new views are interpolated or only those views already pathe
bitstream can be displayed). Because encoding is perfojoiretty
for all the views, in general, blocks from multiple views lnileed
to be available in order to decode a block of interested.dfwole
bit-stream is available to the user then this will be at thet obsome
additional decoder complexity (i.e., blocks will need todeeoded

at the encoder. Instead, tliecoder should be allowed to follow
different decoding paths, each one with a different ordgthrough
the data, thus corresponding to different definitions of i &uture
and what is past for decoding purposes.

5. CONCLUSIONS

In this paper we have considered recent trends in video caorioa
tions to evaluate whether current design philosophies cavige
sufficiently good performance. We have used recently phobts
work to motivate three areas of research, with a common thafime
giving increased importance to the temporal dimensionadeicod-
ing. In particular, we propose to investigate i) coding $ota take
in consideration temporal effects in perceptual quality,spatio-
temporal coding modes, and iii) encoding techniques thatige
greater flexibility for the user to view the data, with copeading
changes in the decoding order.
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