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ABSTRACT

In this paper a novel loss recovery technique is proposed for multi-
media communications over lossy packet networks. The proposed
technique uses a combination of recent results on multiple descrip-
tion coding and erasure recovery codes in channel coding. The
uniqueness of the proposed technique lies in its ability to recover
not only the data carried in lost packets, but also the decoding state
for successive packets. Experimental results on image and speech
coding show that the proposed technique has excellent coding per-
formance compared to some of the best results published and it
can also significantly reduce the error propagation in successive
packets due to packet losses.

1. INTRODUCTION

With the rapid growth of the Internet, recent years have seen a
flurry of research activities in error protection and control for mul-
timedia communications (for a good review see [1, 2]). The sin-
gle most important driving force behind these research works is
the fact that the best-effort service model, as currently being im-
plemented by most Internet service providers, does not guarantee
timely lossless packet delivery. Indeed recent studies on Internet
packet dynamics have shown that end-to-end packet loss and de-
lay occur quite often especially during “busy” working hours [3, 4]
and packet losses, if not dealt with appropriately, can cause very
annoying quality variations in the received signal hence degrading
the quality of multimedia communications.

A majority of research works on error control and correction
have thus far limited themselves to correct only bit errors in the
corrupted packets or to recover only the lost (or overly delayed)
packets [1, 2, 5, 6]. While these approaches work well for memo-
ryless source codecs, e.g. a pulse code modulation (PCM) coder,
in which data is independently coded and thus packets can be inde-
pendently decoded, problems arise when source codecs with mem-
ory are used.

Source codecs with memory usually operate using the knowl-
edge learnt from past encoded data and adapt the coding on the fly.
They can also be characterized as a special type ofstatemachines
where thestateis defined as the knowledge the codec learned and
used for the encoding of new incoming data. The output of a
source codec with memory therefore depends on both the incom-
ing data and the codec state (see Fig. 1 for an illustration of the
state-dependent decoding process). One example of such codecs is

the differential pulse code modulation (DPCM) scheme in which
a prediction is adaptively computed for the data to be encoded and
only the prediction residue is encoded and transmitted. Another
example is adaptive quantizer based codecs in which quantization
stepsizes or codebooks to be used are updated constantly using the
statistics of past encoded data [7]. In both cases, the state informa-
tion, i.e., predictions in DPCM codecs or codebooks in adaptive
quantization codecs, is not transmitted but with the assumption
that the decoder will be able to derive it on its own using the past
decoded data.

Such a precondition for correct decoding, though always true
for error-free transmissions, can not be guaranteed for communica-
tions over lossy packet networks. As a result packet losses will not
only increase distortion level in the corresponding encoded signal
segment but also disrupt the decoding state for successive packets.
Such a decoder malfunction in case of channel errors, often result-
ing in error propagationin the received signal, has been studied
recently in the context of packet communication for DPCM codecs
[8], the CELP-based speech codec G.729 [9] and motion compen-
sated hybrid video codecs [10, 11]. In some cases, it is found that
distortion caused by state loss is more annoying than that due to
data loss since the former propagates in time and has lasting neg-
ative effect on human perceptions [9, 10]. A good error control
scheme therefore has to be able to recover both the lost data and
the lost decoding state in order to minimize the signal quality drop
in the presence of packet losses.

An often used technique to prevent error propgation is to re-
fresh the decoding state periodically, e.g., inserting Intra-frames
(I-frame) at certain intervals in most hybrid motion-compensated
video codecs [10]. The expense for doing so, however, can some-
times become significant; in low bit rate applications bits used
for encoding I-frames can be an order higher than that needed by
predictive-frames (P-frame) or bidirectional predictive frames (B-
frame) and high loss rate channels often necessitates a high rate of
I-frame insertion for reasonable signal quality receptions.

In this paper we provide a different approach using a combi-
nation of recent results on multiple description coding (MDC) and
error correction codes. The explicit redundancy-based MDC tech-
niques for error protection have been shown to yield very compet-
itive performances over lossy packet channels [12, 13, 14, 15] and
are also capable of erasure recovery for predictive codecs [8]. Er-
ror correcting codes, specifically the Reed-Solomon erasure codes,
can also significantly improve the error robustness of encoded bit-
streams [6, 16]. We combine merits from these two worlds and



propose a new scheme which can approximately recover not only
the lost packet data but also the lost decoding state.

The novelty of our schemes lies in its competitive coding per-
formance for packet erasure recovery and its applicability to a wide
range of state-dependent source codecs used in practice, e.g. AD-
PCM based speech codecs (G.721/G.722/G.723, etc.) and hybrid
motion compensated video codecs (H.263, H.263+, and MPEG4,
etc.). An earlier work of the same philosophy has also shown that
it can be easily integrated into an adaptive error-control system
according to time-varying channel characteristics [17].
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Figure 1: State dependent packet decoding at the receiver.

2. THE PROPOSED SCHEME

2.1. State Dependent Packet Decoding

In Fig. 1 we show a schematic plot of the state dependent packet
decoding procedure. Each received packetPn, when decoded,
not only contributes its data partYn for the reconstruction of the
encoded signal, but also helps to recover the decoder stateSn for
the correct decoding of next packet. If packetPn is lost on the
way to the receiver, the decoder will not be able to recoverYn

nor Sn, whose loss will result in incorrect decoding for multiple
successive packets.

2.2. Encoding and Packetization

The proposed technique to combat packet losses is illustrated in
Fig. 2 and the encoding and packetization algorithm is defined as
follows.
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Figure 2: Illustration of encoding and packetization.

Algorithm 2.2 for Encoding and Packetization

Step 1: Split input data sequenceX into small segments based on
the packet size and coding rate.
AssumeX= {· · ·Xn−2 Xn−1 Xn Xn+1 Xn+2 · · ·}with
Xn being one segment of the inputX, e.g., one speech
frame in a speech coding system or one video frame/field
in a video coding system. In a still image coding system,
Xn can also be one polyphase component [12].

Step 2: Encode each segment at a high coding rateR using codec
Q1.
Let Y be the encoded bitstream. In case of packet loss-
free transmission,Y will be used to reconstruct the encoded
signalX.

Step 3: Generate error correcting codes for each segment at a low
coding rateρ.

(a) Decode bitstreamY and reconstruct fromY the in-
put asX̄.

(b) Re-encodēX at a lower bit rateρ using codecQ2.
Let Z be the the newly encoded bistream. In case
that anyYn is lost in the transmission,Zn will be
used for the reconstruction of corresponding input
segmentXn.

(c) Generate error correcting codesA for Z.

Step 4: Pack the encoded bitstreamY and error correcting codes
A into multiple packetsP.

As one can see, Step 1 and 2 are essentially common practices
in typical packetization procedures. The uniqueness of our scheme
lies in the generation of the error correcting codes in Step 3 and the
packetization in Step 4, which we now provide design details.

The error-correcting codes we use belong to a special type of
block codes, the Reed-Solomon (RS) erasure correction codes. For
eachK data packets,N − K parity packets are generated using
a systematic(N, K) shortenedRS codes [18]. The flexibility of
the choice ofN can be used to control the maximum amount of
redundancy in the system design, however, a fixedN = 2K is
chosen in this paper for simplicity.

In Step 3, error correcting codesA is generated usingZ but
Z is not transmitted to the receiver as shown in Step 4. In other
words some symbols, i.e.Z, used in the process of generating the
RS codes are not transmitted but are absolutely necessary for error
recovery in the presence of packet losses. To do so, rather than
directly encoding the original inputX at a redundant rate to obtain
Z, as have been practiced in existing similar works [14, 15, 8, 12,
17], we propose to first decodeY into X̄ and then re-encodēX to
generateZ. Such a change guarantees that the receiver can recover
Z usingY without sendingZ using extra bits. This constitutes a
major difference from previous designs and can provide significant
coding gains over similar existing works [14, 15, 8, 12, 17]. As
will be shown later, it also helps packet loss recovery even if the
low bit rate codecQ2 is also of state-dependent nature, in which
case previously proposed techniques will fail [14, 15, 8].

The process for generating the error-correcting codes goes as
follows. EveryK consecutive packets fromZ, i.e. {Zm, m =
n, n + 1, · · · , n + K − 1}, are used to generate anotherK parity
packets, i.e.,{Am, m = n, n + 1, · · · , n + K − 1}. To com-
bat packet losses especially burst packet losses of lengthK, An

is packed withK units/packets phase shift relative to dataYn.
One example is to packAn with Yn+K in packetPn+K , An+1

with Yn+K+1 in packetPn+K+1 and so on. Such a packetization



strategy guarantees that anyK received packets can be used to re-
construct the originalK packets fromZ. Packetization examples
for one and two packets losses are shown in Fig. 3 and Fig. 4. As
one can see that, onlyY, the encoded bitstream at rateR, andA,
the erasure recovery codes, are actually transmitted.

2.3. Packet Loss Recovery

2.3.1. Recovery of Lost Data

Algorithm 2.3.1 for Data Recovery

Step 1: AssumeK packets are lost, i.e.,PK
n {Pm, m = n, n +

1, · · · , n + K − 1} are lost. Collect nextK received pack-
ets and extract erasure recovery codesAK

n = {Am, m =
n, n + 1, · · · , n + K − 1}.

Step 2: Decode erasure codesAK
n to getZK

n = {Zm, m = n, n +
1, · · · , n + K − 1}.

Step 3: Denote reconstructed data from previousK packets, i.e.,
PK

n−K{Pm, m = n − K, n − K + 1, · · · , n − 1}, as
X̂K

n−K = {X̂m, m = n − K, n − K + 1, · · · , n − 1}.
Re-encodêXK

n−K usingQ2 at bit rateρ to getZK
n−K =

{Zm, m = n−K, n−K + 1, · · · , n− 1}.
Step 4: DecodeZK

n with the help ofZK
n−K if necessary. Recover

lost YM
n = {Ym, m = n, n + 1, · · · , n + K − 1} using

the newly decoded data.

In Fig. 3 we show the packetization for recovering one lost
packet, in which parity codeAn is piggy-backed in packetPn+1

with one unit delay relative to the primary encoded dataYn. Note
also that parity codeAn is a function of onlyZn in this case.

Assuming packetPn is lost and packetsPn−1 andPn+1 are
received correctly. Using Algorithm 2.3.1, the recovery process
is straightforward. First,An is extracted from packet inPn+1.
By channel decoding,Z)n can be reconstructed, which, when de-
coded, will provide a a coarse quantized version ofXn.

The decoding process ofZn depends on the property of the
the low bit rate codecQ2. If Q2 generates independent bit stream,
then eachZn can be directly decoded. In such a scenario, Step 3
can be skipped, i.e., there is no need to recoverZn−1. However,
if Q2 decoding is also state dependent, one has to recover first the
decoding state forZn. In this case, Step 3 is followed to recon-
structZn−1 first by re-encoding (usingQ2 at rateρ) X̂n−1. After
decodingZn−1 usingQ2, one finally is able to correctly decode
Zn to get the low bit rate recovery data for packetPn.

An example of packetization scheme to protect from two con-
secutive packet losses is shown in Fig. 4. Note in this case,
{An,An+1} are generated from{Zn,Zn+1} using a (4,2) RS
erasure code. Their packetization are delayed two units. Details
of data recovery is exactly the same as explained before and is
omitted here for lack of space.
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Figure 3: Recovery of single packet loss.
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Figure 4: Recovery of two packets loss.

2.3.2. Recovery of Lost Decoding State

The basic idea is inspired by the work by Singh and Ortega in
their work on erasure recovery for predictive codecs [8], in which
the coarsely quantized data is used to invalidate unlikely sequence
decoding paths and the one with the minimum error is chosen as
the most likely one. We generalize the idea for any state-dependent
codecs (i.e. source codecs with memory) and define the algorithm
for decoding state recovery due to packet erasures as follows.

Algorithm 2.3.2 for State Recovery

Step 1: Assume packetPn is lost and the decoding state forPn+1

needs to be restored. Collect nextM + 1 successively re-
ceived packets and extract erasure recovery codesAM

n+1 =
{Am, m = n + 1, n + 2, · · · , n + M} and encoded bit
streamsYM

n+1 = {Ym, m = n + 1, n + 2, · · · , n + M}.
Initialize algorithm distortionD(0), loop control variableε,
and decoding stateS(0).

Step 2: Decode erasure codesAM
n+1 to getZM

n+1 = {Zm, m =
n+1, n+2, · · · , n+M}. Decode (using codecQ2) ZM

n+1
to obtain the low bit rate reconstruction of the correspond-
ing input signal. For simplicity,ZM

n+1 is also used to denote
this low bit rate reconstruction.

Step 3: For a given decoding stateS(k), decodeYM
n+1 to recon-

struct the corresponding original input sequence asX̂M
n+1 =

{Xm, m = n + 1, n + 2, · · · , n + M}.

Step 4: UsingQ2, re-encodêXM
n+1 at rateρ to obtainẐM = {Ẑm, m =

n + 1, n + 2, · · · , n + M}.

Step 5: Compute the distanceD(k) = |ZM
n+1− ẐM

n+1|2. If |D(k)−
D(k−1)|/D(k) ≤ ε, stop. The current stateS(k) is then the
optimal decoding stateS∗. Otherwise choose a new state
S(k+1) and go back toStep 3.

As one can see, the state recovery is formulated as an opti-
mization algorithm over the state spaceS, i.e. the set of all possi-
ble initial states for decoding packetPn+1. The optimal solution
S∗ is such a decoding state from which the distortion between the
received dataZ and the re-encoded datâZ is minimized.

3. EXPERIMENTAL RESULTS

The first experiment on still image transmission is used to show
the coding performances of the proposed scheme. The basic sys-
tem framework is the same as that previously presented in [12].
The input image is first wavelet transformed and the wavelet coef-
ficients are polyphase transformed into 16 polyphase components,
each of which is then coded independently at 0.4bps using the
SPIHT codec [19]. The encoded bitstreams are packed into dif-
ferent packets (which constitute theY part in algorithm 2.2). Next



Y is decoded intôX which is then re-encoded at 0.1bps to gener-
ateZ. Finally erasure codesA is generated fromZ using a (32,16)
RS erasure code.
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Figure 5: Performance comparisons for Lena 512x512 graylevel
image coded at total bitrate 0.5bps with redundancy20% under
different packet loss assumptions (up to50%). ULP: unequal loss
protection[6]. MSDQ1 and MSDQ2: multiple description scalar
quantizer based wavelet image coding[5]

Since no decoding dependency exists between consecutive pack-
ets in this experiment, erasure codesZ are packed together with
its Y counterpart without delay, i.e.,Pn = {Yn Zn} for n =
0, 1, · · · , 15. As a result total 16 packets are generated and at
least 8 packets have to be received to recover all polyphase com-
ponents (either at 0.4bps or 0.1bps). Fig. 5 gives the reconstructed
mean peak signal-to-noise ratios for the Lena image under differ-
ent packet loss assumptions. The best and the worst PSNRs are
also shown in vertical bars. As one can see, the performance of
the proposed scheme is very competitive even compared to some
of the best coding results published to date.

The second experiment on speech coding is used to demon-
strate the state recovery capability of the proposed scheme. The
coding algorithms are modified using source codes from RAT 3.0
[20], whose strategy for packet loss recovery is described in part
in RFC 2198 [21]. The primary coding used is the Intel/DVI4 AD-
PCM algorithm which encodes each linear 16-bit sample into a
4-bit symbol. The coding stateS constitutes the predicted value
pred and the indexind into the quantization stepsize table. The
redundant coding is a simplified LPC algorithm which generates
10 prediction coefficients, one period estimation and one gain es-
timator for each frame.

The speech used is the sentencedraw the outer line first then
fill the interior by a female speaker at sample rate16KHz and
16-bit per sample. There are total 180 packets, each of which con-
sists of 320 speech samples quantized at 4bps using the Intel/DVI4
algorithm. The redundant LPC data is generated on dequantized
speech signal and packed with one packet delay (for one packet
loss, erasure code can be simply a copy of the data itself). As-
suming packet 60 is lost, Figure 6 provides a comparison of peak
signal-to-noise ratios (PSNR) of each speech frame before and af-
ter the application of algorithm 2.3.2. An exhaustive search is per-
formed to find the decoding state and two packets are used in the
optimization process, i.e.M = 2. It can be seen that that state
recovery significantly reduces reconstruction error for packets im-
mediately after the lost ones thus avoiding further error propaga-
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Figure 6: Comparison of frame PSNRs before and after decod-
ing state recovery when packet no.60 is lost. Solid: ADPCM at
4bps; Dash-dotted: before state recovery, PSNRs of successive
packets drift away. Dashed: after state recovery, PSNRs of succes-
sive packets catches up quickly.

tion in the packet sequence.

4. CONCLUSIONS

In this paper we have proposed a novel packet loss recovery tech-
nique for time-constrained multimedia communications. Detail al-
gorithms for encoding, packetization, data and state loss recovery
in the presence of packet losses are also provided. The main ad-
vantage of the propose technique is its competitive coding perfor-
mance, its simplicity in system implementation and its applica-
bility to a wide range of multimedia codecs. There are however
several issues remain open for further researches, e.g., the opti-
mality of redundancy rate allocation (i.e.,ρ w.r.t R given total rate
R0 = R + ρ and channel statistics), the optimality of packet se-
quence lengthM used in the state recovery algorithm, and how to
accurately characterize the quality drop due to lost decoding state
for multimedia communications.

The authors would like to thank Alex Mohr and Sergio Servetto
for providing their coding results used in Fig. 5.
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