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ABSTRACT

Robust speech communication on unreliable channels is one
of the key research areas in the development of the voice-
over IP (VoIP) technology. In this paper, we propose a
multiple description coding (MDC) based speech packeti-
zation scheme to combat packet losses. The basic idea is
to encode each input speech frame into multiple packets,
each of which can be independently decoded. Explicit re-
dundancy is added such that each packet can render an
acceptable signal reconstruction of the original frame. Un-
like previous appoaches using explicit redundancy for loss
recovery [1], we propose to improve the redundancy coding
efficiency using context adaptive techniques. Simulation re-
sults on independent packet losses show that the proposed
scheme gives better average reconstruction audio quality at
low loss rates (< 20%) compared to that of previous works.

1. INTRODUCTION

Recent years have seen active research in the area of voice-
over IP (VoIP) or Internet telephony since packet networks
can provide many appealing features that cannot be realized
by existing systems, e.g. statistical multiplexing of packets
and integration of voice/video and data. One key issue,
however, before the wide deployment of the VolP technol-
ogy, i1s how to achieve acceptable audio quality over unreli-
able channels. For example, in a best-effort network packets
can be dropped in heavily loaded segments if some simple
congestion control policies are implemented, e.g. random
early drop (RED), or they can be overly delayed when they
arrive at the receiver due to the congestion and thus be-
come useless for time stringent applications (e.g. telecon-
ferencing). In hostile channels such as a mobile wireless
channel, transmitted packets can be completely corrupted
by the channel noise. and thus become useless at the re-
ceiver. In these cases if the data transmitted in lost pack-
ets or corrupted packets is not recovered significant quality
degradation can be observed in the received signal [2].
Numerous research efforts have been aiming at pro-
viding quality-of-service (QoS) by redesigning the network
infrastructure (e.g., RSVP[3]) thus providing bounds on
packet losses or avoiding losses altogether. However, in
this paper, we study techniques for best-effort networks to
enable recovering from packet losses and to mitigate the

drop in audio quality. The motivation is that these tech-
niques can complement QoS based transmission (especially
if packet losses still occur even if they are bounded), or at
least serve as near term solutions before the wide deploy-
ment of QoS networks. Our goal is then to design tech-
niques to enable the signal quality to degrade gracefully in
the presence of packet losses. A number of such approaches
have been proposed in the literature. Jayant [4] proposed
a subsample-interpolation technique in which odd and even
samples are sent over different packets and the lost packet
is recovered as the interpolation results using the received
packet. A retransmission scheme is proposed by Karim [5]
for mobile radio systems in which corrupted packets are re-
transmitted. A DPCM diversity system design to combat
packet losses is proposed by Ingle et al. [6] using the multi-
ple description coding (MDC) technique [7]. More recently,
a robust audio tool (RAT) scheme is proposed by Hardman
et al. [1] in which each packet carries explicitly a redundant
version of the previous packet for loss recovery. Similar ap-
proaches on forward error control (FEC) mechanisms have
also been studied by Bolot at al. [8].

In this paper, we propose a new technique based on
MDC for robust speech transmission over lossy packet net-
works. The basic idea of MDC is to send multiple descrip-
tions of the source over the unreliable link, with the hope
that at least one of the descriptions can be received cor-
rectly so that an acceptable reconstruction of the signal can
be achieved. We do not resort to retransmission for error
recovery as in [5] because:(i) most multimedia (e.g., speech
or images) communications can accept degraded reconstruc-
tion if the degradation is less than a certain threshold; and
(i) for multicast applications, it is not efficient to resend
data to the whole group if only a few participants suffer
from heavy packet losses.

A MDC system using polyphase transform and selective
quantization is proposed in our earlier work [9] which has
been shown to give excellent results for robust image coding
and is also simple for design and implementation compared
to previous MDC works [7]. In this system, each polyphase
component of the input signal is coded independently using
a fine quantizer and packed into one packet. For error pro-
tection, each packet also carries a coarsely quantized version
of neighboring polyphase components. In case of channel
failures, this coarsely quantized data can be used to recover



the lost packets. The approach for loss packet recovery is
similar to that used in the RAT system [1], however, we
propose in this work to use context adaptive techniques
to further improve the coding efficiency for the redundant
data. The basic idea of a context-based coding technique is
to make use of the knowledge of the neighborhood statistics
for the data to be encoded [10, 11]. Since strong correla-
tion, either linear or nonlinear (e.g. structural similarities)
usually exists between different polyphase components of a
given signal, this correlation can be certainly exploited in
our system for better coding efficiency.

In this paper, we propose a context-adaptive MDC sys-
tem for robust speech packetization. We will show that
the proposed system can achieve better performance for
independent packet losses as compared to previous works
[4, 1, 8]. The rest of this paper is organized as follows. In
the next section, we present the proposed context-adaptive
MDC system and its application to robust speech coding.
In section 3, experimental results on speech coding are pro-
vided for random packet losses. The last section concludes
our work with possible future extensions.

2. THE PROPOSED MDC SYSTEM

2.1. Basic System

In Figure 1 we show the proposed context adaptive MDC
system. The two quantizers (1 and @2 are respectively the
fine (high rate Ry) and coarse quantizers (low rate p). The
input X is first split into two subsources Y7 (all even indexed
samples) and Y2 (all odd indexed samples), each of which is
then finely quantized using @1 and packed into packet P;
or P.. For error protection and recovery, each packet also
carries a coarsely quantized version of the other component.
For example, P; consists of y1 = Qi1(Y1) and and g, =
Q2(Y2). The other packet P, is produced similarly.

To incorporate the idea of context adaptive coding, the
coarse quantizer ()2 also has as input the dequantized data
from @;. That is, the redundant data, 3> and g is ob-
tained as the result of quantization and encoding condi-
tioned on the dequantized data, g and ya, respectively.
Since polyphase components Y; and Y, are generated from
the same input X, strong correlation is expected to exist
between Y7 and Y2. This is true for natural speech or im-
age signals and the correlation has been taken advantage
of in a number of coding standards (e.g., G.721 for speech
and JPEG for images). If the input X is the subband data
from a DCT or a wavelet transform output, linear correla-
tion is approximately removed. However, strong structural
similarities still exist between polyphase components. One
example is that large magnitude coefficients tend to clus-
ter together and so is the case for smaller magnitude co-
efficients. This feature has been exploited extensively and
proven to be very successful in context adaptive codecs de-
veloped recently for image coding applications [10, 11]. As
a result, more efficient quantization of the redundant infor-
mation can be achieved.

Over an unreliable channel, packets P; and P> may not
be able to arrive correctly at the receiver. If only one packet
is received, then one finely quantized polyphase component
and one coarsely quantized polyphase component are used
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Figure 1: Context-based MDC System
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for reconstruction. For example, if only P; is received, 7
and g2 are used for reconstruction. However, if both pack-
ets are received, then only finely quantized data y; and 72
are used in the signal reconstruction. The system design
problem can be formulated as: Given total bit rate R and
packet loss rate p, find the optimal redundancy rate p such
that the average distortion D is minimized. Let X be a
zero mean random process with variance ¢2. Denote the
reconstruction distortion as D = F|X — X1|2 when only
P is received correctly, D, = F|X — X2|2 when only P, is
received correctly, and Dy = E|X — X¢|* when both pack-
ets are received. Since these distortions (D17 D3, Do) are all
functions of the redundancy rate p, the average distortion
D is also a function of p. Assuming independent packet loss
channel with loss rate p, D can be computed as

D(p) = p’o” + p(1 — p)(D1(p) + D2(p)) + (1 — p)> Do(p)

For a given loss rate p and a total bit rate R, the problem of
searching for optimal p which minimizes D(R, p, p), in gen-
eral, cannot be solved analytically because no closed-form
distortion-rate functions exist for a generic random source
X. However, analytic solutions do exist for some special
cases, for example, when the input X is a i.i.d Gaussian
source and high resolution quantization model is used for
Q1 and Q> (Interested readers are referred to [9] for more
details).

2.2. Speech MDC

An example application of the proposed context-adaptive
MDC technique is shown in Figure 2. Each 2N-sample
speech segment is split into two components, Y7 consist-
ing all even samples and Y, of all odd samples. These two
components are first finely quantized, e.g., by a PCM or a
ADPCM coder, and packed into packets P; and P: respec-
tively. The dequantized data Y; and Y are then used to
find the prediction residues, ri(n) and rz(n) as follows.

ri(n) = y2(n) = (01(n) + yr(n +1))/2 (1)
r2(n) = yi(n) = (g2(n = 1) + 41(n))/2 (2)

These prediction residues are quantized at a lower bit rate
using a coarse quantizer @2 (e.g. a DPCM coder) and
packed into P; and P, such that P, = {Q:(Y1),Q2(r1)}
and P; = {Q1(Y2), Q2(r2)}. Notice that packets, Py or Ps,
can be decoded independently, i.e., as long as one packet is
received, the original 2/N-samples can be reconstructed.



One may notice that, if both packets are lost, then noth-
ing can be recovered for the original 2N-samples. This con-
stitutes a major drawback of the proposed technique when
compared to the RAT scheme, refer to Figure 2, which can
always reconstruct at least one packet for consecutive losses
[1, 8]. However, as will be shown in the next section, the
proposed redundancy coding technique is much more effi-
cient than that used in RAT and the overall performance
under independent packet losses still outperforms that of

RAT.
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Figure 2: The proposed and the RAT schemes for robust
packet speech coding.

3. SIMULATION RESULTS

The speech materials consist of two sentences recorded at
16KHz and 16bits/sample, one male speaker with “A tamed
squirrel makes a nice pet” and one female speaker with
“Draw every outer line first, then fill in the interior”. Each
20ms speech segment is sent in one packet with 320 samples
in each packet. A PCM coder is used as the fine quantizer
and a ADPCM coder is used as the coarse quantizer in the
simulation. With a fixed total rate 16 bits/sample, three
different bit allocations are simulated: (A) 13 bits PCM and
3 bits ADPCM; (B) 14 bits PCM and 2 bits ADPCM; and
(C) 11 bits PCM and 5 bits ADPCM. The PCM coder is ob-
tained by removing the LSB bits from the original sample,
e.g., removing 3 LSB bits to obtain a 13 bits PCM coder.
The ADPCM coder is based on the open source coder G.721
and G.723 from SUN Microsystems, Inc..

Three different schemes are implemented and tested in
the simulation, namely !

1. The subsample-interpolation method by Jayant[4]. The
interpolation is the average of two neighboring sam-
ples as shown before. FEach frame is 16bps PCM
coded.

2. The RAT scheme in which each packet carries a x-
bit ADPCM coded data of the previous packet for
loss protection and the main part is (16-x)bps PCM
coded.

3. Every two frames are polyphase transformed and coded
by the (16-x)bps PCM coder. The interpolation is the
average of two neighboring samples as shown before.

!Tn this experiment, to illustrate our ideas, a PCM coder is
chosen to encode the primary information and an ADPCM coder
is chosen to encode the redundancy. More advanced coders can
certainly be used for larger gains, though, more delicate context
adaptive techniques are needed.

The prediction residues are then coded using the x-bit
ADPCM. Since the prediction residue is almost un-
correlated, the prediction loop in the ADPCM coder
itself is disabled and only the quantization stepsize is
adaptively updated based on the input statistics.

To measure the reconstruction quality of speech signal,
we use the noise-to-mask ratio (NMR) which measures the
relative energy of noise components above the signal’s au-

dible masking threshold [12]. The NMR is defined as [12]

NMR =

Zl 10_311—22 27 (i, k)P
B

« C 3 (0)

where M is the total number of frames, B is the number of
Critical Bands (CB), Cy is the number of frequency compo-
nents for CB b, and |D(z,k)|? is the power spectrum of the
noise at frequency bin k and frame 1. The k;, k;, are respec-
tively the low and high frequency bin indices corresponding

to CB b.

Table 1: “Squirrel” reconstruction NMR comparison (dB)
(A=13:3 B=12:4 C=11:5).

P Mean Mazx

RAT | MDC | JAY | RAT | MDC | JAY
0.10%A 4.37 -1.41 3.96 10.41 15.25 | 15.27
0.15%A 6.46 1.37 6.18 15.18 | 16.70 | 17.03
0.20%A 8.42 4.78 8.32 15.86 | 21.51 | 21.55
0.30%A | 11.14 | 10.10 | 12.51 | 20.04 | 23.23 | 23.26
0.10%B | 2.40 | -3.84 | 3.86 | 14.05 | 15.10 | 15.66
0.15%B | 4.38 | -0.80 | 5.35 | 14.86 | 15.36 | 16.44
0.20%B 6.63 3.79 8.53 19.75 18.20 | 18.19
0.30%B | 10.38 | 10.02 12.47 | 24.77 | 21.12 | 21.17
0.10%C | 0.30 | 4.28 | 3.02 | 15.20 | 15.04 | 15.74
0.15%C 3.26 0.74 6.68 17.81 17.34 | 17.47
0.20%C 5.72 3.89 8.75 18.85 19.24 | 19.47
0.30%C 9.78 9.99 12.74 | 33.47 | 35.31 | 35.22

In Table 1 and Table 2 we show the reconstruction NMR
results for Squirrel and Draw respectively under indepen-
dent packet losses at different loss rates (A/B/C stands for
different bit allocations as given before). Each loss rate is
simulated 100 times and the results are taken as the ensem-
ble averages. The negative NMR values in the table repre-
sent cases in which reconstruction noise levels are below the
human audio masking thresholds and thus can not be per-
ceived. The data shows that the proposed scheme achieves
on an average lowest mean NMR when loss rates are lower
than 30%. Actually, the relative performance gain becomes
significant at low loss rates (smaller than 20%) as compared
to higher loss rates (see Figure 3 for NMR comparisons of
the Draw sentence). This suggests that the proposed MDC
scheme is more suitable for low loss rate applications.

In Table 1 and Table 2 the maximum reconstructed
NMR results are also given, which correspond to worst re-
construction scenarios in each simulation. As one can see,
the proposed scheme performs worse as compared to the
RAT scheme in these extreme cases. As explained before,



Table 2:

(A=13:3 B=12:4 C=11:5).

“Draw” reconstruction NMR comparison (dB)

P Mean Mazx

RAT | MDC | JAY | RAT | MDC | JAY
0.10%A 1.59 -0.65 6.77 6.22 10.42 12.84
0.15%A 3.61 2.04 8.20 7.89 11.27 | 13.86
0.20%A 5.72 5.14 10.47 | 10.67 | 11.99 | 17.92
0.30%A 8.52 8.87 13.31 | 12.20 | 15.27 | 18.26
0.10%B | -0.79 | -4.05 | 5.03 | 6.00 | 6.10 | 13.44
0.15%B 1.94 -0.27 7.74 9.97 10.44 | 17.52
0.20%B 4.13 3.33 9.51 10.01 | 13.31 18.29
0.30%B 7.58 7.65 12.34 | 21.04 | 21.32 | 21.79
0.10%C | -2.03 | -4.64 | 4.12 | 581 | 5.77 | 13.44
0.15%C 0.95 -0.79 7.46 10.54 | 10.92 16.16
0.20%C 2.70 2.45 9.18 11.05 | 11.52 17.50
0.30%C 6.68 6.91 12.54 | 19.40 | 21.37 | 21.82

the reason is that when the worst scenario occurs, (i.e., both
packets are lost), none of the packets can be recovered using
the proposed MDC scheme while RAT can still reconstruct
one packet. The higher the loss rate, the more likely this
worst scenario will occur, which also contributes to the aver-
age performance degradation of the proposed scheme. One
possible solution is to introduce more than two descriptions
coding, for example, three or four descriptions coding as
long as the delay constraints are observed. By doing so, as
long as the number of consecutive packet losses is smaller
than the number of description packets, the catastrophic
case when nothing can be recovered can be avoided.

4. CONCLUSIONS

A MDC speech coding scheme has been proposed in this
paper. Simulation results are provided to show that the
proposed scheme can achieve better average reconstruction
audio quality compared to previous works. Further work is
needed to reduce the quality variations among different loss
patterns specially at high loss rates.
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