In Proceedings of IEEE Infocom ’94, Toronto, June 1994

A Framework for Optimization of a Multiresolution Remote Image
Retrieval System

A. Ortega, 7. Zhang

Dept. of Electrical Eng. and CTR
Columbia University

New York, NY 10027

Abstract

In this paper, we study the tradeoffs involved in
choosing the bit allocation in a multiresolution remote
tmage retrieval system. Such a system uses a multires-
olution image coding scheme so that a user accessing
the database will first see a coarse version of the im-
ages and will be able to accept or discard a given image
faster, without needing to receive all the image data.
We formalize the problem of choosing the bit alloca-
tion (e.g., in the two resolution case, how many bits
should be given to the coarse image and the additional
information, respectively?) so that the overall delay in
the query is minimized. We provide analytical methods
to find the optimal solution under different configura-
tions and show how a good choice of the bit allocation
results in a significant reduction of the overall delay in
the query (by up to a factor of two in some cases).

1 Introduction

Consider a generic multiresolution (MR) remote
image retrieval system (see [1] for an example of such a
system). The multiresolution approach is already be-
ing used for commercial products (e.g. Kodak’s Photo
CD) and has also been proposed for retrieval of video
[2]. Users accessing the system will be searching for
one or more images within those available in the re-
mote database. The two main components of the sys-
tem are an image database and a user interface which
handles the communication resources transparently to
the user. We assume that there are two main stages
in a query: (i) the database search stage, where in
response to the user specification the database man-
ager defines a set of possible candidate images, and
(ii) the browsing stage, where the user tries to select
one or more candidate images, called target images.
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In the latter stage the user is presented with a set
of low resolution images (e.g. icons), and can then
view them at increasing resolutions, up to the highest
available quality, and this until one or more images are
selected or the query is terminated. The motivation
is that by having fast access first to “coarse” versions
of the images, users are allowed to discard, if desired,
some of the images without necessarily having to re-
cewe the full quality image, thus reducing the overall
transmission costs of the system. When favoring an
MR approach, the underlying assumption is that the
communication costs are the limiting factor. This sit-
uation arises either because (i) the users have access
to low—speed (or shared) links, so that transmission
delay dominates the total delay in the query (over, for
instance, the delay introduced by the search within
the database) or simply because (ii) the system has to
be designed to minimize the total transmission cost,
which we assume to be proportional to the transmis-
sion time.

In this work we will concentrate on the browsing
stage of the queries. We will further assume that
browsing and database search are independent so that
our optimization of the browsing stage will not affect
the performance of the database search stage. While
work reported in the literature has focused on the pro-
gressive image transmission schemes [3, 4] here we look
at the image coding scheme from a systems perspec-
tive. Images in the database are coded with an MR
scheme (which we do not specify) so that, taking the
two-resolution case as an example, at the start of the
browsing stage a fraction aB, 0 < a < 1, of the B bits
of the image is transmitted and a low resolution im-
age is reconstructed using those bits. The remaining
(1 — @) B needed to reconstruct the full resolution im-
age will only be sent if the user requests it. We tackle
the problem of assigning a number of bits to each of
the image layers (i.e. in our example choosing «) so



Figure 1: Multiresolution image retrieval system: typ-
ical user interaction and corresponding system param-
eters.

Note that the above description presents a some-
what simplified user interaction since only one can-
didate image can be considered at any given time.
A more general case would not have such a restric-
tion and users would be allowed to store images at



Figure 2: System model for a multiresolution image
retrieval system. t is the probability an image is one
of the targets. P(«) is the probability that « percent
of the total bits provide sufficient quality. B is the
image size.

2.2 System Model

The previous system description can be formalized
as follows (refer to Fig. 2). Let ¢ be the probability
that an image chosen from the set of icons is one of
the target images. Let o denote the percentage of the
image data volume in the low resolution; we assume
that all images are coded using the same parameter
a. Let P(«) denote the probability that the quality of
the image reconstructed using « percent of the bits is
sufficient to make a correct decision (see Section 2.3).
Our objective is to obtain a,p¢, the optimal value of «
such that the mean response time is minimized, where
the response time is defined as the time interval from
the time the request is generated until the time the
target image is found.

We model the user interaction (refer again to Fig. 2)
by assigning probabilities to the transitions between

the successive stages of the query as follows. A transi-
tion from Stage 2to Stage 1 occurs when the image has
sufficient quality but is not a target, with probability

1—pIP2_,1:(1—t)~P(a).

A transition from Stage 2 to Stage 3 occurs if (a) the
image has insufficient quality or (b) if a target image
has been found, with probability

p:Pzﬁgzl—P((l)—Ft'P(Oz).

Finally at Stage 3, the query will end if a target image
has been found and will go back to Stage I otherwise,
so that we have:

(1-1)-(1—=P(a))
t-Pla)+1—P(a)’

and

l—qg=PFPs_1=

t
t-Pla)+1—P(a)

q:P3—>e:

2.3 Probability of sufficient quality

Given a set of N images, 8, assume that we allo-
cate to all of them the same a. We propose to model
P(a), the probability that an image, picked at ran-
dom from the set, has “sufficient” quality for the user
to make a decision, as follows. To each image from
the set s; € S, we can associate a rate-distortion (R-
D) characteristic, where each R-D point corresponds
to the image coded at one of the available resolutions.
P(a) could be obtained as an average of normalized
distortion (for the normalized rate «) measured over
the image set (for details see [6]).

In the rest of this work we will assume that the
probability function P(«) is in the form of 1—(1—a)™,
where m is a positive integer. Note that our choice
is reasonable when considering typical rate-distortion
characteristics and it only affects the exact value of
our result; the general analysis holds for more general
expressions of P(a).

3 Analysis and Results

We now provide solutions to the optimization prob-
lem outlined in the previous section. Note that we
formulated the problem of a single user having access
to the database but we now consider the possibility of
several users sharing the system. Different methods
are called for depending on the exact formulation, in
particular whether the communication resources are
shared or not. However, we will show that as far as



Figure 4: Norton equivalent network.

To find the state-dependent service rate, s;, we use
the approach presented in [7]. Let

pa(i) = pa, pa(i) = ipe/o, ps(i) = dpa/(1 - a)

k

_ Yi . B

Xz-(k)_HM(j), i=1,2,3, k=0,1,.., M,
ji=1

where y1 = y2 = 1/pq,ys = 1/q,ya = 1 is a solution
of the balance equation (equation (4) in [7]) and p, ¢
are as defined in Section 2.2.
Let
Gi(k) = X1 (k)



The state-dependent service rate, s;, is given by

5'_G3(z’—1)
NG

If we define the state of the system as the number
of requests at buffer B in Fig. 4, the state process is a
finite population birth-death process with birth-death
rates given by

Lo M=y 0<i<M -1
¢ 0 i>M
and Gali 1
s= =Dy
G(i)

respectively, where G3(7) is given in (1).
The steady-state mean queue size and request delay
can easily be obtained and are given by [8]:

2 CrlC

and

respectively, where

M i-1

1+ZH

S
21]0]+1

The optimal value of « is found by minimizing E[d]
over @, 0 < a < 1. The results are summarized in
Figs. 5,6, 7. The most important point is to note that
the optimal operating point is not a function of ¢, the
number of users M or ps. Fig. 5 shows the delay vs.
« tradeoff for two values of ¢. The relative gain of
using the a,p; is nearly the same in both cases. Fig 6
shows the same tradeoff for different values of ps. Note
that in the bottom two curves ps < p; and therefore
the delay due to the image transmission dominates
the delay due to the database access. However, for
p2 = 0.01 the dominant term is the database delay and
little can be gained by choosing a correct a. As was
to be expected, optimizing o only makes sense when
communication resources are the bottleneck. In Fig 7
the service rate for the transmission is only ten times
slower than that of the database access and we can see
that when the number of users increases over ten the
dominating factor becomes the database access delay,
and therefore the choice of o does not make as much
of a difference (because the users share the database
access but not the communication resources).
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Figure 5: Total delay as a function of a for two values
of t. In all cases we have that a,,; = 0.3012. The other
parameters are set to M = 10,m = 5,41 = 0.1, pup =
0.01,A = 0.1. Note that the trade-off is practically
identical for both values of t.

3.2 Separate channels and small image
set: non constant t

The results in the previous section indicate that the
value of the optimal a does not change with the num-
ber of users in the system. In this section, we consider
only one user. There are initially Ny unsearched icons
but now we assume that Ny is “small”, so that the
probability that one chooses the right icon among @
unsearched icons is assumed to be #(7), a function of .
In the following, we will derive an expression for the
average delay, (i), incurred in searching the target
image, given there are i unsearched icons. Using re-
newal theory, we have

Ba(i) = 1/ + a/pz + (L= (i) P(a) Eali = 1)
HH(D)P() + (1 - P(a)))

(1=a)/p2+(1=2()) /(L)) P(a)+(1=P(a)))) Ea(i=1))

. ) 1 1 1 )
= (1_t(l))Ea(l_1)+Z+E_E(1_t(l))P(a)(l_a)
(4)
and ) .
E.(1) = o + i (5)

An explicit expression of E(%) can be obtained it-
eratively from (4) and (5) and is given by

(—+—)

Ba(i) = (- +
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Figure 6: Total delay as a function of « for several
values of po. In all cases we have that aqp = 0.3012.
The other parameters are set to M = 10,m =5, u; =
0.1, = 0.05,A = 0.1. Note that for pus = 0.01 the
delay due to the database access, pu; = 0.1 is still
significant so that optimizing the transmission results
in modest gains. Conversely for the other two values
of py transmission dominates the delay.

1+ H(l—t(k)))—ﬂ—ip(a)(l—a)z: [T(—tk))

j=2k=j j=2k=j
(6)

Since t(:) < 1 for all i, 1 < ¢ < Ny, we have
E;’:z H;.c:j(l — t(k)) > 0. Therefore, the problem
of minimizing E,(¢) subject to 0 < a < 1 is equiva-
lent to the problem of maximizing P(a)(1—a) subject
to0<a<l.

So that we have

ape = arg max (P@)(1-a). (]
For the same set of parameters, a,,; is exactly the
same as that obtained in the previous section (al-
though here our analysis only covers the single-user
case).

3.3 Shared Resources

We now consider the case where all the users share
one communication channel. As in Section 3.1, the
system can be modeled as a closed queueing system
(see Fig. 3), with modified transmission rates which
can be determined as follows. The number of users
at stages 2 and 3 in Fig. 3 represents the number of
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Figure 7: Total delay as a function of « for several
values of the number of users. In all cases we have
that a,p; = 0.3012. The other parameters are set
tom = 5 pu; = 0.1, 42 = 0.01,¢ = 0.05,A = 0.1.
Note that, as all users share the database, increases
in M imply that the database delay becomes more
significant and the gains obtained by optimizing the
transmission are smaller.

users sharing the transmission link. At any given time,
a user can either be in stage 2 or stage 3, but cannot
be in both at the same time. Therefore, since the
link is shared, if there are ¢ and j users at stages 2
and 3 respectively, the transmission rates for one user
would be and (Z.Hﬁ‘é_a) at stages 2 and 3, re-

I

1 be e ( ,

spectively. The rate at which at least one user finishes
o iuo Jtiz

transmitting would be Gia and S at stages

2 and 3, respectively.

Because the transmission rate depends on the num-
ber of users at other queueing systems, we cannot
use the Norton equivalent theorem of queueing net-
works. Instead, we solve the steady state probability
directly. We define the system state as (1,23, 23),
where x1, 22, and x3 denote the numbers of users at
the last three queueing systems in Fig. 3, respectively,
and 1 > 0,29 > 0,23 >0, 1 + 29+ 23 < M. The
one step transition probability, p(i1, 12, i3|j1, ja2, j3) =
p(xy = i1, 29 = iy, x3 = i3]y = J1, %2 = Jo, 3 = Ja),
0<ii+ia+i3 <M, 0<j1+j2+ 73 < M, is given
as follows:

p(i1 + 1,49, 43|t1, 82, 43) = (M — i1 — i3 — 13)A

p(ty — 1, dg + 1,43]iy, 82,43) = 1y
iz(){
1y + 13

p(il;iZ_lai3+1|i1:i21i3):p H2



p(iy + 1,42 — 1 d3i1, 42,i3) = (1 _p)lzli@i?)m
p(in + 1,142,145 — 1|iy, 42, 43) = (1 — )Z?)i(zl—i—_:)“
plir, iz, i3 — 1]ir, iz, 13) = Q%W
i, iz, i3lin, iz, i3) =
Lty i i;iaigm_ igi(Ql—I_—:)m_I(il)ﬂl

p(j1, Jo, jali1, i2,43) = 0 for other values of ji, ja, j3

where I(z) is the indicator function, i.e., I(z) = 1
if « > 0and I(x) = 0 if # = 0. The steady state
probability w(iy, iz, i3) = p(x1 = 1, ®2 = ia, 23 = i3)
can be obtained by solving the balance equations and
the normalized equation, > M(i1,i2,73) = 1. The
total number of states is M(M? 4+ 6M + 11)/6. The
mean delay is given by

Bld) = ——E (®)

where

M
Elg=>_ Y ln(i1 iy, is).

=1 i1+ia+iz=l

Numerical results for M < 10 indicate that the op-
timal value of « is independent of the value of M and
once again identical to that obtained in Sections 3.1,
3.2. Fig. 8 shows the delay vs. « tradeoff for different
number of users, while Fig. 9 shows the tradeoff when
t varies.

3.4 Discussion

A first conclusion of the foregoing sections is that
finding the optimal operating point can be worthwhile
in reducing the overall delay, in particular in cases
where users are connected to the database through
low-speed links. For instance choosing the optimal «
can provide reductions in delay of up to a factor of
two in the m = b5 case (see Figs. 8-9 for the shared
resources case). Moreover, the advantage of choosing
a correct value for « increases as the parameter m,
which determines the shape of P(a), increases (de-
tails can be found in [6]). In most cases of interest one
can expect a relatively large m to be likely, i.e. a rel-
atively small percentage of the total bit rate provides
sufficient quality to make a decision.

A second point is to note that the optimal « is
independent of the exact procedure that is used for
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Figure 8: Total delay as a function of « for two val-
ues of the number of users when the commnunica-
tion resources are shared. In all cases we have that
agpt = 0.3012. The other parameters are set to
m = 5,3 = 0.1, us = 0.01,¢ = 0.05,A = 0.1. The
relative gain is practically the same regardless of the
number of users because the transmission delay dom-
inates as the links are shared.

transmission. For instance, we find the same results
for & whether one or several users access the database,
and whether or not the users share the transmission
resources. Finally, we see no dependence of the opti-
mal result on the size of the initial image set, or the
probability of getting the correct image, ¢.

The intuitive justification is that the exact proce-
dure for retrieving the images is not relevant because
we are concerned with minimizing an average cost.
Since for every image we have an average measure of
the “risk” of having to retrieve the rest of the image
(i.e. P(«)) and we assume all images are identical (i.e.
same probability) it is normal to expect that the only
factor to determine the optimal operating point would
be P(a).

Similarly, as we increase the number of users, and
even if the transmission resources are shared, the op-
timal value for a remains unchanged. This is again
due to our choosing to minimize the average delay for
a set of users that are identical, at least in a statis-
tical sense. A “minmax” approach, where the maxi-
mum delay instead of the average has to be minimized,
would probably yield different results.

Even though the optimal operating point is inde-
pendent of the system parameters, the gain of us-
ing a multiresolution approach is not. In particular



Delay vs. t with shared transmission links
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Figure 9: Total delay as a function of « for two values
of ¢ when the communication resources are shared.
In all cases we have that a,,; = 0.3012. The other
parameters are set tom =5, 1 = 0.1, us = 0.01, M =
5,A=0.1

we pointed how more gain can be expected when the
transmission resources are shared or the transmission
resources, rather than the database, represent the bot-
tleneck of the system.

4 Conclusions and Future Work

In this work, we addressed a problem that arises
when designing a remote image retrieval system,
namely, that of assigning bits to the different layers
of the images to be transmitted. We have solved this
problem under assumptions for the average quality of
the images (P(«)) and the restriction that all the im-
ages use the same bit allocation. Results show that
significant gain can be expected from choosing a cor-
rect bit allocation quite independently of the exact
procedure that is used to retrieve the images.

Our analysis leaves a number of questions for future
work. In particular it would be of interest to perform
quality measures on real images to obtain empirical
expressions for P(a). Also, since the average analysis
provides the same results as the dynamic one [6], it
would be interesting to relax the constraint on the bit
allocation and allow each image to have a different
«. Thus each image would have its own probability
of having sufficient quality and thus we could setup
a “static” bit allocation problem among the images:
to give more bits to those images where the bits can

do more “good”, in the sense of reducing the overall
delay.
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