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Abstract

We address the problem of compression for wireless sensor networks from a signal process-
ing point of view. Each of the sensors has limited power, and acquires data that should
be sent to a central node. The final goal is to have a reconstructed version of the sampled
field at the central node, with the sensors spending as little energy as possible.

We propose two distributed wavelet compression algorithms for multihop, distributed
sensor networks based on the lifting scheme. The first algorithm introduces extra trans-
missions in the network so as to give the nodes access to neighboring data, making it
possible to compute the transform coefficients. The second algorithm exploits the natural
data flow in the network to aggregate data by computing partial wavelet coefficients that
are refined as the data flows towards the central node. We study the impact of quanti-
zation of partial data on the final distortion obtained, and propose a rule to determine
how many bits should be used to quantize the partial information so as to achieve a
target level of degradation, in the form of added distortion as compared to calculating
coefficients without partially quantized data. We also introduce a framework where the
network is represented as a graph, with sensors associated to nodes, transmission costs to
edge weights, and different coding schemes associated to modes of operation. Dynamic
programming techniques are used to optimize the network, assigning coding schemes to

x1



each of the nodes so that the overall energy cost is minimum. The proposed coding
methods and optimization are extended to bidimensional networks, with irregular sensor
deployment. In this scenario, our algorithm operates by first selecting a routing strategy
through the network. Then, for each route, an optimal combination of data representa-
tion algorithms is selected. We then propose a simple heuristic to determine the data

representation technique to use once path merges are taken into consideration.
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Chapter 1

Introduction

A Sensor Network (SN) is a set of nodes with sensing, communication and processing ca-
pabilities. One of the first applications using SN dates back to the early 1950s and involved
deploying acoustic sensors at the ocean bottom to detect and track submarines. Nowadays,
with the advance of technology, low cost programmable devices can be deployed in the
environment and coordinated to perform a variety of tasks, providing unprecedented op-
portunities for instrumenting and controlling buildings, cities and the environment. There
is a huge potential market for embedded network devices in vehicles, mobile phones, and

even personal appliances. Some applications involving sensor networks might include [3]:

e Object detection/tracking. A network of sensors acquires and processes acoustic
and/or visual data to detect and track objects in the environment for monitoring or

surveillance purposes.

e FEnwvironment Monitoring. Sensors deployed in an area affected by chemical agents
monitor the agent dispersion and effects on the environment; weather-related mea-
surements can be obtained by a network of sensors and transmitted to a processing

station.



e Traffic control. Sensors coordinate to operate traffic lights based on vehicle moni-

toring at intersections.

While wireless networks offer huge mobility and versatility, they face some serious
obstacles when compared to wired networks. Physical disadvantages might include that,
typically, there is a one order of magnitude difference between the data rates for wire-
less and wired networks, and that wireless sensors have higher error rates and rely on
batteries for power supply, making energy consumption a serious issue directly related to
the network survivability [30]. Algorithms that increase the efficiency and survivability of
such networks will offer, therefore, a major contribution for the even faster development
of any sensor network related application. Design disadvantages include the develop-
ment of decentralized versions for well known algorithms, having all the wireless network
features/limitations in mind.

In the following sections we describe the problem addressed by this work and discuss
some relevant work done in the area and some of the challenges that distributed algorithms

face in a sensor network scenario. We end the chapter with an outline for the dissertation.

1.1 Problem Description

Assume that a number of wireless, power-constrained sensors are spread over an area and
are acquiring spatially correlated data. All data measurements are sent to a central node,
or sink, where a reconstructed version of the data in all sensors should be made available
based on the other sensor transmissions (Figure 1.1). Communication is done via data

2



hoping, where data from each sensor is forwarded (using other sensors as relay stations)

until it reaches the sink. Such a network is referred to as a multihop network.

Figure 1.1: Wireless sensors acquire data and forward it to a central station, or sink.

A simple and naive design would be for each sensor to just transmit a quantized
version of its own measurement to the central node. However, this approach would not
exploit the fact that measurements originated from spatially close sensors are likely to
be correlated, and energy would be wasted with the transmission of redundant data to
the central node. As an alternative, since data is correlated, it would be reasonable to
use some sort of transform as a means to decorrelate the information from sensors, and,
therefore, represent the measurements in a more efficient way, using fewer bits. Such a
problem has been extensively addressed by standard signal processing techniques, and
there are many efficient and well known algorithms to decorrelate and compress data
[33, 17]. However, in a wireless network, sensors have access only to their own data,
and moving data around the network requires additional energy consumption. Using

3



transforms to exploit spatial correlation requires inter-sensor communication, so nodes
would have access to the data necessary to compute the transform coefficients. This
“distributed” approach to transform computation means that power will be consumed
both for local processing and for additional transmission of information to other sensors.
In this work, we use the term additional, or extra transmission to refer to any transmission
that would not be required if all the measurements were simply forwarded to the sink (no
data processing). To illustrate this trade-off, consider the effect of choosing transforms of
different sizes. In general, larger transforms will tend to provide better decorrelation, but
at the expense of added communication cost between sensors. For example, using a block
transform of size N would mean that IV sensors would need to exchange information, with
an average communication distance greater than for, say, an N/2 size transform.

Thus, a strategy to design an efficient algorithm may be to spend extra energy with
additional local communications, i.e. data exchange communications among a reduced
number of neighboring sensors, in the hope that the obtained decorrelated data can be
represented more efficiently (requiring fewer bits, and therefore less energy to be transmit-
ted), with an overall energy cost smaller than the case where data is sent without being
processed.

In this work, we tackle the problem of compression for sensor networks from a signal
processing point of view, and propose two distributed wavelet transform algorithms as a
means to decorrelate data, while taking the energy cost into account. We evaluate the
performance of these algorithms not only based on signal-to-noise ratio, but also on energy

consumption, as compared to non-processed data transmission and DPCM encoding.



1.2 Related Work

The fast development and decreasing cost of wireless technologies have made sensor net-
works a key technology for the future, and led to substantial interest on distributed trans-
form algorithms targeted at these networks. To better situate our work, we briefly present
in this section the main idea behind some relevant work that has addressed the problem
of compression for sensor networks.

For the ideal decorrelation case, a Karhunen-Loéve transform (KLT) could be com-
puted. In [16], distributed approximations for the KLT are proposed and analyzed. The
algorithm consists in computing partial KLTs inside subsets of data and/or combining
them using a conditional KLT, where some sources act as side information to other sub-
sets. The KLT still requires each of the sensors inside a subset to have knowledge about
all the measurements inside that block, potentially increasing communication costs in a
sensor network scenario. While the KLT is flexible in the sense that different block sizes
can be chosen, the number of inter-sensor communications could still be too high. It
is interesting to note, however, that the block-transform approach proposed in [16] can
be extended to other distributed techniques as well. For example, the nodes in a sensor
network could be divided into subsets, or blocks, and the Partial Coefficient Approach
proposed in Section 2.5 could be applied independently to each of the blocks. The par-
tially computed data generated from each block could be combined using, for example,
techniques as the one described in [24].

In [35, 36] decorrelation is achieved by means of a distributed wavelet algorithm.
However, the dependency between inter-sensor transmission costs and their distance is
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not considered, and, depending on the number of stages of the wavelet decomposition,
measurements from a sensor that is far apart might be needed, elevating power consump-
tion. Also, in the performance analysis for that algorithm, a very restrictive assumption
is made, namely, that all the information of interest is located in the low-pass subband.
While this may be true for some signals, in general, not representing the high-pass infor-
mation leads to a loss in representation accuracy.

One idea, proposed in [25], was based in the use of coset codes to decorrelate data.
In their problem, they consider the case where X and Y are correlated discrete-alphabet
independent identically distributed sources, and the goal is to compress X losslessly, with
Y being known at the decoder, but not at the encoder. The idea is to partition the space of
all outcomes of the source into sets (called cosets) such that the minimum distance between
any two codevectors in any coset is “large” enough for a given metric. The encoder saves
rate by sending only the index of the coset containing the outcome. The decoder recovers
the outcome of X by searching through the coset whose index is received. The search is
for that codevector which is “closest” (in the metric) to the outcome Y. Such an encoding
strategy did not require inter-node communication. However, although no extra energy
is spent with local communications, overall performance is still limited by the predictive
nature of the algorithm and might not be as good as a transform-based method, due to
the inherent limitations of predictive-based coding schemes. One possible drawback of
such a system would be that if the actual correlation between two given sensors is below
that the one used in designing the corresponding Wyner-Ziv encoders, then the resulting
decoding will have higher distortion, which can then propagate the error to neighboring

sensors. We discuss DPCM-like schemes in more detail in Section 2.7.



In [11, 12], the authors propose a method to minimize the transmission costs for data
gathering applications in sensor networks by finding the routing strategy that leads to best
decorrelation performance. They conclude that due to data correlation, routing affects
the rate at each node, and optimization has to jointly consider rate allocation and tree
building (routing). They use a joint-entropy model for data compression, and assume only
local data is encoded at the nodes, using received data. The correlated data gathering
problem and the need for jointly optimizing rate allocation at the nodes and routing
structure is also considered in [29], where the authors compare strategies for compression-
driven routing and routing-driven compression, and explore compression at several hops
and only at cluster heads and conclude that there exist efficient correlation independent
routing structures. While the work presented in this thesis proposes a more practical
distributed encoding algorithm (as opposed to assume joint-entropy models), simulations
also show (see Chapter 5) that different routing strategies affect algorithm performance,
and that an optimal routing strategy should jointly consider the algorithms individual
decorrelation properties.

We can roughly divide related work in two main categories. First there is research
more concerned with algorithms, which proposes distributed ways to decorrelate data
in a network, such as [16, 25, 35, 36]. Second, we have a more system-oriented work,
addressing issues such as performance bounds, compression efficiency and cost impact
in sensor networks, as for example in [11, 12, 29]. There is, however, a gap between
these two sets of studies in the sense that the first typically lacks a thorough analysis of
network related issues, more specifically the impact of routing and energy consumption.

These issues are better addressed by the second set of studies, which in turn lacks a more



detailed description of node operations in a practical environment. One of the goals of
this thesis is to propose a cost-aware distributed transform, where we seek to combine

ideas from both algorithm and system-related research.

1.3 Challenges

Regardless of the application, at a high level, a sensor network can be viewed as the process
of sampling data at locations in a field with the objective of performing further processing
on the data. This processing might consist of filtering, feature extraction, or any other
data manipulation required by the application. However, in general, only non-distributed
versions of the algorithms implemented are known, and a distributed version, which might
impose many other constraints, has to be developed. To illustrate this point, consider a
simple filtering example. In a non-distributed scenario all data is available for computa-
tion and standard filtering operations can be performed. In a distributed scenario, data is
not globally available, and each data exchange implies in transmission. Thus, an energy-
constrained network might require new, lower energy methods to compute convolution.
The non-distributed approach to compute a filtering operation in a network could require
a large number of data exchanges, becoming too expensive energy-wise (due to the in-
crease in the number of transmissions), and reducing the life of the network considerably.
Although this example highlights transmission and energy issues, other problems might
include impact of finite-length representation, effects of routing and network protocols in
the standard algorithm, etc.

Two important challenges that a distributed algorithm for the wavelet transform faces
are anticausality and finite-precision effects. Consider a sensor network as depicted in

8



Figure 1.2, with each node representing a sampling point in space. Figure 1.2(a) shows
a simple scenario, where no processing is required. The white arrows represent a typical
shortest-path route to the sink. Data from the nodes is simply forwarded as indicated
by the arrows. Figure 1.2(b) shows the communication along the path from one leaf
node to the sink. In Figure 1.2(c), a simple filtering operation is being implemented
in the same network. If the convolution sum requires each node to have knowledge of,
say, its two immediate neighbors, then additional transmissions (black arrows) will be
necessary (compared to Figure 1.2(a)). In the sensor network scenario, since data points
are mapped to physical positions in space, and filtering operations occur along routes
connecting nodes to the sink, anticausality is meant in the spatial sense. In other words,
an anticausal filter requires sensors to transmit data “backwards”, i.e., away from the
sink along a given route (see Figure 1.2(d)), the same way an anticausal filter in time
domain would require knowledge of a “future” data point. In a multihop network, where
all data already flows in a particular direction, sensors that need to transmit data away
from the sink might be wasting resources. A simple solution could be to have the sensors
calculating the transform coefficients only after all the necessary unprocessed (raw) data
arrive at a future node, in what would be the equivalent to the introduction of a delay
in time domain. This approach, however, is clearly inefficient. Since raw data has to
be transmitted until it reaches the node that will process it, and the rate allocation for
unprocessed data is typically much larger than for transform coefficients, there can be
potentially large increases in the energy consumption due to the raw data transmission

itself.
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Figure 1.2: (a,b) Data forwarding in a sensor network. (c,d) Data exchange (required for
convolution) and forwarding in the same network for a simple filtering operation.

Another important challenge is that all transmissions have to be made with finite
precision, which might considerably affect the final distortion. Data transmitted back
and forth over the network has to be quantized, since transmissions at full precision might
substantially increase energy consumption, affecting the final performance. If data is being
aggregated as it is transmitted around the network, being by a transform computation,
or by any other method, a careful evaluation of the effects of quantization of partially
aggregated data becomes significantly important.

Besides the inherent challenges related to the distributed compression algorithms
themselves, other issues related to practical sensor deployment may need to be addressed.
For example, wavelet functions are traditionally defined as the dyadic translates and di-
lates of one particular function, the mother wavelet. These wavelets are sometimes referred
to as first generation wavelets [38]. However, realistic sensor placements are typically
random, implying the irregular sampling of the underlying data field. First generation
wavelets, more specifically translation and dilation, cannot be maintained in the irregular
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sampling setting. While a first generation wavelet can still be used to represent data sam-
pled irregularly (by simply assuming the data points came from a regular sampling), its
performance is most likely to be worse than the case where the same data field is sampled

regularly. In Section 2.8 we address in more detail the irregular sampling problem.

1.4 Outline and Contributions of This Thesis

The main contributions of this thesis are:

e Distributed Wavelet Transform. We propose two novel distributed algorithms for
the discrete wavelet transform, that are designed with the main goal of reducing the
energy consumption in the network. The first one introduces extra communication
between sensors to acquire data necessary for the coefficient computation; the second
exploits the natural data flow in the network, and introduces the concept of partial
coefficient computation, eliminating the need for additional transmissions. We also
address the issue of irregular sampling, and propose simple modifications to the

wavelet algorithm to improve its performance for the random node placement case.

e Quantization Effects Analysis. We analize the impact of quantization of partially
processed data that is transmitted between sensors on the final distortion, as com-
pared to the case where the partially computed data is computed at full precision,
and propose a rule to design sensor quantizers that can be used to find a good

trade-off point between extra distortion and energy cost.

e Network Optimization Using Dynamic Programming. We propose a framework

where a sensor network that can choose among a number of coding schemes to
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encode data can be described as a graph, with transmission costs associated to
edge weights. We describe how dynamic programming techniques can be used to
assign coding schemes to the sensors such that the overall energy consumption is

minimized.

2D Extension. We extend the proposed distributed algorithms to operate in bidi-
mensional networks, with no constraints regarding the network topology. We also
propose the use of alternate routing strategies to help improve the energy consump-
tion performance. The intuition behind this point is that a routing strategy that
connects nodes that are more correlated (but not necessarily physically close to each
other) can improve the transform performance, which will then require fewer bits to

represent the data, reducing the final energy consumption.

The rest of this thesis is organized as follows: in Chapter 2 we describe the proposed

algorithms and propose a modification to the lifting implementation of the wavelet trans-

form to improve its performance when data is irregularly sampled; in Chapter 3 we address

the issue of quantization effects on the partial coefficients, and propose a general rule for

bit allocation to partial coefficients; in Chapter 4 we describe how the network can be

optimized in terms of energy consumption by using a dynamic programming approach to

assign different tasks (coding schemes) to sensors based on their physical location relative

to each other and to the sink; in Chapter 5 we extend the proposed algorithms to oper-

ate in bidimensional networks, providing an extensive performance analysis for a variety

of situations, including different routing strategies and network topologies, using both

12



simulated and real data; in Chapter 6 we present some conclusions, and discuss future

work.
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Chapter 2

Distributed Wavelet Transform

In this chapter we introduce the main issues arising in a distributed implementation of
the wavelet transform,. We also introduce the polyphase representation of wavelets, the
lifting algorithm, and two novel compression algorithms that can be applied to wireless

sensor networks.

2.1 Introduction

As mentioned in Section 1.3, adapting a standard algorithm to operate in a distributed
manner is not a trivial task in general, and must take into account the network require-
ments and limitations. More specifically, a distributed wavelet algorithm must consider a

number of issues:

e Cost. Ultimately, one of the major concerns of a wireless sensor network is its energy
limitations. Whatever the application may be (data compression, query retrieval,
etc.), a distributed algorithm must try to be as efficient as possible while spending

as little energy as possible.

e Simplicity. Simple algorithms lead to a reduced number of operations, lowering
processing time and energy consumption at the sensor.

14



e Anticausality. As discussed in Section 1.3, in a multihop network, anticausal fil-
ters lead to additional, against the flow transmissions. Large filters, or higher levels
of wavelet decomposition might require a large number of extra communication.
The algorithm must be able to decide if the extra cost required by communica-
tion/processing will still lead to a sufficient decorrelation of the data such that the

overall energy consumption in the network is reduced.

e Finite Precision. Since transmissions between sensors made with infinite precision
incur in prohibitive energy cost, the impact on the final performance of quantization

of each transmitted data packet must be considered.

Among the methods available for computing the wavelet transform, the lifting scheme
[38, 39] deserves some attention. The lifting factorization provides a convenient represen-
tation of the wavelet transform as it assumes in place computation (each sensor represents
a single memory location), and explicitly breaks down the transform into elementary op-
erations that can be easily evaluated in terms of communication costs. It offers a number

of advantages when compared to the traditional implementation of the wavelet transform:
1. It allows a faster implementation of the wavelet transform (but still O(n)). In some

cases the operations might be reduced by a factor of two;

2. Full in-place computation of transform coefficients, meaning that no auxiliary mem-

ory needs to be allocated;

3. The inverse transform is trivial to find.

In the sensor network scenario, the advantages mentioned above directly contribute to
higher efficiency (fewer operations, less energy consumption) and lower cost (less memory
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requirements), making the lifting scheme a very promising approach when trying to design
a distributed compression algorithm as a means to decorrelate sensor data.

In the first algorithm we propose, we make use of two-way communications between
neighboring sensors to mimic the lifting implementation of the wavelet transform. The
lifting factorization of the filters provides a step-by-step approach for the computation of
the transform coefficients at the network nodes. In the second one, we exploit the natural
data flow in the network and the characteristics of lifting in order to aggregate data by
computing partial wavelet coefficients that are refined as data flows toward the central
node, eliminating backward (against the flow) transmissions.

By operating at the best trade-off point between processing and transmission cost,
given the network requirements, our system could be optimized to reduce the overall
energy consumption. This can be achieved by dividing the network into groups of sensors,
and assigning different tasks to each group. For instance, some nodes might be much closer
to the central node than others. That group of nodes would be a good candidate to perform
direct transmission instead of a distributed transform, depending on where the trade-off
point is. Nodes that are far from the sink could benefit from coding schemes with better
compression efficiency, since the number of bits to be transmitted to the central node could
be significantly reduced. Since each group of nodes would be essentially independent of
the others, the system could be configured such that each of the nodes would be assigned
a different coding scheme, optimizing the overall performance. In Chapter 4, we propose
the use of dynamic programming techniques to optimize the network configuration.

Even though the lifting scheme offers some advantages, it also raises the question of

how an even simpler, off-the-shelf coding scheme would perform. Differential Pulse Code
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Modulation (DPCM) schemes have been widely used in speech and video coding to exploit
data correlation [23]. A more detailed discussion on DPCM and a performance comparison
against the methods proposed in this chapter can be found in Section 2.7.

In the next sections we give a brief overview of the wavelet transforms and their
polyphase representation, used in the lifting implementation, and describe the lifting
algorithm. We then describe the two proposed distributed algorithms, and finalize the

chapter addressing cost and irregular sampling issues.

2.2 Wayvelet Transforms and Polyphase Representation

Wavelets are basis functions that are used to provide a multiscale representation of signals.
Their main feature is to allow a flexible choice between frequency and time resolution. A
traditional way of implementing a wavelet transform is by using multirate filter banks.
Let h and g denote the low-pass and high-pass analysis filters, respectively, of a forward
wavelet transform, and h and g denote the synthesis filters used for the corresponding
inverse transform. Figure 2.1 shows the wavelet decomposition of the input sequence \g
into the sequences A; and 7. g is filtered by the analysis filters and then subsampled.
The inverse transform upsamples the subband signals and then uses the synthesis filters
to reconstruct the original sequence. Additional levels of decomposition can be computed
by successively decomposing the sequences \;, as shown in Figure 2.2. Equations (2.1)
and (2.2) show how to compute \j;; and ;11 from A; in the time domain (\;(n) and
7v;(n) denote the n-th sample of sequences A; and 7; respectively, and hy, and §j, are the
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k-th coefficient of filters h and g). For a detailed description of the wavelet transform we

refer to [37] and [42].

/\[) .

L?J

GGz @—w] a@—» G(2)

Figure 2.1: Discrete Wavelet Transform. The forward transform consists in filtering the
input signal with the analysis filters h and g followed by downsampling. The original
signal is recovered by filtering an upsampled version of the subband signals A;(n) and
~1(n) with the synthesis filters h and g.

Ajt2

A/H -
—| H(z ::}_> 200

At et @—> g
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Figure 2.2: Multiple levels of decomposition of the Discrete Wavelet Transform.

Another useful way of representing the wavelet transform is by using a polyphase rep-
resentation. Let H(z) denote the z-transform of a FIR filter h, with coefficients {hq, hot1,

cooyhp_1,hp}. H(z) is given by

b
H(z) = Z hyz ",
k=a

The polyphase representation of the filter h is then given by
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The polyphase matrix for a pair of filters (h, g) is expressed as

H.(2) Ge(2)
P(z) = (2.3)

Hy(z) Go(2)

and the corresponding dual polyphase matrix 13(2) is defined as

- E[E(Z) JZIO(Z)
P(z) = (2.4)

Ge(2) Go(2)

® - D
P(1/z) P(2) é—
@ s B

Figure 2.3: Polyphase implementation of the Discrete Wavelet Transform.

Perfect reconstruction is achieved when P(2)P(z~1)f = I, with I denoting the identity

matrix. The polyphase implementation of the wavelet transform can be seen in Figure 2.3.

19



2.3 The Lifting Scheme

The lifting factorization [39] provides a convenient representation of the wavelet transform.
It can be described as a technique to construct wavelet bases or to factor existing wavelet
filters into elementary building blocks without the use of the Fourier transform. The
lifting scheme found its roots in a method to improve a given wavelet transform to obtain
some specific properties, and had as one motivation the construction of second generation
wavelets, i.e., wavelets which are not necessarily translates and dilates of one basic filter.

Computing the wavelet transform using the lifting approach consists of a sequence of
basic steps. In the split step, the input sequence )\ is split into two smaller subsets A\; and
~1. Although no restriction is imposed on how to split the data, typically, this is done by
applying the polyphase transform, so that A\; and ~; correspond to even and odd samples,
respectively. From this point on, we will assume that the set A\ refers to the even samples,
and the set 7% to the odd samples of set Ax_1. After splitting, the next steps recombine
these two sets in subsequent lifting steps that decorrelate the two sequences.

Lifting steps usually come in pairs of a dual and a primal step. In the dual lifting
step, called prediction step, the subset A1 is used to predict 1, based on the correlation
present in the original data. Let the predictor operator be denoted as P(-). The set 1 is

replaced by the difference between itself and its predicted value:

7 =7 —P(\)

The lifting factorization does not impose any restriction on the nature of the predictor
operator. However, in this thesis, we will assume that P(-) is a linear operator, and in this
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case, if 1 (n) denotes the n-th sample of the sequence 7;, we can express the prediction

step as a filtering operation:

n(n) i=n(n) =Y pAi(n — k),
k

where p(k) represents the k-th coefficient of the filter defined by the P operator.

If the prediction is reasonable, P()\1) is likely to be similar to 71, and their difference
will contain much less information than the original ;.

The primal step, also called update step, is used to restore some properties of the
original signal, like the mean value, to have some separation in the frequency domain and
to reduce aliasing (so far, the subset \; was obtained just by downsampling Ag). In this

step, the subset Ay is substituted by smoothed values, with the use of an update operator,

U(-):
A= M+ U(’)/l).

In filtering notation (assuming U(-) is a linear operator):

A1(n) == A(n) + Zu;ﬂl(n — k).
k

Figure 2.4: Lifting Scheme: split, predict and update.
The block diagram of the lifting steps is shown in Figure 2.4. It can be seen that no
matter how P and U are chosen, the scheme will always be invertible. In cases where P
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and U are linear operators, the scheme can also be implemented as a perfect reconstruction
filter bank.
The sequence of lifting steps can be iterated using at each iteration, j, the set \;_; as

the input sequence, leading to the following wavelet algorithm:

{)\j, ’yj} = Split(/\j_l)

For j=1 to n: ;=15 — P(\}), (2.5)

Aj = Aj + U(;)-

The inverse algorithm is easily obtained by reversing the operations:

Aj = A = U)
For j=n down to 1: i =+ P(\), (2.6)
)\j—l = )\j U ;.

2.3.1 Lifting and the Wavelet Transform

In [39], Daubechies and Sweldens proved that any polyphase matrix P(z) representing a
wavelet transform with FIR filters can be factored into the product of upper and lower

2 x 2 triangular matrices, and a normalization matrix:

P(z) = 11 (2.7)

It is easy to see this matrix representation as a sequence of lifting steps, where the
predictor and update filters are given by T;(z) and S;(z). For instance:
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1 0 Al (Z) Al (Z)
Ti(2) 1 I'(2) I'i(z) + Th(2)A1(2)
corresponds to a dual lifting step (prediction). A;(z) and T';(z) correspond to the z-

transform of the sequences A\; and 71, respectively. Similarly,

1 51(2’) Al (Z) Al(Z) + Sl(Z)Fl (Z)
0 1 Ty(z) I'1(z)
corresponds to a primal lifting step (update). A graphic interpretation of equation (2.7)

can be seen in Figure 2.5.

| o j
T ] Sie) | T Spu(2)
. i T(2) i i i Tn(2) i
e e O O
‘ Dual ‘ Primal
Lifting Lifting

Figure 2.5: Graphical view of the lifting dual and primal steps. After splitting the signal
into even and odd parts, a sequence of prediction and update operations is performed,
followed by a normalization.

The detailed method used to obtain the polynomials S;(z) and T;(z) from the wavelet
filters is based on the Euclidean algorithm, and is described in Appendix A. With this
algorithm it is possible, by using the polyphase representation and the lifting algorithm,
to compute any wavelet transform by applying a splitting step followed by alternating
primal and dual lifting steps, and a normalization.
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2.4 Two-Way Distributed Wavelet Algorithm

In this section we describe how to use the lifting formulation in our sensor network sce-
nario in order to compute the wavelet transform coefficients. This method is based on
a distributed implementation of the lifting factorization. Although anticausal, it pro-
vides a very simple way of computing the transform coefficients and calculating the total
transmission cost in the network. While it may not be cost efficient for generic sensor
placements (due to the transmission of anticausal coefficients), it will help us to introduce

the algorithm proposed in Section 2.5.

cx(n-1) ax(n+1)

x(n) = cx(n-1)+ bx(n) + ax(n+1)
Figure 2.6: Computing data convolution with filter H(z) = az~' + b+ cz in a sensor

network. x(n) denotes data at sensor n. (a) Sensors acquire data; (b) The two immediate
neighbors transmit their weighted data to sensor n; (c) Sensor n computes the sum.

Let us first consider the distributed computation of a simple filtering operation. Con-
sider a simple 3-tap filter, given by H(z) = az~! + b+ cz. Assume that we wish to
filter the data in space in a one-dimensional array of sensors, i.e., each data sample to be
filtered comes from a different sensor. For each position, the corresponding sensor needs
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to receive the data from its immediate neighbors, weight them (with the associated filter
coefficients) and add the result. Figure 2.6 illustrates the computation of the convolution
of the data with filter H(z) at sensor n. Convolution with larger filters will require more
data transmissions, but can be implemented following the same idea. It is important
to emphasize that n represents the physical position of the sensor in the 1D array, as

illustrated in Figure 2.7.

Figure 2.7: 1D array of M sensors and the sink.

Now, consider the implementation of a dual lifting step. Without loss of generality,
we assume that T;(z) and S;(z) are symmetric, and have only two elements, so that
they are multiples of (1 4 2) (it is always possible to choose a lifting factorization that
preserves symmetry, as seen in Appendix A). Let 2(n) denote the data at sensor n in the
unidimensional array, with z-transform given by X(z), and z.(n’) = x(2n) and x,(n’) =

x(2n + 1) correspond to its even and odd parts, with z-transforms given by

 X(2)+ X(—2) B X(z) = X(—=2)
X.(2%) 5 X, (%) 5,1
Let T(z) = a(1 + z). Then:
1 0 Al(z) 1 0 Xe(Z)
T(z) 1 I'i(2) a(l+2) 1 271X, (2)
(2.8)
Xe(2)

271X (2) + aXe(2) + azXe(2)
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Equation (2.8) shows that the even part of the data remains unchanged, while the odd

part is convolved with the filter az~! 4+ 1 + a2. In other words, we can compute (2.8) as:

For each sensor n

if n is even:

if n is odd:

z(n) :=ax(n— 1)+ z(n) + ax(n + 1);

Let Z,(n) denote the data at the odd sensors after the dual lifting step. If S(z) = b(1+2),

we can describe the primal lifting step as:

1 S(z) Ai(z) 1 b(1+2) Xe(z)

and the corresponding algorithm at the nodes is:

For each sensor n

if n is even:

xz(n) :=bx(n—1) 4+ z(n) + bx(n + 1);

if n is odd:

Z(n) := z(n);
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Therefore, a wavelet transform can be factorized into lifting steps, and implemented in
a sensor network as a sequence of dual and primal steps. The implementation of the two
steps is illustrated in Figure 2.8. Let Z(n) denote the processed (filtered) data at node n.
In the dual step (Figure 2.8(a)), each odd sensor (2n + 1) receives weighted data from its
neighbors and computes Z(2n+ 1) = z(2n+ 1) + az(2n) + ax(2n + 2). In the primal step
(Figure 2.8(b)), each even sensor (2n) receives the processed data from its odd neighbors,
and computes Z(2n) = x(2n) + bz (2n — 1) + bZ(2n+1). Subsequent dual and primal steps

are computed in sequence, as described by Equation (2.7).

a’ﬁ(?ﬂ) ax(2n) ax(2n+2) ax(2n+2) ax(2n+4) ax(2n+4)

5 s

I - T T & -

bx(2n-1) bx(2n+1) bx(2n+1) bx(2n+3) bx(2n+3) bx(2n+5) bx(2n+5)

RN i RN

O~ B~ B = SR

Figure 2.8: Implementation of a sequence of lifting steps. (a) dual step; (b) primal step.

Figure 2.8 illustrates each step in the computation of the first level of the wavelet
decomposition. The implementation of a n-level decomposition follows the algorithm
described in Equation (2.5). After the first level coefficients are computed, the data at
the even sensors is split into even and odd, and the next level of decomposition is computed

as before (Figure 2.9).
R Y Y Y Y Y S

@ (=) ) @@

I A SUNNL L 4 SURPEEN _-¥ 7\ Dua Step

RN Primal Step

T T T
®) .../ @@@@ @...

Figure 2.9: Lifting steps for the (a) first and (b) second level of wavelet decomposition.
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2.4.1 Example

Consider the filter pair for the Cohen-Daubechies-Feauveau biorthogonal wavelets [8] with
2 vanishing moments for the dual and primal wavelet functions (CDF(2,2)), up to a

normalization factor:

The symmetric lifting factorization for the above polyphase matrix (see Appendix A)

is (omitting normalization)

P(z) = . (2.10)

Therefore, the CDF(2,2) wavelet can be implemented by the lifting algorithm as de-

scribed in Table 2.1:

Splitting (even and odd) | z.(n) < z(2n)

ZTo(n) «— z(2n + 1)
Dual lifting zo(n) — zo(n) — 3(zc(n) + zc(n + 1))
Primal lifting ze(n) — ze(n) + 2(xo(n — 1) + z0(n))

Table 2.1: Lifting operations for the CDF(2,2) wavelet.
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Node communications in a sensor network computing this wavelet would follow Fig-
ure 2.9, where the corresponding filter weights in Figure 2.8 are given by a = —%, and

b=1

2.5 Partial Coefficient-based Distributed Wavelet Algorithm

As a means to overcome the causality problem, and reduce the number of transmissions,
in our proposed system each sensor performs partial computations using the available
data that arrives with the network flow. Let H(2) = Y¢_  hxz™%, (a > 0,c > 0), be a
generic filter defined by the transform to be applied to the network. The z-transform of

this filter can be split into two terms

—1 c
H(z) = A(2) + C(2) = Y hpz™F 4+ gz
k=—a k=0

where A(z) and C(z) are the anticausal and causal parts of the filter, respectively.

In the first step of the partial coefficient approach, each node computes the causal
part of the filter convolution, and sends this information to the next node as its “partial
coefficient”. At subsequent nodes, where new data becomes available, the terms of the
anticausal summation are added, refining the coefficient until it is fully computed. As an
example, let 2(n) denote the raw data and Z(n) the final coefficient for the n-th sensor. In
other words, if the input signal is to be filtered by h(n), then Z(n) = x(n)*h(n). Consider
the filtering operation Z(n) = ax(n—1) 4+ xz(n) 4+ Sx(n+1). In our approach, since sensor
n does not have access to data from sensor n + 1 (a future node), it computes just the
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partial coefficient Z,(n) as Z,(n) = ax(n — 1) + z(n), and transmits it forward. When
this partial data arrives at sensor n + 1, it will be updated to z(n) = z,(n) + fz(n + 1).

In this scenario, the lifting implementation of the wavelet transform offers some ad-
vantages. The in-place computation can reduce the memory requirements for the sensors.
Since coefficients are only updated at relay nodes as they are forwarded to the sink, the
scheme architecture also reduces the complexity in computing the transform coefficients
and eliminates the need of extra transmissions. The advantages of lifting are discussed in

the next section.

2.5.1 Partial Coefficients and Lifting

Let J denote the number of levels of decomposition in the wavelet transform being imple-
mented. The general idea of the partial coefficient approach can be described by a simple

algorithm:

for each sensor n,
for j=1to J,
for each previous partial,

if data available:

update partial;

But given the wavelet filters and the corresponding lifting decomposition, we need
to determine at which nodes each specific partial coefficient will be updated, or given
a specific node, which operations should be performed. We start considering a simple
example with only one pair of lifting steps where each sensor only requires data from
immediate neighbors at each step:

30



1 B(1+2) 1 0

0 1 a(l+z7h 1
In the first step, odd data is to be updated to z(2n+1) = az(2n)+z(2n+1)+az(2n+
2). This step operates on raw data (x(2n), z(2n + 1) and x(2n + 2)), and the operations
take place at each corresponding node, without the need of any prior processing. The
second step updates even data to Z(2n) = Sz(2n — 1) + z(2n) + 8Z(2n + 1). This step
requires data from the first step (z(2n — 1) and Z(2n+1)), and updates can only occur at
the nodes where these operations are finished. Since the filter sizes in the lifting matrices
are known, we can compute at which nodes each of the steps will finish processing the
data, and, therefore, at which node the subsequent step will be able to update its own
coefficients. In the mentioned example, coefficient 2n+ 1 will be updated and become fully
available at node 2n + 2. Since coefficient 2n requires z(2n + 1), it will also be updated
at 2n + 2. Operations at each node are summarized in Table 2.2, where x(n) denotes raw

data from sensor n, Z,(n) a partially computed coefficient, and z(n) a fully computed

coefficient.
Computations performed at sensor (2n+1) Computations performed at sensor (2n-+2):
oT,(2n+ 1) :=x(2n+ 1) + az(2n) oT(2n+1):=Zp(2n+1) + ax(2n +2)

eZ(2n) 1= Zp(2n) + BT (2n + 1)

jp
oT,(2n+2) :=x(2n+2) + Bz(2n + 1)

Table 2.2: Node operations for partial coefficient approach for the CDF(2,2) wavelet.

The general idea is that, for any given lifting step, updates will occur whenever each
of the terms in the summation (that uses the previous step data) becomes available. For
higher levels of decomposition, coefficients will be computed after coefficients from lower
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levels are fully available. Consider a generic wavelet polyphase matrix factorized as a

product of m dual and primal lifting steps:

m 1 S;(z 1 0
P(z) =[] ) : (2.11)
=110 1 Ti(z) 1

Without loss of generality, let E;(z) represent either one of the elementary matrices such

that:

1 si(2)
if ¢ even,
0 1
Ei(2) = (2.12)
10
if ¢ odd
ti(z) 1

We can now express the polyphase matrix as

2m
P(z) = HEi(z). (2.13)

If i is odd, matrix E;(z) represents a prediction step, meaning that data from even sensors
is used to modify odd sensor data. If ¢ is even, we have an update step, and even sensor

data is modified based on odd sensor data. Let

Cq
EZ(Z) = Z hikz_k a;, C; Z 0 (2.14)

k=—a;
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be the filter in matrix E;(z) (i.e., Si(z) or T;(z), depending if i is even or odd, respectively).
a; denotes the number of anticausal coefficients in the filter F;(z). Since the first step E;(z)
needs a; even future measurements, the result of the first lifting step for sensor n (odd) will
only be available at sensor n+ (2a; — 1) (Figure 2.10(a) illustrates the case where a1 = 2).
As a result, an update of the second step Eo(z) at node n (even) that requires data from
sensor n+ 1 (odd) will only be performed at node (n+1)+ (2a; —1) = n+2a;. The even
coefficient for the second step at node n will be available at node n+ (2a; — 1) + (2a2 — 1)

(see Figure 2.10(b), where a1 = ay = 2).

AN
@0 @ O @ O @ O @ O @ O |O e

3
n n+ . odd

YR
nwnO @ O @ O @@ O @ O @ O
N\

n > N+6

Figure 2.10: Coefficient availability for (a) dual and (b) primal lifting steps when a1 =
ap = C1 = Cy = 2.

Let
fi=> (20p - 1), (2.15)

k=1

fi=fio1+Qa;—1), i>1

represent the number of future nodes after which coefficient for node n at step E;(2)
becomes available. Then, for a wavelet decomposition factorized as in Equation (2.11),
the coefficient for node n at step E;(z) will be available at node n + f;, where it can be
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used to update the coefficients for step E;+1(z). The full coefficient for sensor n, z(n),
will be available at position n + fa,, if n is even, and at n + fo,,—1 if n is odd. Updates of
the lifting step given by matrix E;(z) for this coefficient occur at nodes n+ (2k—1)+ f;_1,
k=1,2,...,a;. It is interesting to notice that regardless of a;, updates will always occur
at even nodes, for n even or odd.

Following the notation introduced in Section 2.3, after the coefficients for the first level
of decomposition are computed, even nodes will store the set A1, and the odd nodes the
set v1. In the second level of decomposition, the same operations should be applied, but
now using as input only the set A;. Since data from the first level of decomposition is
only fully computed after a few nodes (where the exact place depends on the transform
filters), the computation of the second level can only start after the nodes where the first
level is completed. We now describe more formally the timing of the various computations
taking place in the network. For description clarity purposes, since all the operations take
place sequentially in the network, starting with node 1 (see Figure 2.7), we can introduce
a time reference. Let t; denote a time step, or interval, in the network operation. We
say that at ty all the nodes acquire their measurements. At ¢1, node 1 sends its data to
node 2. At to node 2 will use the previously received data to generate a partial version
of the coeflicients for both nodes 1 and 2, and forward the result to node 3, and so on.
For an array of M nodes, the sink will receive the transform representation for the data
measurements at ¢js. Since we know that the first level coefficient for sensor n (even) is
available at node n + fo,, at time ¢, 1, ., the nodes at which coefficients are updated and
become available can be found iteratively. For the next level of decompositions, the input

data sequence is downsampled, meaning that the new “even” coefficients correspond to
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nodes 4n, n € Z, and the “odd” to nodes 4n + 2. For the j-th level of decomposition, we

can find the values for f-(j ) as:

)

fO =220, — 1)+ fI7Y, j>1 (2.16)

9 =220, 1)+ f9, ii>1

2

And with these values, we can find the position at which each coefficient for a given lifting
step should be updated. For higher levels of decomposition (j > 1), updates will occur at
nodes multiple of fz(z,)b%?, where the operator % denotes the remainder of the division.
Algorithm 1 describes the Partial Coefficient Algorithm for a generic wavelet lifting
decomposition. We use notations such as zU=1(n) or :Z‘I(,j )(n) to indicate variables at
different steps (j-th level of decomposition) in the algorithm. Also, we represent the

operation r :=x 4y as 2+ :=y.

Algorithm 1 Partial Coefficient Algorithm
Initialize:
=0 j=1toJ
for all n do
for j=1to J do
residue = fQ(ZY)L%Zj;
for s =1 to 2m do
generate local partial based on available partial data;
if n%2/ == residue (updates will happen here) then
for k =1 to as do ' _ _ '
39 (n =272k — 1] = £, — )4 = by, 200 (n - £, - £0Y)
end for
end if
end for
end for
end for
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2.5.2 Example

In this section we describe the partial coefficient algorithm for two levels of decomposition

using the same pair of wavelet filters in the example of Section 2.4.1. The polyphase

matrix decomposition is reproduced here for convenience:

—_
—_

|
—_

The lifting equations in time domain are

T(2n+1) =
z(2n) =

In this case we have

ay
as
h
f2

—22(2n) + 2(2n + 1) — 22(2n + 2)

12(2n — 1) + z(2n) + $2(2n + 1)

= 2x1-1=1

= 14+4@2x1-1)=2

In the first step for the first level of decomposition, odd sensors (2n + 1) compute the

causal part of the coefficients. These partials will be updated f; = 1 node later (at sensor

2n + 2). In the second step, the partials for the even sensors (2n) will be updated after

fo = 2 nodes, at the following even sensor. Therefore, node 2n + 2 updates partials from

nodes 2n + 1 and 2n. The operations are, as in the example of Section 2.5.1:
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Computations performed at sensor (2n+1)

Computations performed at sensor (2n+2):

oz, (2n+ 1) :=z(2n + 1) — 1z(2n)

oz(2n+ 1) :=z,(2n+ 1) — 1z(2n +2)

oZ(2n) :==Zp(2n) + 2Z(2n + 1)

1
1

oZ,(2n +2) == x(2n +2) + 1z(2n + 1)

In the second level of decomposition, the same operations should be applied, but now

the input data corresponds to the set Aj, the even first level coefficients {4n,4n + 2|

n = 0,1,2,...}. If Z'(n) denotes the second level coefficient for sensor n, the lifting

equations are given by:

T'(An+2) = —32(4n)+z(dn+2) — 3z(4n +4)

T'(4n) = 32(4n—2) +z(4n) + 17/ (4n + 2).

We need to find at which nodes each of the terms above become available, so they can

be added to the partial data. From (2.16), we have that fl(z) =4 and f2(2) = 6, and the

operations can be described as

T'(4n + 2)

T(4n + 2) becomes available at (4, 12)12
= at node (4n + 4) compute Z,(4n + 2) = Z(4n + 2) — +7(4n)

T(4n + 4) becomes available at (4, 14)42

37



z(4n) becomes available at (442,
T'(4n — 2) becomes available at t(4,_2)14
_/

' (4n) = at node (4n + 2) compute Z),(4n) = z(4n) + 17 (4n — 2) (2.18)

7' (4n + 2) becomes available at t(4,49)14

= at node (4n + 6) update @'(4n) = Z,(4n) + 7' (4n + 2)

Therefore, second level odd nodes (4n + 2) will update partials from nodes 4n — 2
and 4n — 4, and generate partials for nodes 4n. Second level even nodes (4n + 4) will
generate partials for nodes 4n + 2. Operations described by equations 2.17 and 2.18 can

be summarized as:

Computations performed at sensor (4n-+2) Computations performed at sensor (4n-+4):

oz’ (4n — 2) 1= z},(4n — 2) — 12(4n) oz, (4n +2) := Z(4n + 2) — 1z(4n)

o' (4n — 4) 1= Z},(4n — 4) + 12" (4n — 2)

o, (4n) := z(4n) + 7' (4n — 2)

2.6 Cost Considerations

As seen in Section 2.4, the two-way algorithm benefits from the simplicity and structure
of the lifting implementation. However, anticausality might become a problem, since
a potentially large number of extra transmissions can be introduced, depending on the
wavelet filter lengths and number of levels of decomposition. In order to be useful, the
two-way implementation must consider how much extra communication can be introduced
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such that it still leads to an overall reduction of the energy cost. The idea is to compare the
compression performance (signal-to-noise ratio) and the cost to achieve that performance
for a number of possible coding schemes (e.g., wavelet vs. raw data transmission) and
number of levels of decomposition.

If the distances between sensors are known, a reasonable estimate for the cost of
transmitting a b-bit packet between two sensors separated by a distance d can be given by
C =b-d* [44, 21], where « is a constant that depends on the medium (typically 2). Since
each lifting factorization step explicitly defines which coefficients need to be exchanged
between each node, the total cost can be computed as the sum of all the individual costs
for each data exchange. If transmissions are omnidirectional, the cost of each pair of
transmissions to two neighboring sensors can be computed as the cost of the transmission
to the more distant node.

While the partial coefficient approach has a more complex implementation than the
two-way algorithm and increases the latency in the network (since the node closest to
the sink has to wait for data from the farthest), it eliminates anticausal transmissions,
reducing the energy consumption, and offers a straightforward way of computing the total
cost. For a network with M nodes, where each node n is at a distance d,, of the next node

and encodes its data using b,, bits, the total cost can be computed as Ean 1 bndyy.

2.7 Comparison Between DPCM and Wayvelets

A simpler alternative to the Wavelet Transform to decorrelate data in a sensor network
could use a coding scheme such as DPCM. DPCM is a predictive scheme that can reduce
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redundancy in a series of highly correlated data [20, 22, 14]. In this coding technique
the difference between two neighboring data samples is computed and quantized. Since
the difference between two consecutive correlated samples tend to be small, they can be
encoded more efficiently, requiring fewer bits to be represented. A simple representation

of a DPCM encoder and decoder can be seen in Figure 2.11.

D] @

>
L Predictor
i (delay)
e

Decoder

Encoder

Figure 2.11: DPCM encoder and decoder.

While the simplicity of DPCM can be attractive to the sensor network scenario at
first, transform coding methods are known to achieve, in general, superior compression
performance as compared to predictive schemes. Also, a practical implementation of
DPCM in a sensor network would either require side information or large memory buffers
at the nodes. To make this point clearer, consider the distributed implementation of
the DPCM scheme of Figure 2.11 along an array of M nodes plus the sink. For any
node n, its DPCM coefficient is computed as Zp(n) = z(n) — &(n — 1), where x(n)
corresponds to the data value associated to node n, hatxz(n) is the quantized version of
z(n), and Zp(1l) = &(1). The coefficient is then quantized and forwarded to the sink.
There are two main strategies for the nodes to compute their coefficients. In the first one,
only DPCM coefficients are transmitted and/or forwarded in the network. Therefore,
in order to compute its coefficient, each sensor is required to store the coeflicients from
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all previous nodes and compute the inverse operations to recover the original data value
for the previous node and calculate the current coefficient. For example, node 3 needs
to store Tp(1l) = (1) and Zp(2), reconstruct #(2) = Zp(2) + Z(1) and then compute
Zp(3) = x(3)—2(2). While this method does not require any additional transmission other
than the actual DPCM coeflicients, it is clear that memory/processing requirements for
large values of M at nodes closer to the sink can become large. Another way of computing
the DPCM coefficients at the nodes which does not require extra memory involves the use
of side information. In addition to its own DPCM coefficient (which will be forwarded
to the sink), each node can also transmit its data measurement to the next node, which
will use it to compute its coefficient and then discard it. For example, if node 2 transmits
Z(2) to node 3, then node 3 can directly compute Zp(3) as Zp(3) = x(3) — #(2). This
method does not have memory requirements (the computations can be done in place),
but the energy consumption in the network will be increased due to the transmission of
side information, which will reflect in a decrease in performance.

While a combination of the two strategies, where only nodes closer to the sink (which
suffer from larger memory requirements) receive side information could help in finding a
trade-off between reducing memory requirements and additional energy consumption for
a given application, due to the inherent limitations of predictive schemes like DPCM, its
overall performance could still be lower than a transform based method. A performance
comparison for both DPCM implementations and the method proposed in Section 2.5 can
be seen in Figure 2.12. For this simulation an array of 100 nodes sampled a correlated
field with data generated by a second order AR model with a high correlation parameter

(Figures 2.12) and with a low correlataion parameter (Figure 2.13). It can be seen that
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Figure 2.12: Performance comparison between DPCM with and without side information
and the Partial Coefficient Approach for the high correlation data. Raw data transmission
is included for reference.

there is a slight drop in performance for the DPCM with side information, as compared
to the no side information case due to the additional transmissions, and that both DPCM
schemes still had a significantly lower performance than the wavelet schemes. Raw data
transmission (no processing) was included for reference. The reduction in the data corre-
lation in Figure 2.13 reduced the performance of the coding schemes, and the overhead in
the DPCM with side information case caused to even more costly than the no processing
case. While there could be cases where the DPCM performance can match or even surpass
transform schemes, wavelets are still expected to perform better in typical applications.
Note that DPCM filters are IIR (Infinite Impulse Response) filters, while the wavelet
filters we use are FIR (Finite Impulse Response). In a distributed scenario, FIR filters
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Figure 2.13: Performance comparison between DPCM with and without side information
and the Partial Coefficient Approach for low correlation data.

should offer an advantage due to the their limited region of support, meaning that only
data from a neighborhood is required in order to compute a transform coefficient, reducing

memory and processing requirements when compared to IIR filters.

2.8 Irregular Sampling

Because the lifting scheme does not rely on the Fourier transform, it can be used to
construct wavelets where translation and dilation (and thus the Fourier transform) cannot
be used. A typical, but important example is the irregular sampling case. Many real life
problems can benefit from basis functions and transforms adapted to irregular sampling.
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While previous research has addressed the problem of computing wavelet transforms on
irregular sampling spaces [2, 27], the vast majority of algorithms assumes the data field is
being sampled as a regular, well-behaved structure, almost always a square grid (quincunx
sampling grids have also been studied [19, 15]). The Lifting scheme provides a tool to
design second generation wavelets [38], i.e., ones that are not necessarily translates and
dilates of one fixed function, and that can, therefore, be adapted to irregular sampling. In
this section we propose a slight modification of the CDF(2,2) wavelet transform, taking
advantage of the lifting factorization, to improve the transform efficiency when data is
irregularly sampled. While we limit this modification to the prediction step, similarly
spatially varying update coefficients can also be computed. We refer to [40] for details.

We can illustrate the lifting versatility with the CDF(2,2) wavelet. While the CDF(2,2)
can be derived using standard Fourier techniques, the intuition behind it can be clearly
seen using the lifting approach. For this transform, the predictor P is given by the filter
p(z) = —%z_l +1-— %z, which is simply the average of the two even neighbors. The detail
coefficient v;(n) = z(2n + 1) — P(x(2n + 1)) is therefore given by:

x(2n) + z(2n + 2)
2

7mn)=z2n+1)—

If the underlying data is sufficiently correlated (as the wavelet transform usually assumes),
and the sampled signal is locally linear, this predictor is optimal, since z(2n + 1) =
[z(2n) 4+ z(2n + 2)]/2, and therefore v1(n) = 0 (Figure 2.14).

If, however, the same signal was to be irregularly sampled, the predictor would not be

optimal anymore, since z(2n + 1) # [z(2n) + x(2n + 2)]/2. Nevertheless, the lifting
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x(2n) x(2n+l)  x(2n+2)

Figure 2.14: CDF(2,2) predictor with regular sampling and locally linear input.

approach allows for an easy solution to this problem. Using the same spatial argument,
a good predictor would be Sz (2n) + (1 — B)x(2n + 2), where 3 is a parameter that varies
spatially and depends on the distance between samples (Figure 2.15). The predictor P

would then consist in a linear interpolator, instead of a simple average.

B (1-p)

X(2n) x(2n+1) X(2n+2)

Figure 2.15: Modified CDF(2,2) predictor with irregular sampling and locally linear input.

Typical sensor deployments are usually irregular in nature, and could greatly benefit
if a lifting structure that reflects the actual grid were designed. Figure 2.16 illustrates the
difference in the magnitude of detail coefficients when a traditional CDF(2,2) transform
and its modified version adapted to irregular sampling are used.

The modified version shows a significant reduction in the average energy of the detail
coefficients, allowing a more efficient representation, using fewer bits for a same given
distortion level, when compared to a traditional transform (Figure 2.17). This modified

version of the CDF(2,2) is used in all the simulations in the upcoming chapters.
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Figure 2.16: (top) A digital signal is sampled at 50 random locations. (bottom) Magni-
tude of detail coeflicients for a transform adapted to irregular sampling and a traditional
transform.
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Figure 2.17: Performance of the CFD(2,2) wavelet transform adapted to irregular sampling
compared to its traditional implementation, for the signal depicted in Figure 2.16.
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Chapter 3

Partial Coefficient Quantization Effects

In standard transform implementations, the computations to obtain the transform co-
efficients are performed at full precision, and only the final coefficients are quantized.
However, in a distributed network scenario, transmissions at full precision would signifi-
cantly increase energy costs, making it necessary to also quantize partial coefficients. In
this chapter we study the impact of partial coefficient quantization on the final distor-
tion, and propose a general rule to allocate bits to partial coefficients, based on the rate

allocated to full coefficients.

3.1 Motivation

Since each term added to the partial sums described in Section 2.5 has to be quantized,
there will be an increase in distortion in the final transform performance. More specifically,
let us assume the we are interested in the sum of two terms X; and Xs, and say that
the final result is to be quantized by a quantizer Q7. In other words, the final quantized
transform coefficient is given by Qr (X7 + X3). In the sensor network scenario, however,
each term should be independently quantized by an intermediate quantizer, @)y, before
the final quantization. The final coefficient is therefore given by Qr(Q¢(X1) + Q¢(X2)).
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Figure 3.1: SNR performance of 2-lvl 5/3 wavelet transform with and without partial
quantization. Intermediate quantization of summation terms (by Q) introduces addi-
tional distortion

Figure 3.1 illustrates the effect of quantizing X; and X5 separately by a quantizer
Q¢ before the result of the sum X; + X5 is quantized by ;. The simulation considered
X, and X5 as random variables uniformly distributed over the interval [0,1]. Parallel,
horizontal lines represent the performance of quantization only after the sum is computed
(X1 and X, are not quantized independently), i.e., Qr(X; + X5). Each dashed line
indicates the performance in terms of signal-to-noise (SNR) ratio of the output when By,
bits are allocated to (). For the dotted lines, the variables X; and Xy were quantized
using By bits (allocated to @y) before the final summation was quantized with By, bits,
or Qr(Qe(X1) + Qu(X2)). It can be seen that as By increases (tending to full precision),
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the dotted curves converge to the dashed curves. Lower values of By result in a gap
between two corresponding curves (same By,), representing a drop in performance due to
the additional distortion introduced by the partial quantization.

Since the transmission of partial coefficients at full precision would prohibitively in-
crease the energy consumption in a sensor network scenario, we would like to have By as
low as possible while introducing as little extra distortion as possible. A quantification of
the additional distortion introduced by partial quantization in terms of By, and By would
allow us to define a rule to design the partial quantizer QJ; such that a trade-off between
extra distortion and additional bits is achieved. In the next sections we formalize this

problem and provide a rule to design the partial quantizers.

3.2 Problem Description

Assume we have a uniform quantizer ), with bin size equal to L. We want to quantize the
result of a X + X9, where a and 3 are known real constants and X; and X5 are uniform
random variables. The resulting quantization Qr(aX; + (3X3) gives a mean-squared error

of

€= //(04561 + Baa — Qrazy + B22))*px, x5 (21, B2)dz1d2s, (3.19)

where px, x,(x1,x2) is the probability density function of the r.v.’s X; and X5. Assume
now that a second quantizer (), with bin size equal to ¢, is used to quantize X; and X
before aX; + X5 is computed. Let the resulting mean-squared error of Qr(aQ¢(X1) +

BQe(X2)) be

e = //(04961 + Ba — Qr(aQ(w1) + BQu(72)))*px, x, (1, 2)dz1dTs. (3.20)
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We want to be able to define a general rule on how to design (allocate bits to) the
quantizer )y such that the additional distortion introduced is below a certain threshold.
In the sensor network scenario, )y corresponds to quantization performed by the sensors

on partial data, while )1, is the quantization of full coefficients.

3.3 Graphical Interpretation

Let r;, and tr, denote, respectively, the k-th reconstruction level and decision level
associated to the quantizer Qr. In other words, for an input u, Qr(u) = rr, if u €

[tr,,tr,.,)- Therefore, if the input to the quantizer is aX; + 3X2, we have:

QL(aXl + ﬂXg) =TL, if tr, < aXi+ Xy < thH (3.21)

N -

K
try tlpqy X
(e} [}

Figure 3.2: Graphical interpretation of Equation (3.21). If the result of aX; + X, falls
inside the dashed region, it is quantized by Q, as 7, .
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Equation (3.21) defines a decision region in 2D space, as seen in Figure 3.2. Uniform

quantization of X; and X5 by @)y means that the 2D space is being divided using a square

grid. Each value that falls inside a square bin is quantized to the value given by the central

dot in Figure 3.3. The decision regions corresponding to the cases Qr(aX; + 3(X2)) and

denoted by Ry, and Rj respectively.

)) can be seen in Figure 3.4,

(X1) + BQ(X2

Qr(aQy

Figure 3.3: The uniform quantizer (), divides the 2D space into a square grid. The

reconstruction levels for each bin are given by the central dots in the figure.

(b)

Figure 3.4: (a) Decision regions for Qr,(aX;+X2) (b) Decision regions for Qr(aQ(X1)+

BQu(X2)).
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The result for the quantization Qr(aQ¢(X1)+ 8Q¢(X2)) can be viewed graphically in

Figure 3.5 for the case where L = % and ¢ = %. The dashed triangles correspond to the

regions for which the quantizer @), will introduce extra distortion, or Qr(aX; + 5X3) #

Qr(aQe(X71) + BQe(X2)). It can be seen that the size of the triangles is specified by the

bin size of quantizer @y, and as ¢ tends to zero (infinite precision), the extra distortion

also tends to zero, or:
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Figure 3.5: Graphical interpretation of quantization effects.
Qr(aX1 + BX2) # Qr(aQ(X1) + BQe(X2)) (b) Regions for which Qr(aX; + 8X2)

Qr(aQe(X1) + BQe(X2))

(3.22)

(a) Regions for which
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3.4 (@ Quantizer Design Based on Target Distortion

Let N be the number of extra bits that should be assigned to Qy when compared to Qp,
ie., if Q7 has 28 reconstruction levels, then Q, has 287V, By computing the MSE ratio
in terms of N, we can define a rule to design the quantizer @, for any given value of %l,

where ¢ and &’ are given by Equations (3.19) and (3.20) respectively.

X2 XZ

Xl Xl

@

Figure 3.6: Decision regions for quantizer 7, when (a) a = 0 and (b) 5 = 0.

Another look at Figure 3.2 shows that the cases where o = 0 or # = 0 correspond
to either horizontal or vertical decision regions for @z, as depicted in Figure 3.6. For
these cases, the quantization of X; and Xy by )y does not introduce extra distortion.
Therefore, we can say that as « and § tend to zero, the value for the extra distortion
is expected to decrease (the area of the dashed triangles in Figure 3.5 approaches zero).
Based on these assumptions, we calculated the theoretical values for the above integrals
for the case where « = 3 = 1 (when the decision boundaries are at 135°), and verified

experimentally that this represents a worst case, as shown later.
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We evaluated the ratio of (3.19) and (3.20) for the case where o« = 3 = 1, and

considered X7 and X, as independent random variables uniformly distributed over the

interval [0,1] (px, x,(21,22) =1):

~

fol fol(l‘l + 22 — QL(Qu(z1) + Qe(x2)))?dz1dxs

(L}

e (3.23)
¢ fol fol(xl + 29 — Qr(x1 + 2))%dz1dxs
B 2k fngc (21 + w9 — rp,)*deyday 52
Dk fka (1 + 22 — 71, )2dxday :
402
72 (3.25)
4
= ey (3.26)
7

Since the range for the random variables X; and X5 is [0, 1], then the range of aX; +

BX3 is [0,2]. The bin size for a uniform quantizer is given by:

o Range
Bin Size = 9(Number of bits)
We can then write:
L 2
7= 21 = 9B+N | 95 = o+l (3.27)
2B+N

Finally, substituting (3.27) in (3.26) gives:

(3.28)
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This result shows that the MSE ratio is independent of the absolute value of the bin

sizes of the quantizers, depending only on their ratio.

3.5 Simulations

MSE Ratio
2 — B B B B R
q 1+4/(22(N*D)y
1.9 R ‘ ‘ O a=1,B=1, X1, X2 Gaussian
_ ok a =1, B=1/4, X1, X2 Gaussian
18 : : B a = 1/4, B = 1/4, X1, X2 Gaussian
“oA o =1/4, B =1/8, X1, X2 Gaussian
1.7 : : : : :

Ratio

12 14

N+1

Figure 3.7: Theoretical and simulated results for MSE ratio with and without partial
coefficient quantization

Simulations have shown that the case &« = = 1 indeed represents the worst case,
with the ratio % decreasing as « or 3 decrease, and that the results are little affected
by the probability distributions of X; and X». Figure 3.7 shows the obtained theoretical
curve plotted together with simulated results for a number of cases where o, < 1 and
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X1, Xo are Gaussian r.v.’s. In practical transform computations, typical values for o and
[ are different for each type of output coefficient, but in general they are smaller than
one, making the curve 1 + 22(13—+1> a still reasonable approximation for an upper bound of
the ratio %/ By allocating N extra bits when quantizing X; and Xs than when quantizing
aX) + 6Xo we can guarantee that the extra distortion introduced by the intermediate
quantization will be bounded by the values given by the theoretical curve. Figure 3.7 also
shows that values of IV smaller than 3 introduce a large additional distortion, and the

reduction in the extra distortion has a diminishing return as N increases for values above

We now show that the partial coefficient quantization has indeed a major impact on
the final distortion, and that the results obtained in Section 3.4 can be used to design
the partial quantizers such that a good trade-off point between the allocated bits and the
extra distortion introduced is achieved.

We compared the SNR of the standard (non-distributed) CDF(2,2) wavelet transform
(1 and 2 levels of decomposition), where coefficients are computed at full precision and
then quantized, with the proposed algorithms. As shown in Figure 3.7, the case N = 3
offers a good trade-off point between extra bits allocated to the partial coefficients and
the return in terms of reduction of the additional distortion introduced. Figure 3.8 shows
the obtained curves for the cases where partial coefficients are coarsely quantized (N = 1)
and finely quantized (N = 3). It can be seen that the resulting SNR is very sensitive to
coarsely quantized partial coefficients. In the sensor network scenario, choosing values of
N much larger than 3 will certainly lead to better signal-to-noise ratio, but at the cost of

an increase in the overall energy consumption.
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Figure 3.8: Effects of Partial Coefficient Quantization. N = 1 corresponds to coarse
quantization, and N = 3 to fine quantization.

3.6 Conclusion

While the problem description in Section 3.2 considered a simplified case involving only
two random variables in the summation, and the results of Section 3.5 have shown ex-
perimentally that this approach still provides a reasonable approximation to design the
intermediate quantizers for the application considered in this thesis, other scenarios could
require a more thorough analysis of partial quantization. We present here ideas that can

be explored in future work.
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A simple generalization of the problem presented in Section 3.2 involves considering
a generic number of terms and quantizers in the summation. In this case, one would
be interested in the contribution to the additional distortion introduced by each inter-
mediate quantizer. More formally, we can consider a sequence of n random variables
X1, Xa, -+, Xn, and n coefficients a1,a9,- - ,a,. The problem is to efficiently design
n intermediate quantizers Q1,Q2,: -+ ,Qpn, such that the distortion of Qr(a1Q1(X1) +
a2Q2(X2) + -+ 4+ anQn(X,,)) is kept within a threshold of the distortion of Qp (a1 Xy +
asXo + -+ apXy).

In another scenario, each term of the summation is added sequentially, and the problem
of cascaded quantization can be addressed. In this case, we want to compare the distortion
obtained without intermediate quantization Qr,(a; X1+asXo+- - -+a, X,,) with the cascade

quantization case Qr(Qn(- - Q2(a1Q1(X1) + a2 Xo) + -+ + anXy)).
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Chapter 4
Network Optimization Using Dynamic Programming

Techniques

In practical applications, a number of different algorithms can be used by a sensor net-
work for efficient data representation. In this chapter we provide a framework that allows
finding, for a given network topology, which among the available coding methods is more
suitable for each of the sensors, such that the whole network operates with a minimum cost
in order to achieve a desired distortion level. In our proposed framework, a single-route
path is described as a graph, with sensors representing the nodes, and where communica-
tion and processing costs are associated to edge weights and the coding schemes associated
to states of operation. After describing data transitions and edge costs, we show that a
shortest-path algorithm can be used to find the optimum route configuration, i.e., the one

that leads to the lowest overall energy consumption.

4.1 Introduction

When data is acquired at multiple correlated sources, aggregation involving in-network
data compression can offer a more efficient representation of measurements, significantly
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reducing the amount of information that needs to be transmitted over the network, leading
to a potentially large reduction in energy consumption. Prior work has addressed a number
of distributed source coding (DSC) methods as a means to decorrelate data in sensor
networks. While some rely on information exchange and additional computation inside
the network leading to distributed versions of transforms, such as the Karhunen-Loéve
Transform [16], Wavelets [36] or the methods proposed in Chapter 2, others propose
schemes that do not require internode communication, such as networked Slepian-Wolf
coding [31, 10]. In general, DSC techniques face a trade-off between i) more processing
at each node to achieve more compression and ii) less processing which would require
more information (bits) to be sent to the sink. This trade-off has also been addressed by
previous research. [29] provides an analysis on the regions in a network that should favor
compression over routing based on the impact of spatial correlation of the measurements,
and suggests that different routing and aggregation strategies should be used for different
regions in the network. The performance of aggregation under a more general data model
is considered in [18]. [10] proposes methods for network implementation of the Slepian-Wolf
algorithm, and arrives at the similar conclusion that sensors closer to the sink benefit from
coding schemes with smaller local cost while data from sensors far from the sink should
be encoded with methods that achieve better compression performance.

While previous work has proposed methods to decorrelate data in a network and/or
individually analyzed their performance, to the best of our knowledge, no prior work has
addressed the problem of finding an optimal assignment of compression algorithms to
nodes, in the sense of minimizing the energy consumption, when different coding schemes

are available. Since the distortion/energy consumption trade-off also depends on factors
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such as network topology and medium characteristics, different coding methods may be
better suited for different parts of the network. These methods can consist of simple
coding schemes such as DPCM, or more complex ones, such as Wavelet transforms with
an arbitrary number of levels of decomposition.

To illustrate how the network topology can influence the performance of a given coding
scheme, consider the following hypothetical example. Consider a group of three sensors
in an array of equally spaced nodes (at a distance d of each other). This group of nodes
is distant “N” hops from the sink, and it might choose between two coding schemes to
decorrelate data. Method “A” could be a DPCM-like scheme, as discussed in Section 2.7.
It requires no extra communication, but is limited in terms of performance. Method “B”
could be, for example, the two-way wavelet transform of Section 2.4. It is locally more
expensive energy-wise, but achieves better decorrelation. Let the cost of transmitting &
bits over a distance d be kd>. We would like to decide which method offers the smaller
cost given the group distance to the sink. Figure 4.1 shows the three-node group in each
scenario and the required local cost so that all the transmissions/computations required
to have the coefficients ready to be forwarded to the sink have been performed. Say
that method A can represent the original data using 4 bits per sensor (12 bits per 3
nodes), achieving a distortion D with a local cost of 18d%2. Method B can achieve the
same distortion D using 3.33 bits per sensor (10 bits per 3 nodes), but requiring a local
cost of 26d2.

Therefore, for method A, the total cost to make all the data in the group available at
the sink is given by the local cost (18d2) plus the cost of forwarding the processed data

N hops to the sink (12Nd?), or C4 = 18d* + 12Nd?. Similarly, we can calculate the cost
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Figure 4.1: (a) Method “A”: a simple encoding scheme is used; 12 bits are sent to the
sink. (b) Method “B”: a locally more expensive method is used, but better compression is
achieved; 10 bits need to be forwarded to the sink. The cost of transmitting £ bits over a
distance d was computed as kd>.

for method B as Cp = 26d? 4+ 10Nd?. We can, therefore, find for which values of N a

method leads to lower cost than the other:

Cg < Cy4
26d“ + 10Nd* < 18d* 4 12Nd*
8d* < 2Nd*

N > 4

The above equations show that if the three sensors are distant more than 4 hops from the
sink, method “B” will lead to a lower energy cost. In general, it is expected that sensors
closer to the sink should benefit from coding schemes that offer smaller local cost, while
sensors that are far from the sink should encode using schemes that require a smaller
average number of bits per sensor for a given distortion, agreeing with [10] and [29].
While both [10] and [29] indicate that the use of different encoding algorithms in
different regions of the network would improve energy consumption efficiency in the net-
work, they either require the assumption of specific data models to design the encoders
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or the compression algorithms performance is only analyzed based on entropy models,
with limited practical applicability. Two significant contributions of our work are that
i) it makes no modeling assumptions about the underlying data statistics (instead all is
required is training data) and ii) the algorithm directly compares the performance of ac-
tual coding schemes (instead of considering entropy) and provides more realistic network
cost estimates. Our method is flexible enough to accommodate any network configura-
tion (topology). We believe that the basic principles of our approach could be applied to
other data representation selection among other sets of coding schemes (i.e., not limited
to wavelets) that operate by exploiting spatial redundancy (in methods that do not in-
volve data exchanges between nodes in the compression process, the optimization becomes

straightforward).

4.2 Proposed Framework

We counsider data aggregation (compression) along a single-route path from an edge to
the sink, as seen in Figure 4.2 (a multi-route approach will be addressed in Chapter 5).
This path is assumed to be known, which implies that a routing algorithm has been
applied to the network first. Each sensor is assigned a number n, starting from the edge.
The network topology (and thus the internode distances) is known, and each node in
the path can operate using a coding scheme chosen from a predefined set of available
coding schemes. In this work, available schemes are discrete wavelet transforms using
the same filterbank but with different number of levels of decomposition (see Section 2.5):
when the number of levels decomposition is increased, the potential compression efficiency
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also increases (if data is highly correlated across sensors), but at the cost of more local
information exchange (because data from more nodes is needed to compute some of the

wavelet coefficients).

4 n M-1 sink

Figure 4.2: Single-route path with M nodes to the sink.

Since the wavelet transform is critically sampled, the number of wavelet coefficients
generated is equal to the number of nodes. Using the partial coefficient approach, the
wavelet coefficient corresponding to node n is computed in steps: at node n a partial
version of the coefficient is first generated, which becomes a full coefficient as it “incor-
porates” additional data from future nodes (i.e., nodes closer to the sink). As seen in
Section 2.5, the number of hops required until a partial coefficient becomes full depends

on the specific transform filters being used.

4.2.1 Problem Description

In order to find the best coding scheme for each of the sensors, we propose representing
the network as a graph. Figure 4.3 illustrates the graph associated to a single-route path
including M + 1 sensors (the last being the sink), where each sensor can use one of three
available coding schemes. Fach edge in the graph reflects a possible transition from one
coding scheme to another, and has an associated weight that represents the transmission
cost to continue in a determined scheme or the extra processing/transmission cost to
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change coding schemes. Each possible path in the graph is associated to one choice of
coding scheme for each node in the routing path from an edge to the sink.

Let ¢, (i,7) be the cost of the transition from method ¢ at node n to method j at node
n+1,n=1,...,M, where i,j € S = {A,B,C,...}, with A, B,C,... representing the
coding schemes considered. Let [,,(i) denote the local processing cost for sensor n to encode
its data using coding scheme i. Our goal is to find the sequence {i1,%2,...,%n,... 00}
of coding schemes associated to each of the nodes such that Y (cn(in, int1) + ln(in)) is

minimum.

Figure 4.3: Sensor network seen as a graph. Each sensor is a node that can be in one state
of operation, associated with a coding scheme (A, B, C) and a position in the network.
Edges correspond to transitions between states, and have transmission and processing
costs (weight) associated to them.

In this thesis, we assume that the coding schemes in Figure 4.3 consist in wavelet
transforms with progressively larger number of levels of decomposition. We can now
describe the state and transitions for the state machine of Figure 4.13 based on the partial

coefficient approach.
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4.2.2 State Description

A state can be described by two parameters: the node’s position in the single-route path to
the sink (n), and the coding scheme being used (j). We can define the following variables

of interest:

e d,: distance to next node;
e R, ;: rate allocation for coefficient at position n encoded with jth coding scheme;

e D2: cost to forward one bit to the sink. If we assume the cost to send b bits over d

meters is bd?, then D2 = Z,iwz ., d2 (sum of cost for each hop to the sink).

While we make use of a simplified cost metric, practical applications could refer to
hardware specifications for a more realistic energy consumption model [26]. Also, the cost
function used in the optimization framework is not limited to energy consumption opti-
mization. Other generic metrics can be defined to reflect application-specific constraints,

such as minimization of data distance, maximization of correlation, etc.

4.2.2.1 State I/O

Each state in the graph is responsible for a series of computations that depend on the node
and coding scheme represented by the state. More specifically, if a node is at position n
and is encoding data using a wavelet transform with j levels of decomposition, that node
is responsible for generating the j-level partial coefficient corresponding to node n and
refining any previous partials that were also encoded with j-levels of decomposition and
depend on the measurement at position n to be fully computed (Figure 4.4).
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previous updated partials
partials :> Q :> + new partial
Figure 4.4: State I/0O.

Let W7 denote the wavelet transform coefficients computed for nodes up to n for the
j-th level of decomposition, i.e., Wi = {71,7%2,** ,¥n, An}, where v, and A\ are obtained
as described in Section 2.2. The input/output for state (n,j) can be summarized in

Figure 4.5.

Wl wi
Level j :1>@ :>

Figure 4.5: State (n,j) updates previous partials at same level and generates a new local
coefficient.

In other words, at each state (n,j), Wi = f(W,{_l), where the function f(-) is given by

the specific transform being used.

4.2.2.2 State Costs

At state (n,j) the current path cost is incremented by the computational cost 1,,(j) of
generating the partial coefficient at node n and updating any previous partials that depend
on the measurement at node n. [,,(j) is calculated in terms of the number of multiplications
required, and depends on the specific state considered. Once a state is considered for a
given path, its corresponding coding scheme (and thus the associated rate allocation) is
known. Final coefficients will be forwarded to the sink regardless of what algorithm is
selected for the next nodes. Thus, in evaluating the transmission cost at state (n,j) we

include the total cost of transmitting the new final coefficient to the sink as R,, jDZ.
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4.2.3 Transition Description

As seen in Section 2.2, a wavelet transform with multiple levels of decomposition can be
computed recursively, i.e., the low-pass coefficients from one level serve as the input to the
next level (see Figure 4.6). This also means that any set A; can be recovered from \j;4
and vj41. In terms of the wavelet coefficients, we can therefore say that Wi = f (Wﬂ;_l)
and also that W' = g(W{), where f(-) and g(-) are two functions that depend on the

specific transform being used. We refer to this property as the embedded wavelet property.

A — A3
A — | T
Ao > T 73
— . .

it

Figure 4.6: Embedded wavelet property.

The information that is conveyed in each of the transition scenarios corresponding to
different branches of the state machine can be seen in Figure 4.7. The embedded property
allows us to say that any given state (n, j) will be able to have access to the data it needs,
ie., Wg_l, in order to generate Wi = f (Wg_l), regardless of whether the data is coming

from state (n — 1,5 — 1), (n —1,j), or (n — 1,5+ 1).

4.2.3.1 Transition Costs

The partial coefficient approach creates coefficients that are updated as data is transmitted
towards the sink. However, the optimization framework allows changes in the algorithm
along a single path. In this case, partial coefficients that are still in the process of being
updated at future nodes are no longer refined, and are sent as such to the sink. As it
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Figure 4.7: Data transitions for partial coefficient approach.

will be discussed in the next paragraphs, transition costs account for these two types of
partials: the ones that are not going to be refined, and the ones that will be updated at
future nodes. Since the network topology is known, the forwarding cost for data that will
remain unchanged can be computed up to the sink at once. Transmission costs related to
data that might change at future nodes is accounted for only locally (one hop).

Let P(n,j) denote the number of partial coefficients that state (n,j) has to relay to
the sink. Depending on the future state, a number of these partials may become final
coefficients, and a new partial coefficient may be created (corresponding to the current
node). Therefore if F'(n,j) denotes the number of partial coefficients that become final at
state (n,j), then P(n,j) = P(n—1,j) — F(n,j) + 1. As seen in Chapter 3, every partial
coefficient is quantized using N extra bits above the rate allocated for the corresponding
final coefficient. As seen in Section 4.2.2.2, the cost for the allocated bits is added to
the path cost at the node where the coefficient is created. Also, there are two possible
transmission cases involving partial coefficients. In Case 1, some partial coefficients will
be forwarded a few hops, then converted to final coefficients. This case occurs when a
sufficiently large number of future states maintain the same coding scheme, allowing the
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partials to be refined. In this case, the transmission cost for those N extra bits is added
to the branch costs corresponding to the transmission of these partials. Since at node
n we don’t know how the partial coefficients will be transmitted (this will depend on
future decisions), the path cost is incremented by only the cost of transmitting partial
information to node n + 1. If state (n,j) relays P(n,j) partials at the additional cost of
N bits per partial over the distance d,, the transmission cost added to the path cost is

given by N.P(n,j)d>?.

Figure 4.8: State and edge transmission costs.

In Case 2, partial coefficients will be, after a few hops, forwarded to the sink as such,
without further refinement. Case 2 arises when there is a change in wavelet transform
level. Therefore, at the transitions where there is a change of scheme, P(n, j) partials at
the additional cost of N bits per partial will have to be forwarded unchanged to the sink,
and the transmission cost added to the path cost is given by N.P(n,j)D2. Figure 4.8
shows the state and edge transmission costs for the possible state transitions. In addition
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to the transmission costs, when there is a change in coding schemes a, typically small,
processing cost ty, (i, in+1) is added to the branch to reflect the overhead operations the
next node will have to perform to extract the lower level coefficients from the higher
level ones, or to start the processing of higher level coefficients based on lower level ones,
as allowed by the embedded property. t,(in,in+1) is computed as the energy spent by
the sensor processor to compute the multiplications required by the transition operations
(additions can be typically neglected, since they are orders of magnitude computationally
cheaper than multiplications [45]). Remaining on the same scheme adds no processing

overhead, t,(j,7) = 0 for all k. Since t,,(j,7) = 0 it is not depicted in the figure.

7777777777777777777 é’;é”’ o mn) Tn)
sink
oot (0 )T (e ()
,,,,,,,,,, PN-----T BN =7 B
Iy(n) Zp(n) Z(n) Z(n)
—— > Path1l - Path 2

Figure 4.9: Transition costs example.

As an example, consider the transmission of the single coefficient for node n at level j,
over two possible paths, in a network of n+3 nodes, as seen in Figure 4.9 (the transmissions
for all the other coefficients are not considered here). Assume that all nodes are at
a distance d of each other, and that B bits are allocated for the transform coefficient
of node n, Z(n). For illustration purposes, assume that the coefficient for node n will
become a final coefficient at node n + 2, provided the same level of decomposition is
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maintained for nodes n + 1 and n + 2. Until it reaches node n + 2, the coefficient will be
only partially computed, and represented by Z,(n), which is quantized with B + N bits.
The edge weights in Figure 4.9 depict the number of bits being transmitted over each edge

(processing costs are not shown for clarity purposes).

O &,
W
7 sink

Figure 4.10: Transition costs computation for example of Figure 4.9.

In Path 1, the coding scheme is maintained and the coefficient for node n is refined until
it becomes final, at node n+2. After that point, it is quantized only with B bits and Z(n)
is forwarded to the sink. In Path 2, the coefficient computation is interrupted since the
coding scheme is changed, and Z,(n) will have to be forwarded to the sink as a permanent
partial, quantized with B + N bits. The costs added to the current paths are computed
as depicted in Figure 4.10. The total transmission cost for Path 1 is C; = 4Bd? + 2Nd?,

and for Path 2, Cy = 4(B + N)d>.

4.2.4 Path Optimization

The partial coefficient approach guarantees that any computation at any given node re-
quires only data from previous nodes. Also, due to the embedded property discussed in
Section 4.2.3, any node always has access to the past coefficients it needs to compute
its own partial coefficient, regardless of whether the data it is receiving was generated
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from the same level j or from any other level. As a result, transition costs depend only
on the present state: the physical position of the node in the network and the coding
scheme being used, and, since the output of a node (its coefficient) is the same regard-
less of the previous path, costs up to a particular node do not influence the cost for
a future transition. Without losing generality, consider the state (n,j), and let S, =
{iarstazs + vlan 2,0 — 13,50 = {ibysibys -+ 5ib, 5,7} and Se = {ip,,ipy, -+ 5y, 5,7 + 1}
represent the three optimum (minimum cost) sequences of coding schemes up to states
(n—1,j—1), (n—1,7) and (n— 1,5+ 1) respectively (transitions from a generic previous
state could be defined similarly). Let Cj(n) represent the arriving path cost up to node n

(i.e., excluding the outbound costs for node n) for a scheme sequence S. We have that:

Cr(n) =Y Rumjia, Doy + lmiay,) + NP(m = Lia, ) +tm-1(iay s a,).  (4.29)

m=1

The arriving path costs for state (n,j) for sequences S, Sy, and S, can be seen in Fig-
ure 4.11.

Since the overhead cost to retrieve the necessary data from the coefficients from level
7+ 1 is added to the incoming transition, the local processing cost and the number of
outbound partials, P(n,j), at state (n,j) will not change, regardless of the incoming
path. Figure 4.12 shows the inbound/outbound costs for state (n,j) for the solution
represented by Sy, Sp and S.. Therefore, for any arriving path, outbound costs can be
decoupled from inbound costs. Choosing a best path arriving to a specific state does not
eliminate optimal paths, and so a path that minimizes the path metric (lowest cost) can

be found using a shortest-path algorithm. At each stage n of the decision, the algorithm
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Figure 4.11: Arriving costs for state (n,j).

finds the best transition coming into each state at that stage by computing the metrics
of all the possible paths coming into the state, and then selecting the path with the
minimum metric as the survivor path coming into that state. At the last stage, the
survivor path with the minimum path metric is selected as the optimum path. Since
each state describes the coding scheme used at each of the nodes, the optimum path also
provides the optimal selection of coding schemes for each sensor in the network, such
that the energy consumption is minimized. A more detailed description about dynamic

programming and the shortest-path algorithm can be found in [9].

4.3 Performance Evaluation

In the following simulations, we considered two different simple network configurations.
We compared our optimization technique to solutions where the same coding scheme is
used for all nodes in the network.
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Figure 4.12: Outbound costs for state (n,j) for incoming scheme sequences (a) S,, (b) S
and (c) S..
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This was done with the three available coding schemes. The coding schemes considered
are raw (quantized) data transmission, wavelets with one level of decomposition, and

wavelets with two levels of decompositions.

| j-llevelsof
! decomposition

i jlevelsof
! decomposition

| j+1levelsof
! decomposition

Figure 4.13: Data transitions for partial coefficient approach.

Also, without losing generality, and for simplification purposes, we constrained the
number of possible transitions in the graph, as illustrated in Figure 4.13. The allowed
transitions mean that as a node gets closer to the sink it can only choose between staying
on the same scheme as the previous node or encoding its data using a simpler scheme,
specifically one that uses one fewer level of decomposition than the current node. As
motivated by the example in Section 4.1, the intuition behind this limitation is that as
nodes get closer to the sink, simpler coding schemes tend to be more efficient energy-
wise. This idea can also be linked to results obtained in [10, 29|, where the authors
addressed the problem of joint rate allocation and transmission structure optimization for
sensor networks, and concluded that network regions far from the sink benefit better from
methods with better compression performance, which may not be the most effective for
regions close to the sink due to the computation cost overhead. This intuition is valid
for cases where data correlation is approximately constant throughout the network, since
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the decorrelation efficiency of the algorithms remains relatively the same compared to one
another. However, when data correlation suffers substantial changes for different regions
of the network no constraints on the possible scheme transitions should be made. In an
extreme example, if data is completely uncorrelated at a region far from the sink, nothing
will be gained by using a complex compression scheme, and simple unprocessed data
transmission would be the most efficient way of sending data, since it has no overhead
cost.

The input process data was created using a second order AR model, with poles placed
such that a reasonably smooth output would be generated from white noise (poles were at
0.99¢*7 6%). Figure 4.14 shows the energy consumption of different single-scheme methods
(only one coding scheme for the whole network) at different distortion levels, in a network
with 3 clusters of 5 sensors each (internode distance of 2m, intercluster distance of 37m).

For this network, the optimum configuration in terms of energy consumption, obtained
by the proposed dynamic programming framework is shown in Figure 4.15.

Figure 4.16 shows the energy consumption of different single-scheme methods at dif-
ferent distortion levels, in a network with 1 cluster of 30 sensors (internode distance of
1m).

For this network, the optimum configuration obtained by the proposed dynamic pro-
gramming framework is shown in Figure 4.17.

Although the results suggest changes for just a few sensors when compared to the
best single-scheme method, in general, such a behavior cannot be predicted beforehand.
Also, as seen in Figures 4.14 and 4.16, different single-scheme methods perform differently

for different network topologies. Network performance can be affected by a number of
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Figure 4.14: Energy consumption comparison; system with 3 clusters of 5 sensors each.
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Figure 4.15: Optimum network configuration obtained for simulation in Figure 4.14.

factors, such as coding schemes being used, network topology, number of sensors, medium
properties, data correlation, etc. Thus, a single-scheme approach might not necessarily
result in near-optimal performance. Optimization still proves to be necessary to point out
the configuration that will lead to the lowest energy cost. For the simulated case shown in
Figures 4.14 and 4.16, for same distortion levels, the optimum network consumed around
6% less energy than the best single-scheme method (1-1vl wavelet for Figure 4.14 and 2-1vl
wavelet for Figure 4.16) and around 32% less energy than simple raw (quantized) data
transmission.
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Figure 4.16: Energy consumption comparison; system with 1 cluster of 30 sensors.
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Figure 4.17: Optimum network configuration obtained for simulation in Figure 4.16.

4.4 Conclusion

In this chapter, we have proposed a dynamic programming framework that can be used to
assign coding schemes to each of the nodes in a WSN such that the energy consumption in
the network is minimized. This algorithm is flexible enough to accommodate any network
configuration, and could also be used as a benchmark to evaluate the relative performance
of fast heuristics. Simulation results have shown that different coding algorithms can
perform very differently (in terms of distortion and energy consumption) depending on
a number of factors such as network topology, medium properties, and data correlation,
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and that the proposed methodology provides a framework that can be used to minimize
energy consumption in a WSN by efficiently assigning different coding schemes to different

regions of the network.
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Chapter 5

Extension to 2D Networks

5.1 Introduction

In the previous chapters we introduced a distributed compression algorithm based on the
lifting factorization of the wavelet transform that exploited the natural data flow in the
network to aggregate data by computing partial wavelet coefficients that are refined as
data flows towards the central node.

However, the partial coefficient algorithm introduced in Section 2.5 operates along a
single route connecting a node to the sink, and the optimization framework from Chapter 4
minimizes the cost along this single route. In a realistic node deployment, such as the
one shown in Figure 5.1, there could be many routes connecting sensors to the sink,
and individual paths may merge before reaching the central node. One problem that
arises in such a scenario is that if data compression occurs independently along individual
paths, nodes that belong to multiple paths will generate multiple coefficients (due to
merging), one for each path that uses the node to reach the sink. Different strategies
can be used to address the path-merging problem. For example, multiple coefficients can
be locally encoded, or alternative routing trees that reduce the number of merges can
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Figure 5.1: A realistic sensor deployment involves multiple routes that may merge before
reaching the sink.

be used. Regardless of the strategy employed, for the partial coefficient algorithm, path-
merging incurs in a cost penalty, and its impact should be considered when extending
the algorithm operation to multi-route networks. Also, an optimization strategy to assign
coding schemes in the multi-route scenario, as compared to individually optimizing single-
routes, needs also to be defined.

In this chapter we extend the partial coefficient approach, and the network optimiza-
tion using dynamic programming, to the case of multi-route networks. We propose to
operate by first selecting a routing strategy throughout the network. Then, for each route,
an optimal combination of data representation algorithms, i.e., algorithm assignment at
each node, is selected. A simple heuristic is used to determine the data representation
technique to use once path merges are taken into consideration. We demonstrate that
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by optimizing the coding algorithm selection the overall energy consumption can be sig-
nificantly reduced when compared to cases where data is not processed and where only
a single coding scheme is used at all the nodes in the network. We evaluate the algo-
rithm using both a second-order autoregressive (AR) model and empirical data from a

real wireless sensor network deployment.

5.2 Related Work

One of the first works to propose combining routing with standard vector compression
techniques was [34]. The correlated data gathering problem and the need for jointly op-
timizing the coding rate at nodes and routing structure is also considered in [11]. The
authors provide analysis of two strategies: the Slepian-Wolf, or DSC model, for which
the optimal coding is complex (needs global knowledge of correlations) and optimal rout-
ing is simple (always along a shortest path tree) and a joint entropy coding model with
explicit communication for which coding is simple and optimizing routing structure is
difficult. For the Slepian-Wolf model, a closed form solution is derived, while for the ex-
plicit communication case it is shown that the optimization problem is NP-complete and
approximation algorithms are presented. In [29], the approach is to simplify the optimiza-
tion for the explicit communication case by using an empirically obtained approximation
for the joint entropy of sources. The optimal routing structure is then analyzed under
this approximation. The analysis demonstrates that the optimal routing structure also
depends on where the actual data compression is performed; at each individual node or
at “micro-servers” acting as intermediate data collection points. In [32], “self-coding” and
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“foreign-coding” are differentiated. In self-coding, a node uses data from other nodes
to compress its own data, while in foreign-coding a node can also compress data from
other nodes. With foreign-coding, the authors show that energy-optimal data gathering
involves building a directed minimum spanning tree (DMST). For self-coding, it is shown
in [11] that the optimal solution is NP-complete. Also, it is expected to exist a tradeoff
between a shortest-path tree (SPT) and a traveling salesman path (TSP). Both these
works assume that the data is compressed only once, after which it is decompressed at
the sink. Techniques such as those described in this thesis and [1] allow compression at
several hops, potentially leading to reduction in transported data. In [29], the authors
explore compression at several hops and only at cluster heads and conclude that there
exist efficient correlation independent routing structures. Some recent research [46] argues
that the improvement from correlation aware routing is limited. Using a correlation model
proposed in [12], it is shown that in terms of energy efficiency, a shortest path tree has at
least 0.5 times performance compared to an optimal correlation aware routing structure.
However, this result is contingent on a limited data compression model - compression gain,
independent of number of neighbors and distances between nodes. In [29], [32] and [12], a
detailed practical compression algorithm is not proposed, and computational costs asso-
ciated with it are not considered. Depending on the signal field and the degree of spatial
correlations, this cost can significantly impact the routing structure. To illustrate this
impact, we present some results on a variety of network topologies and routing structures.

In closely related work [1], the authors propose using different data gathering algo-
rithms for different classes of signal fields. They state that wavelet based processing

is well-suited for deterministic signals such as piecewise constant signals, and prediction
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based DPCM processing is optimal for random Gaussian correlated fields. The algorithms
presented account for the combined costs of both communication (for data transport)
and computation (for decorrelating, i.e., compressing raw data). Distributed and power-
optimal operation of these algorithms result in division of the network into segments (or
clusters) within which incurring the cost for compression is efficient. In contrast, we con-
sider a scenario where a number of different compression schemes are available at each
node. In this case, the problem is one of making a decision at each node on which com-
pression scheme to use based on the expected computation/communication cost tradeoff.
Currently, we have addressed the assignment in a two dimensional field assuming the rout-
ing structure is known, using a heuristic extension of the dynamic programming based

optimal solution for a single-route path presented earlier in Chapter 4.

5.3 2D Data Representation and Optimization

In the multiple-route scenario we are considering, individual single-route paths may merge
before reaching the sink. We now extend our single-route wavelet representation algo-
rithms to the multiple-route, or 2D, case. Following the idea introduced in Chapter 4, we
start by optimizing each individual path, and then we look for alternative strategies to

deal with multiple coefficients generated after merge points.

5.3.1 Multiple Path Merging

Referring to Figure 5.2, assume that the same single-route wavelet transform is used
along both paths. The node information captured along Paths 1 and 2 may be correlated
but is not expected to be identical. Thus, in general, node n receives different wavelet
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coefficients from each of the two paths. Assume first that we continue processing both
paths independently, i.e., the coefficients received from Path 1 and Path 2 are updated
to incorporate nodes n, n + 1, and so on. Since these new coefficients are generated with
common information, and our wavelet filters have finite memory, after several iterations,
say at node n + k (where k will depend on the filter length), the newly produced wavelet
coefficients will be identical regardless of whether the data was originated from Path 1 or
Path 2. Taking this into account, from that point forward the two sets of data can be

merged, so only one set of wavelet coeflicients needs to be sent from node n + k onwards.

Path 1
n-1
e e o ®
[ ] [ ] [ ] ®
n n+tl n+2
[ ] [ ] [ ] [ ]
n-1
Path 2

Figure 5.2: Multiple coefficients are generated at merge points.

In addition, Paths 1 and 2 up to node n are generally correlated and even if the corre-
lation was not high, the pairs of coefficients (one per path) generated in nodes n through
n + k — 1 will become increasingly similar. This suggests a simple approach to further
reduce the cost incurred in merging paths. At any node where multiple coefficients are
generated (due to two or more path mergings), we encode this array of coefficients using
DPCV, i.e., we compute and quantize the difference between consecutive values in the
array. If the values are similar, this difference is small, and can be more efficiently repre-
sented by DPCM. This additional data is forwarded to the sink without being modified
by future nodes. The rate allocation for the DPCM coefficients is done globally, i.e.,

87



the allocation takes into account the transform coefficients at the nodes and the multiple
coefficients jointly.

As an alternative to this merge strategy, we also analyze the performance for the case
where only selected multiple coefficients, namely the low-pass coefficients, are encoded
using DPCM. Since the multiple high-pass coefficients are expected to have smaller energy,
they can be efficiently encoded by themselves and, therefore, are not DPCM encoded. We

refer to this strategy as selective local coding, as opposed to the global encoding strategy.

5.3.2 Proposed Algorithm

The proposed algorithm assumes a routing topology has been selected (in future work we
will consider a joint selection of route and coding algorithm). Given the topology, we apply
the 1D optimization of Chapter 4 (based on the partial coefficient approach) independently
to each of the paths connecting an edge to the sink, where we consider complete paths
from edge to sink, i.e., we optimize the data representation for some nodes multiple times
(e.g., selection for nodes n, n+ 1, etc. in Figure 5.2 will be considered twice corresponding
to Paths 1 and 2). Thus, some specific nodes, e.g., node n in Figure 5.2, could be assigned
different data representations when optimized under different path configurations. When
this happens we assign to the node the simplest representation (i.e., least number of levels
in the wavelet decomposition). With this heuristic we force the merged paths to use the
least computationally intensive among candidate algorithms.

Obviously, in cases where nodes are assigned the same algorithm by all single-route
optimizations, we use the chosen algorithm and compress the merged path information as
described above. Algorithm 2 describes the proposed method.
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Algorithm 2 Multi-Route Algorithm
1) Optimization:
for each path from edge to the sink do
-assign optimum scheme to node;
if assignment conflicts with previous paths then

use simpler scheme;
end if
end for
2) Encoding:
for each path do
encode data using optimum node assignment;
if multiple coefficients then
encode using DPCM;
end if
end for

5.4 Routing

When the proposed approach for choosing encoding schemes is used for a two dimensional
network, an extra processing cost is incurred whenever two different paths merge en route
to the sink. In particular cases, as will be seen in Section 5.5, the extra processing and
added information needed to represent merged paths could lead to inefficiency in the data
gathering, so that a topology with fewer merges might be preferable, even if it has overall
longer transmission paths.

In order to study the impact of these merges, we consider a variety of topologies,
namely, degree-constrained trees. These trees are generated using a modified version of
Dijkstra’s algorithm over weighted graphs. Consider a graph G(V, E) with edge weights
EW (i,7) for nodes 7,5 € V and edge (i,j) € E, and a given degree constraint max Degree.
Each node n maintains a value for its best weighted path distance to the sink WPD(n)
(initial value = oo) and the number of nodes that are its children C'(n) (initial value = 0)
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in the tree rooted at the sink. Starting with a set T that initially contains the sink S, at

each step we add to T the node p ¢ T for which
e there is a node p’ € T such that edge (p,p’) € F,
e if p' # S then C(p') < maxDegree — 1, and
e the weighted path cost to the sink [= EW (p,p’) + WPD(p')| is minimized.

The updates are made as WPD(p) = WPD(p') + EW (p,p’) and C(p’) = C(p) + 1.
The algorithm stops when |S| = |V| or when no more nodes can be added (since all their
neighbors have already hit the degree constraint). We avoid the latter case by considering
well-connected graphs. When maxDegree is greater than the maximum node degree in G,
the algorithm reduces to finding the shortest weighted path and when maxDegree = 2, it
results in long paths with no merges except at the sink. In the experiments that follow, we
generate trees using the maximum number of merges M (= maxDegree — 1) as a tunable

parameter.

5.5 Experiments

In our experiments, we used both a second-order AR model as well as empirical data from
a real wireless sensor network deployment. The simulated data consisted in generating a
600 x 600 2D processes using a second order AR model with high data correlation. The
nodes were placed in the 600 x 600 grid, and their measurements corresponded to the
data value from the associated position in the grid. The real data is from a subset of 19
sensor nodes from a habitat monitoring deployment [28, 41] on the Great Duck Island.
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The dataset used is for 200 temperature readings taken at each sensor location on August
1, 2003 at roughly 5 minute intervals.

The sensor locations for simulated data included random sensor placement and square
grid, both with 100 nodes. The routing algorithm uses degree-constrained trees generated
as described in Section 5.4. The branch costs used for data representation optimization
were proportional to the square of the distance between nodes, with the constant of
proportionality being the number of bits allocated to the node transmitting data towards
the sink.

In Section 5.5.1 we compare the performances of the two merging strategies (global or
selective encoding of multiple coefficients) proposed in Section 5.3.1 and address the im-
pact of merge overhead on the final energy consumption in the network. In Section 5.5.2
we analyze the performance of the proposed method for a given routing topology. This al-
lows us to demonstrate that gains are achievable by selecting different data representations
for different nodes. Then, in Section 5.5.3, we select the data representation to be that
obtained with our optimization algorithm and we compare the performance of different
routing topologies, using degree-constrained trees with varying degree. For a sufficiently
large degree value, the tunable tree reduces to the shortest-path tree. This allows us to
demonstrate that, for certain cases, shortest path routing is in fact not optimal, as it leads
to an undesirably large number of path merges.

In all network graphs that follow, nodes marked with “x” are encoded with a 1-level
wavelet algorithm and nodes marked with “o” are encoded with a 2-level wavelet. DPCM is

represented by the symbol “¢”. Raw data transmission (i.e., no compression) performance
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is included in the graph for reference. The wavelet algorithms used were modified to adapt

to irregular sampling, as described in Section 2.8.

5.5.1 Merging Strategy Analysis

As seen in Section 5.3.1, the proposed merging strategy increases the amount of infor-
mation that needs to be transmitted over the network by creating multiple versions of
coefficients at (and after) merge points. In this section we analyze the performance of
the proposed merging strategies (global or selective encoding of multiple coefficients) and

address the impact of the merging overhead cost in the final algorithm performance.

Figure 5.3: Routing strategies. (a) M=1. (b) M=2. (c) M=10.

We consider a network with 100 nodes randomly spread over the data field, and three
possible routing strategies with varying degrees for the tunable tree. The three strategies
are depicted in Figure 5.3 and correspond to the no-merge case (M=1), a maximum of 2
merges per node (M=2) and the shortest-path tree (M=10). Figure 5.3(a) has no merge
overhead, since there are no multiple coefficients generated. While the number of multiple
coefficients in Figure 5.3(c) is larger than in Figure 5.3(b), this number is not expected
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to be high, since there are no significant changes in the routing trees obtained from the

two strategies.
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Figure 5.4: Global vs. selective encoding of multiple coefficients, M=1.

The performance comparison of the global and selective encoding of multiple coeffi-
cients can be seen in Figures 5.4 and 5.5 for the no-merge and the shortest-path routing
respectively. Since in the no-merge case there are no multiple coefficients to be encoded,
the performances of the two merging strategies match for each coding scheme (Figure 5.4).
For the shortest-path routing, however, it can be seen (Figure 5.5) that the selective en-
coding methods suffer a decrease in performance when compared to the global DPCM
encoding approach. This decrease in performance is related to the amount of uncoded
multiple coefficients, and therefore varies with the size of the network and the number or
merges, and can be attributed to the fact that the similarities among multiple coefficients
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at each node still favor a local DPCM encoding. Also, due to the irregular sampling grid,
the low-pass coefficients can have higher energy, conflicting with the initial assumption
that they could be efficiently encoded without the need of a local DPCM. In future sim-
ulations in this section and in Sections 5.5.2 and 5.5.3 we will consider only the global

multiple-coefficient encoding approach.
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Figure 5.5: Global vs. selective encoding of multiple coefficients, M=10.

Another important aspect of the proposed merging strategy in the final cost is the
amount of overhead added. The performance of the algorithm along with the no-encoding
strategy (raw data transmission) is shown in Figures 5.6— 5.8.

Figures 5.6— 5.8 also show that the SNR Vs. Cost curves for different algorithms and
topologies have different slopes. Different slopes can be attributed to changes in the rout-
ing strategy, which present a trade-off on the algorithms performance in terms of energy
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Figure 5.6: Algorithm performances using global encoding of multiple coefficients, M=1.

consumption. Strategies that allow a higher number of merges (such as the SPT) increase
the overall energy consumption by generating a larger number of multiple coefficients at
the merge points. Conversely, routing trees that attempt to reduce the merge overhead
by limiting the number of merge points in the network, also contribute to an increase in
energy consumption, by increasing the sum of the squared distance (and therefore the
transmission costs) between nodes. Depending on the network topology, the overhead
cost due to the increase in the distance might surpass the gain with the reduction in the
number of merges, or vice-versa. Also, more complex algorithms (2-level wavelet trans-
form) tend to have slightly lower slopes than simpler schemes (DPCM), indicating a higher
number of multiple coefficients generated, as expected. We will compare the performance
of different routing strategies in Section 5.5.3. While the absolute performance of the
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Figure 5.7: Algorithm performances using global encoding of multiple coeflicients, M=2.

algorithms at a target SNR may change depending on issues like the network topology,
data correlation, etc., algorithms with higher SNR Vs. Cost slopes can be thought of as
being more efficient in the sense that they can achieve a better improvement in terms of
SNR for a smaller additional cost, as compared to algorithms with lower slopes.

As a suggested alternative to overcome the extra penalty incurred by the multiple
coefficient generation and encoding, we can consider an approach where no multiple co-
efficients would be generated at the merge points. This could be achieved, for example,
by interrupting the encoding in a path whenever it merges to another path, as illustraded
in Figure 5.9, and simply forwarding the coefficients from that point to the sink with-
out further refining. Such a method would not suffer the problem of having to encode

and transmit multiple coefficients, but it would, however, certainly increase the number
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Figure 5.8: Algorithm performances using global encoding of multiple coefficients, M=10.

of partial coefficients that would not be further refined and transmitted as such to the
sink. While further investigation to quantitatively compare both methods is necessary,
the transmission of partials from nodes far from the sink would also incur in a significant
additional cost, and this approach would possibly also suffer from routing strategies with

a large number of merge points.

5.5.2 Algorithm Performance for a Given Network Topology

Figures 5.10- 5.14 illustrate the performance of the different algorithms in terms of data
representation distortion (measured by Signal-to-Noise ratio, SNR) as a function of total
energy consumption in the network. In each figure we depict the routing together with
the data representation algorithm used for each sensor node. The energy consumption is
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Figure 5.9: (a) Multiple-coefficient approach. (b) Interrupted-path approach.

averaged over multiple realizations of the data. The data representation itself is generated
taking as an input training data generated with the AR model, i.e., we do not use the
model parameters directly and our algorithm can be applied, as shown below, to optimize
representation for any training data set. Observe that, in all cases, the optimized data rep-
resentation, as expected, outperforms configurations where a single representation is used.
Note, however, that in some of the cases the gains provided by the optimal representation
are modest. This can also be seen by noting that most nodes use one representation, so
the difference with respect to assigning that representation to all nodes is small.

In Figures 5.10— 5.13 nodes were uniformly distributed. Instead, in Figure 5.14 nodes
were clustered to split the data field in two regions separated by a gap, and the network
sink was placed in the region where the node density was lower. Observe that the behavior
in Figure 5.14 is intuitively reasonable: in the cluster of nearby nodes on the top right
region of the sensor field a 2 level wavelet is chosen so as to minimize the overall rate
required. This is because this small cluster is far from the sink and thus any excess rate
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Figure 5.11: Algorithm performance for random network with shortest-path routing

in the representation (due to using a less efficient encoding) would result in significant

energy required for transmission of data to the sink.

Figures 5.15 and 5.16 illustrate the performance of our methods with real data. It can

be seen that when no merge is allowed (Figure 5.15), the optimum algorithm performs

considerably better than the other schemes. This confirms our initial assumption that
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Figure 5.12: Algorithm performance for square grid network with no-merge routing.
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Figure 5.13: Algorithm performance for square grid network with shortest-path routing.

merging paths tend to be costly. However, as will be seen, shortest path routing still
provides overall better performance.
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Figure 5.15: Algorithm performance for real network data with no-merge routing.
5.5.3 Routing Comparison With Optimum Network Representation

Now that we have established that data representation optimization leads to lower overall
cost for a given network topology, we compare different network topologies in terms of
their overall cost with optimized representation (see Figures 5.17 — 5.19). In particular

we compare the performance of no-merge and shortest-path routing. As will be seen in
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Figure 5.16: Algorithm performance for real network data with shortest-path routing.

this section, the basic intuition is that while the number of merges do imply in some
overhead cost (due to the encoding of multiple coefficients), topologies that reduce the
number of merges increase the average internode distance, also increasing the transmission
cost between nodes and, therefore whether having fewer merges is better depends on how
much the extra distance is, and what the cost of the merges was for each specific network
topology.

For both simulated random network data with uniform sampling (Figure 5.17) and
real data (Figure 5.18), we can see that shortest path routing leads to better overall
performance. For the denser network (simulated data) overall performance is very sensitive
to the average length of the single-route paths in the network, so that the gains from using
shortest-path routing are substantial. In this case, for the shortest-path routing, 20% of
the nodes in the network were merge nodes, while the no-merge routing increased the
average distance between nodes in the network by 63%.
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Figure 5.17: Optimum algorithm performance compared to raw data transmission for
no-merge and shortest-path routing for random network

In contrast, for the smaller real-data network (Figure 5.18), performance is not as
significantly affected by the routing, due to the reduced number of nodes. We believe
that in the case of Figure 5.17, given the density of the network the cost of merging is not
as significant (as a result of the proposed DPCM coding of merged paths) and therefore
the penalty due to allowing longer paths (as in the no-merge configuration) is too high
to be compensated by the reduction of merge costs. It is also interesting to notice that
the no-merge and shortest-path routing have similar performance at low SNR (this can
be seen in the real-data case, which we operate at lower rates). This can be explained
as follows: in shortest-path routing information needs to be sent for every merge, for a
number of nodes dependent on the filter length. At low rates this overhead becomes more
significant as the data transmission rates in no-merge routing become lower.
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Figure 5.18: Optimum algorithm performance compared to raw data transmission for
no-merge and shortest-path routing for real data network

Figure 5.19 represents results for the clustered network scenario. Note that in this
case, unlike the two preceding ones, no-merge routing leads to the best overall perfor-
mance. In this scenario, as in the random network case, 20% of the nodes are merge
nodes when shortest-path routing is used. However, the no-merge routing increases the
average distance between nodes in only 30% as compared to the random case, while also
offering a significant gain in terms of compression performance by more efficiently grouping
correlated nodes.

Note that in Figures 5.17, 5.18, and 5.19 the performance curve slope is lower for no-
merge routing (i.e., the quality degrades more slowly as the transmission cost decreases).
We again attribute this to additional cost of data merging in the shortest path routing
case.
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Figure 5.19: Optimum algorithm performance compared to raw data transmission for
no-merge and shortest-path routing for clustered network

5.6 Interpolatory Wavelet Transform

Among the many related work discussed in Section 5.2, one deserves special attention.
The research group at Rice University has recently proposed an interpolatory wavelet
transform for irregular sampling grids [43], also based on the lifting scheme.

Their approach is based on a multiscale representation, with cascade pairs of lifting
stages, similar to what has been described in Section 2.3. Their most relevant contribution,
however, was the introduction of a true bi-dimensional wavelet decomposition based on
lifting. The bi-dimensional idea was an extension of the lifting scheme for unidimensional
spaces, and relied on splitting the nodes in 2D space into even and odd sets. For example,
a so called “even” node would grow its neighborhood until it had enough neighbors to
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guarantee a stabilized predictor operator (assuring perfect reconstruction is possible).
Those neighbors would then belong to the “odd” set of nodes. The process would continue
with the odd nodes finding their even neighbors and so on, at any given scale. After even
and odd sets are defined at the different scales, the prediction and update operations of the
lifting decompositions would take place, generating the wavelet decomposition coefficients
at each node. We refer to [43] for details.

While their work proposes a true 2D wavelet transform (in our work, we have a 1D
transform that encodes 2D data but operating along 1D paths), they suffer from a major
setback. Each stage of the lifting decomposition implies that all partial data involved in
that step has to transmitted between even and odd nodes as described by the correspond-
ing matrix. Therefore, even relatively small values of m would imply a large number of
transmissions, increasing the transmission costs. In our work, this problem is solved with
the partial coefficient approach, which eliminates the need of backward transmissions.
In [43], they overcome this issue by discarding detail information below a given threshold,
greatly reducing the required number of transmissions and processing.

The work in [43] also provides an energy consumption performance analysis, showing
significant improvements when compared to the direct transmission of original data.

Even though the work proposed in [43] still suffers from a significant energy overhead
imposed by the large number of required transmissions, and due to this, at this point, is
only viable for very large networks (with more than 1000 nodes), it is interesting to note its
similarities with the work proposed in this thesis (distributed wavelets based on the lifting
scheme with energy consumption constraints). It seems that many of the ideas proposed

in these two works can be applied to each other, allowing a performance improvement
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from both parts. Our work could certainly benefit from a true 2D lifting approach, and
applying the partial coefficient idea to a true 2D algorithm will open new possibilities to

the research, making this a strong topic to be explored in the near future.

5.7 Conclusion

In this work, we have provided a framework that allows finding, for a given network
topology, which among a number of available coding methods is more suitable for each
of the sensors. We have shown that by optimizing the coding algorithm selection, the
overall energy consumption can be significantly reduced when compared to the case when
data is just quantized and forwarded to the central node. In our simulations we were able
to compare different routing techniques and identify those that are most efficient overall,
for given node locations, and for both simulated data and from a real wireless sensor
network deployment. Even for the cases where the proposed distributed wavelet transform
algorithms were not as efficient as simpler schemes such as DPCM (see Figures 5.12
and 5.13), we verified that the proposed optimum algorithm always finds the best coding
scheme that should be used by each node in the network, and that shortest-path routing
does not always leads to best performance.

A number of topics can still be addressed. While in this work the algorithm analysis
was limited to predefined routing topologies, joint selection of route and coding algorithm
seems to be a natural next step for optimization. Also, more realistic cost functions
can be incorporated to the decision process (e.g., transmission costs a constant term in
addition to a term proportional to distance), and a more efficient representation of natural
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phenomena (e.g. different regions of the field are modeled with different parameters) can
be used. While in this work we assumed nodes exchanged information by data hoping,
in a practical application broadcast capabilities could be used to improve even more
the network efficiency. For example, coefficients in the paths that were already fully
computed could reach the central node by broadcasting, eventually skipping hops and
saving more energy; nodes that need a measurement from a common sensor could acquire

it via broadcasting in one single step, also reducing the energy consumption.
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Chapter 6

Conclusion and Future Work

In this thesis we have addressed the problem of compression for wireless sensor networks
from a signal processing point of view. We have proposed two novel algorithms for the
distributed wavelet transform as a means to decorrelate data and more efficiently represent
sensor measurements, requiring fewer bits and reducing the energy consumption in those
networks.

The first method consisted in a distributed implementation of the discrete wavelet
transform based on the lifting scheme. In the second, we proposed the computation
of partial wavelet coefficients to exploit the natural data flow direction in the network
and eliminate unnecessary transmissions. We evaluated the impact of quantization of
transmitted data in the final distortion, defining a rule to design sensor quantizers, and
verified that encoding partial data using 3 extra bits offered a reasonable trade-off between
additional distortion and extra energy cost.

We also proposed a generic optimization procedure based on dynamic programming
to configure the network, dividing it into regions that would process data using different
coding schemes, such that the final energy consumption is minimized. Depending on the

filter sizes and number of levels of decomposition, energy costs can become very high.
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However, one the main points of this work is not only simply providing a distributed
wavelet algorithm, but one that is cost-aware. Depending on the application, a large
number of sensors might be involved, and more complex transforms might offer a more
efficient way of representing data. We provided a method to decide if a given wavelet
transform using a certain number of levels of decompositions will lead to energy savings
for a given sensor network compared to other possible coding schemes.

We finished by proposing an extension of the distributed wavelet transforms to be
implemented in 2D networks, with a generic topology. A result of this extension was that
a wavelet compression algorithm could be used to represent 2D data obtained from an
irregular sampling pattern.

Experiments with both simulated and real data have shown that the proposed methods
can significantly reduce the energy consumption in wireless multihop sensor networks.
However, compression for wireless sensor networks is still a relatively new research area,
and many problems are still open. Despite the fact that this work has achieved interesting
results and proposed a number of novel strategies, there are still relevant topics or ideas

that can be addressed in future research, and are worth mentioning.

e Merging Strategy. The heuristic for processing data at merging points in a
multiple-route network proposed in section 5.3.1 is very sensitive to the number
of merge points in the network. The amount of side information in the form of
DPCM coefficients can become very large depending on the number of ramifications
in the routing tree for a given network. While searching for alternative routings
that can improve the algorithm performance is valid approach, one can argue that

110



the problem lies in the merging strategy itself. New strategies, such as the one
suggested in Section 5.3.1, could avoid the increase in side information by providing

alternative ways of combining data at the merging points (heuristic or not).

Exploiting Broadcast Capabilities. Transmissions in a wireless sensor network
are done via broadcasting. This means that when a node is transmitting its data,
all the nodes inside its range can also have access to the data being transmitted.
This could allow a higher volume of data exchange without any increase in energy
consumption, and could have an impact on the algorithm performance. Also, in
cases where the optimal routing does not follow a shortest-path tree for data pro-
cessing, broadcasting could be used to forward data that does not need to be further

processed faster to the sink, thus reducing energy consumption.

Quantization. Even though the theoretical bound obtained in chapter 4 is shown
to be satisfactory in practice, a more detailed study of the quantization effects might
be necessary. Topics to be addressed can include the sequential quantization of more

terms in the sum, and the effect of different quantizers other than uniform;

Vector data at sensors. Measurements at the nodes can consist of vector data,
meaning that sensors are acquiring data over time. In this case, besides spatial

correlation, time correlation at each node can also be exploited.
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Appendix

Lifting Factorization of Generic Filters

In chapter 1.4 we make use of the lifting factorization to propose distributed wavelet
algorithms. The folowing sections are based in what is presented in [13], and describe

how a generic pair of wavelet filters can be factorized into lifting steps.

A.1 Filters and Laurent Polynomials

Consider a filter h with an impulse response given by {hx € R | k € Z}. Assume that
h has a finite impulse response (FIR), i.e. h has a finite number of non-zero coefficients.

The z-transform of h is a Laurent polynomial h(z) and is given by

kp
h(z) = Z hyz ",

k=kq

The degree of a Laurent polynomial is defined as

|h|=b—a
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Therefore, if 2™ is seen as a Laurent polynomial it has degree zero, while if seen as a
regular polynomial it has degree n. The degree of the zero polynomial is set by definition
to —oo.

While the sum, difference and product of two Laurent polynomials are still Laurent
polynomials, exact division is not possible in general. However, division with remainder
is. Consider two Laurent polynomials a(z) and b(z) # 0, with |a(z)| > |b(z)|. Then, there
always exist Laurent polynomials ¢(z) (quotient) and r(z) (remainder) with |r(2)| < [b(2)|

such that

q(z) and r(z) can be denoted as

q(z) = a(2)/b(z) and r(z) = a(2)%b(2)

If b(z) is a monomial (|b(z)| = 0), then the division is exact (r(z) = 0). A Laurent poly-
nomialis invertible if and only if it is a monomial. Long division of Laurent polynomials

is not necessarily unique, as seen in the following example.

Example 1. We wish to divide two Laurent polynomials a(z) and b(z), where a(z) =
2714642, and b(z) = 4+4z. q(2) must be of degree one, so that 7(z) = a(z)—b(2)q(z) has
degree zero. This means that b(z)q(z) has to match a(z) in two terms. We, therefore, have

three possible solutions for the division, depending on which terms we choose to match.
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If we choose to match the terms in 2~! and the constant, we have ¢(2) = 2(5+271), and

r(z) is of degree zero:

r(z) = (27146 +2) — (4+42)(1/427 +5/4) = —4z.

Choosing to match the terms in z and 2~! we find ¢(2) = $(27 4+ 1), and

r(z) = (27" +6+2)— (4+42)(1/427 +1/4) = 4.

Finaly, matching the constant and the term in z gives ¢(z) = (527! + 1), and r(2) =

—4z71. 0

A.2 Primal and Dual Lifting

A pair of filters h and ¢ is said to be complementary if the associated polyphase matrix
has determinant 1. Because of the perfect reconstruction condition, wavelet filter pairs
are always complementary. If the pair (h,g) is complementary, so is the pair (iz, g)-

For any complementary pair of filters (h,g), the lifting theorem [13] states that any

other finite filter ¢"¢“ complementary to h is of the form

g = g(z) + h(2)s(z2) (A.30)

where s(22) is a Laurent polynomial. In polyphase domain, a new polyphase matrix is
created as

118



he(2) he(2)s(2) + ge(2)
P (2) = [ I = P(z)

ho(2)  ho(2)s(2) + go(2)

1 s(2)
0 1

Similarly, the lifting step also creates the filter /"¢ (z), complementary to §(z)

R = h(z) + §(2)3(22)

with

For the dual lifting step, the equations become

A = h(2) 4 g(2)t(2?)

Pnew(z) _ he(z) + ge(z)t<z) ge(z) _ P(z)
ho(2) + 9o(2)t(2)  go(2)

and

(A.31)

(A.32)

(A.33)

(A.34)

(A.35)

(A.36)
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The previous equation can be interpreted as if a given wavelet, represented by a
polyphase matrix P(z), were lifted to a more sophisticated level but each of the lifting
steps. In the next section, the same analogy is applied to perform the go in the opposite

direction: starting with a complex filter, decompose it into elementary steps.

A.3 Decomposition Into Lifting Steps

Starting, for instance, with equation A.36 we can write

§(z) = h(2)8(z%) + g (A-38)

The for of equation A.38 is identical to a long division with remainder of Laurent poly-

~new

nomials, where §"¢"(z) is the remainder. Rewriting equation A.37, we obtain

he(z) ho(z) 1 0

he(2)E(2)2" (2)  ho(2)E(2) + G5 (2) t(z) 1

and we see that, starting with the original polyphase matrix, two long divisions are needed
in order to extract one lifting step. After this step is extracted, the algorithm can continue
by extracting more lifting steps from the new polyphase matrix until a diagonal matrix
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is found. In [13], it is proven that starting with a complementary filter pair (h,g), it is

always possible to factor P(z) into lifting steps:

P(z) = 11 (A.40)
=110 1 ti(Z) 1

A.3.1 Euclidean Algorithm

In this section we describe the Euclidean algorithm, used to perform the long division of
the Laurent polynomials. The Euclidean algorithm was originaly developed to find the
greatest common divisor (ged) of two natural numbers, but can be extended to Laurent

polynomials.

Euclidean Algorithm. Let a(z) and b(z) # 0 be two Laurent polynomials with |a(z)| >
|b(z)|. Make ag(z) = a(z) and bo(z) = b(z) and iterate the following steps, starting with

1=20

ai+1(2) = bi(2)
biv1(2) = ai(2)%bi(2)
Gi+1(2) = ai(2)/bi(2)
Then an(2) = ged(a(2),b(2)), where n is the smallest number for which by(z) — 0. The

result of the algorithm can be written as

a(z) :ﬁ qi(z) 1 an(z) - (A1)
bz) | =l 10 0

121



A.3.2 Example

Assume we are given the following wavelet filter pair

[y

M) = et b g de

For the factorization of the polyphase matrix, we can start with the extraction of a dual

lifting step:

hrew(z) L4 1y 1 0| .
P(z) = ] = prev(z) (A.42)

g(z) —3 i(z) 1

The two divisions to be solved are

and

122



Using the Euclidean algorithm with ag(z) = he(z) and bo(z) = ho(z) we have the following

options for the division, depending on which two terms of ay(z) are chosen to match with

bo(z):

RN S
S A [ R UCRE DR S

N 1 14132 1 0
P(z) = = (A.44)
0 —% —%z_l — % 1
Applying the Euclidean algorithm to g.(z) and g,(z) of equation A.44, we find:
N 1 0 1 1+732 1 0
P(z) = = (A.45)
1 1,-1_ 1

This equation gives a fully factorized version of the given filters.
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