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Abstract

All existing digital system design approaches strive to provide error-free values at

system outputs, which is achieved by using testing techniques, as well as defect

and fault tolerant methods. In contrast, the focus of this thesis is on error tolerant

systems, i.e., systems where certain types of errors at system outputs can be toler-

ated, provided their severities are below certain levels. The overall objective of our

research in error tolerance is (i) to identify the inherent ability of some systems

to tolerate errors, and (ii) to develop design and test approaches that exploit this

ability.

Our target systems are multimedia applications, which represent a major work-

load on major hand-held devices such as cellular phones and laptops. Video coders

(e.g., H.264/AVC [3] and MPEG-4 [1]) and image coders (e.g., JPEG [36] and

JPEG2000 [2]) are the most complex part of multimedia applications. Within a

typical video/image coder, we focus on motion estimation (ME) and linear trans-

forms (e.g., discrete cosine transform) as those two consume a large percentage of

resources. Achieving error tolerance in those two modules can lead to increased

yield or lower power consumption.

In this thesis, we study two specific scenarios i) soft-error tolerance in matching

metric computations within motion estimation, ii) hard-error tolerance in linear

x



transforms (e.g., discrete cosine transform). While soft errors can also be intro-

duced due to deep submicron (DSM) noise, we focus on voltage over scaling which

introduces input-dependent errors. We show that soft errors within matching met-

ric computation of motion estimation are tolerable to some extent. The tolerance

to soft errors of the motion estimation module is exploited in a low power mo-

tion estimation system; i.e., the motion estimation module can operate (with some

error) at a lower voltage configuration, thus achieving power savings. We first

explore one possible configuration which uses one voltage over scaled metric com-

putation within ME. We then extend that work to a more general configuration

using multiple low complexity metric computations (e.g., voltage over scaled and

sub-sampled metrics) within ME.

Hard errors are introduced due to defects within hardware. By emulating the

effect of those hard errors within linear transform hardware, we show that linear

transforms have significant error tolerance. This error tolerance is exploited in

order to achieve a higher yield rate by accepting systems with faults, while still

operate with acceptable quality. To realize this, we introduce a systematic error

tolerant testing method for this hardware.
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Chapter 1

Introduction

1.1 Error Tolerance in Multimedia Compression

The progress of VLSI technology towards deep sub-micron feature sizes, e.g., sub-

100 nanometer technologies, is resulting in a growing impact of hardware defects

and fabrication process variability. This research is motivated by two scenarios

where this trend leads to imperfect hardware systems, namely, soft and hard er-

rors. For both cases we study the computation error tolerance (ET) [8] properties

of specific hardware applications, which allows us to accept systems exhibiting

errors at their outputs, as long as these result in only “acceptable” degradation

in performance, e.g., in terms of coding efficiency. Determining what constitutes

acceptable degradation in system performance is obviously an application-specific

decision; both performance criteria and acceptability thresholds are highly depen-

dent on the application. Even though this is an application-specific decision, we

address this problem in a general framework by providing systematic methods to

characterize and quantitatively measure the impact of those errors and to deter-

mine the thresholds.
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Hardware defects lead to faults at circuit interconnects, which can potentially

lead to “hard” errors, since some of the functionality in the design is permanently

impaired. Traditionally, systems having these kinds of faults would be discarded

after testing. Defect tolerance techniques at the design and manufacturing stages

have been widely studied and used in practice [32]. However, our focus is on

system-level error tolerance. After appropriate testing, any imperfect system that

is deemed as providing acceptable quality can be considered usable, thus increasing

the effective yield rate of the fabrication process.

Defective
Systems

Perfect Imperfect

Defective
Systems

AcceptableAcceptable UnacceptableUnacceptable

Defective
Systems

Perfect Imperfect

Defective
Systems

Perfect Imperfect

Defective
Systems

AcceptableAcceptable UnacceptableUnacceptable

Fig. 1.1: Error tolerance

Soft errors are introduced due to deep submicron (DSM) noise and voltage over

scaling which cause probabilistic and input-dependent errors in the systems [28,45].

We focus on soft errors due to voltage over scaling, which may arise when a circuit

operates at a voltage lower than originally specified. Due to variability in the fab-

rication process, each version of a fabricated system may require a slightly different

voltage to guarantee error-free operation. Our motivation in exploring error tol-

erance in this context is that, for certain applications, such as video coding, these

systems may be able to operate at voltages below those originally specified, leading

to lower power consumption (and thus longer battery life) [23]. An important part

of our work is to design systems where acceptable quality can be achieved, while

both hardware related soft errors and algorithmic errors (e.g., due to algorithmic

simplifications to speed up processing) coexists.
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In this thesis, we consider multimedia compression systems as a promising

application area for our proposed ET concepts. This is because i) many multimedia

compression systems are deployed in consumer devices, for which maintaining low

costs and/or low power is important, and ii) compression itself leads to a lossy

representation of signals, so that the effect of system faults can be viewed as an

additional source of “noise” or representation error.

Within multimedia compression systems, we focus on two very common compo-

nents, namely the discrete cosine transform (DCT) and motion estimation (ME),

which are known to be error tolerant within MPEG and JPEG systems [18] (see

Tab. 1.1). Note that those two modules consume a significant share of resources

within a typical multimedia compression systems (e.g., 66%-94% in an MPEG-4

encoder [33]). The DCT is used in video coders, e.g., MPEG [37], and image

coders, e.g., JPEG [36], and similar linear block transforms are used in more re-

cent compression systems, such as ITU-T H.264 [3]. Note that in all these systems

the transform is followed by quantization. Thus, while we consider faults in the

transform operation, our analysis considers the impact of the faults after quanti-

zation. In this thesis, we consider faults in the interconnect data bus (edge) within

DCT. We model interconnect faults with the single stuck-at (SSA) fault model

(see Fig. 1.2), a well-known structural fault model which assumes that the design

contains a fault that will cause a line in the circuit to behave as if it is perma-

nently stuck at a logic value 0 (stuck-at 0) or 1 (stuck-at 1). The SSA fault model

covers 80-90% of the possible manufacturing defects in CMOS circuits [47], such

as missing features, source-drain shorts, diffusion contaminants, and metallization

shorts, oxide pinholes, etc.

3



1

0

Input Output

1 0
Bus line(p-th) Error: 2 p

1

0

Bus line(p-th)

Input Output

0 0 Error: 0

Fig. 1.2: Stuck At Faults

In case of the motion estimation module, we consider soft errors in the voltage

over scaled (VOS) adders within a matching metric computation (MMC) architec-

ture. We model the errors produced by VOS on ripple carry adders. Then for the

ripple carry adder case, we propose low power motion estimation algorithm based

on the model of VOS errors. Note that similar error models can be derived for

other type of adders, thus our results can be easily extended to other adders. Based

on this work, we explore techniques to combine multiple low complexity metrics

(e.g., a combination of voltage over scaled and sub sampled metrics) to achieve a

low complexity (or power) ME.

Frame
Memory1

DCT Q

Inv Q

IDCT

Regulator

VLC
encoder

Buffer

Frame
Memory 2

Motion
Compensation

Motion
Estimation

+

+

Input

Output

M
o

tio
n

 V
e

ct
o

rsP
re

d
ic

tiv
e

 F
ra

m
e

Buffer
VLC

decoder
Inv Q

IDCT

+

Frame
Memory

Motion
Compensation

Buffer

Encoded
Input

Step Size

Decoded
data

ENCODER DECODER

-

Fig. 1.3: General video encoder/decoder block diagram
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Catastrophic Error Quality Coding
Error Propagation Degradation Efficiency

Degradation
Frame Memory No No Yes Yes

DCT No No Yes Yes
Q No No Yes Yes

Inv Q No Yes Yes Yes
IDCT No Yes Yes Yes

Frame Memory No Yes Yes Yes
ME No No Possible Yes
MC No Yes Yes Yes

VLC Encoder Yes Yes Yes Yes

Tab. 1.1: Error tolerance of an video encoder in Fig. 1.3 [17]

Note that we are not considering fault tolerance techniques which aim at achiev-

ing the same performance with a faulty system as would be achieved with a fault-

free system. Instead, we consider systems that produce errors at their outputs

(e.g., the motion vectors of the faulty system can be different from those of the

fault-free one) and evaluate the impact of these errors on overall performance (e.g.,

coding efficiency).

1.2 Error Tolerance in Motion Estimation

Motion estimation is an efficient tool for video compression which allows exploiting

temporal correlation between adjacent frames in video sequence. In this research,

we will use block matching, which is the most widely used motion estimation,

compensation technique.

A motion estimation algorithm is composed of a searching process and a match-

ing process. The matching process is the process which computes the distortion

between the current block and a candidate block. The searching process selects

5



candidate blocks from given possible set of candidates. The most straightforward

but computationally expensive search algorithm is the full search (or exhaustive

search) algorithm. For block matching motion estimation using full search, a block

of size M × M (reference macro block X) of the current image is matched with

all the blocks in the search window of size (2w + 1) × (2w + 1) (i-th candidate

blocks whose displacement is (p, q) is denoted Yi). The motion estimation can be

described as,

SADi =
∑

(l,m)∈A

|x(l,m)− yi(l, m)|, i = 1, 2, ..., N (1.1)

MVmin = arg min
i

SADi (1.2)

where A is [0, M − 1] × [0,M − 1], x(l, m) and yi(l, m) are the (l, m)-th pixel

values of blocks X and Yi, respectively. The output from a motion estimation

is a motion vector MVmin which indicates the translational motion between a

current block and the best candidate block from a search. In the matching process,

typically the sum of absolute differences (SAD) or the sum of squared differences

(SSD) are used for metric, and SAD is chosen in this work (see Fig. 1.4).

In [11,17], it is shown that the MMC process within ME is error tolerant, i.e.,

certain range of deterministic faults and soft errors within MMC lead to accept-

able quality degradation, while both video encoder and decoder remain operational.

When the MMC process is affected by soft/hard errors, SADi values may be cor-

rupted; those possibly erroneous SADi values are denoted SAD′
i. Denote MVf the

MV chosen when the SAD′
i are used in (1.2). If MVf 6= MVmin, the residual block’s

distortion (as measured by the SAD) increases by ESAD , SADMVf
− SADmin.

6



Search Window

Motion Vector

Reference Frame Current Frame

MMC

SADi

MIN

SADmin, MVmin

Fig. 1.4: Motion estimation schematic diagram

This increase in distortion (ESAD) may lead to degradation in compression perfor-

mance, and should be evaluated in terms of this compression performance penalty

(e.g., more bits may be needed to code data at a given quality level, as compared

to the bit-rate required by a fault-free system operating at the same QP). This per-

formance degradation may be acceptable for specific application scenarios. In [11],

a primarily experimental evaluation of the behavior of several ME algorithms are

provided when soft errors are applied to MMC within ME process in the context

of H.264/AVC [3]. Note that this error tolerance is general and not restricted to a

specific search algorithm or architecture, even though the degree of the tolerance

depends on them.
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1.3 Low Complexity Motion Estimation

Algorithmic approaches for power efficient ME [21, 22, 48] have been studied for

a number of years. Recently, a new technique, voltage over scaling within ME,

has been shown to lead to significant additional power savings [15, 49] when the

input voltage (V dd) for the SAD computation module is set below critical voltage

(V ddcrit). A reduction in V dd by a factor W can lead to power dissipation that is

nearly a factor of W 2 lower. A major difference with respect to existing algorithmic

methods is that the lower power consumption comes at the cost of input-dependent

soft errors; lower input voltage increases circuit delay, and the number of basic

operations possible for one clock period decreases, thus generating error (see [28]

for an introduction to the soft DSP approach).

In this thesis, we apply VOS to the MMC used within the ME of typical video

encoders. Our approach is based on soft DSP concepts. We propose an analytical

model for the the effect of ME errors (due to VOS) in the overall coding perfor-

mance as a function of input characteristics and input voltage, for given ME algo-

rithm and MMC architecture. Note that this model is derived by characterizing

the behavior of voltage over-scaled basic arithmetic operations (i.e., addition), so

that it can be easily extended to scenarios which adopt voltage over-scaled opera-

tions. This model is validated using simulations. We then compare ME algorithms

and MMC architectures, and propose a method for power saving of the ME pro-

cess that depend on input characteristics and desired coding performance. As an

illustration of the potential benefits of allowing computation errors, we show that

allowing errors that lead to a small rate increase (about 3%) produces 37% power

8



savings in the ME process, as compared to not using VOS. An essentially “error-

free” VOS approach (no rate penalty) can achieve around 10% power savings. Note

that these savings may depend on the circuit parameters, i.e., Vt, V ddcrit, α.

We also extend the above work by providing a general framework for multiple

matching metric ME, which considers the trade off between complexity and ME

system performance degradation. Within this framework, we discuss (i) desirable

characteristics for these metrics, (ii) how to analyze the complexity-degradation

trade off without extensive simulation, and (iii) how to combine multiple metric

computations to estimate the best motion vector (MV). Furthermore, we compare

various configurations, by using different ME algorithms and MMC architectures.

As a case study, we apply the above framework to the combination of VOS and sub-

sampled (SS) metrics. We introduce a new two-metric system whose performance

is better than the combination of VOS and SS metrics (87% power saving with

less than 2% degradation).

1.4 Error Tolerance in DCT

In this thesis, we propose a system-level error tolerance scheme for systems where

a linear transform is combined with quantization. Using the concept of acceptable

degradation, our scheme classifies hardware faults into acceptable and unaccept-

able faults. We propose analysis techniques that allow us to estimate the faults’

impact on compression performance, and in particular on the quality of decoded

images/video. We consider as an example the DCT, which is part of a large number

of existing image and video compression systems. We propose methods to estab-

lish thresholds of acceptable degradation and corresponding testing algorithms for
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DCT-based systems. Our results for a JPEG encoder using a typical DCT archi-

tecture show that over 50% of single stuck-at interconnection faults in the DCT

modules lead to imperceptible quality degradation in the decoded images, over the

complete range of compression rates at which JPEG can operate. We also propose

a systematic testing method which uses a composite of error rate and error signif-

icance metrics for the DCT submodules. This new testing methods increase the

yield rate 1.4 ∼ 2.0 times for low to mid range original yield rate. For example,

for 20% original yield rate, improved yield rate is 40.8%.

In summary, we propose a system-level error tolerance scheme for the key com-

ponents in multimedia compression systems, i) a linear transform (e.g., DCT)

combined with quantization and ii) motion estimation. This error tolerance pro-

vides i) yield rate increase for the DCT system of around factor of 1.4 ∼ 2.0, for

low to mid range original yield rate, and ii) savings in power for the ME system,

e.g., 87% power saving with negligible performance degradation. The rest of the

thesis is organized as follows. In Chapter 2, we propose low power motion es-

timation process using voltage over scaled matching metric computation within

motion estimation in typical video encoders. In Chapter 3, we propose power ef-

ficient motion estimation using multiple imprecise matching metric computations.

In Chapter 4, we propose a system-level error tolerance scheme for systems where

a linear transform is combined with quantization. Concluding remarks and future

research directions are given in Chapter 5.
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Chapter 2

Low Complexity ME using Voltage Over Scaled

MMC

2.1 Introduction

Power (or energy) is the most important design constraint in many VLSI design

scenarios [38]. Many approaches have been proposed for power constrained VLSI,

ranging from circuit level to architectural and algorithmic level [19, 28]. Dynamic

voltage scaling (DVS) is an attractive technique to reduce power consumption, as

lowering input voltage by a factor of J , reduces energy dissipation by almost a

factor of J2 [28]. Soft DSP is an example of DVS [28] that has been applied to

low level systems, such as adders and multiplier-accumulators (MACs) often used

in signal processing applications (e.g., linear filters and multi-input-multi-output,

MIMO, systems). In soft DSP systems the input voltage can be set below critical

voltage (and thus, we would have voltage over scaling, VOS), which leads to input-

dependent soft errors. Then, soft-error tolerance is achieved by using explicit error
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control blocks that provide error concealment in order to operate with negligible

loss in algorithm performance.

In [10, 14, 17, 17], it is shown that image/video compression systems exhibit

ET characteristics, even if no explicit error control block is added, and this is

observed under both hard errors (due to deterministic faults) and soft errors (due

to DVS). Errors due to VOS in these applications are either i) concealed by other

parts of the system (e.g., quantization can conceal errors affecting a transform

computation) or ii) are “acceptable” [8]. Determining what constitutes acceptable

errors is obviously an application-specific decision; both performance criteria and

acceptability thresholds are highly dependent on the application. In [17], the

impact of hard errors on MMC within ME process is studied, i.e., both video

encoder and decoder remain operational, and thus these errors can be evaluated

in terms of the compression performance penalty they produce (i.e., more bits are

needed to code data at a given quality level as compared to the bit-rate required

by a fault-free system operating at the same QP). This performance penalty may

be acceptable for specific application scenarios. Also a primarily experimental

evaluation of the behavior of several ME algorithms under “soft error” conditions

applying soft DSP approaches to MMC within ME process, is proposed in [10].

In this thesis, we extend the work in [10] to a DVS scenario. The main novelty

comes from i) a model for degradation in video coding performance due to voltage

scaling, as a function of input characteristics and for given ME algorithms and

MMC architectures (this model can used to select input voltage values for target

coding performance criteria), and ii) using this model to compare various ME

algorithms and MMC architectures regard to their coding performance under DVS.

To acquire this model, we first characterize the behavior of low level errors (i.e.,
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errors in voltage over-scaled adders within MMC architectures) and then show

how those low level errors lead to high level errors (i.e., video coding performance

degradation). This type of analysis has not been considered in literatures yet.

Our proposed models for DVS performance are designed to be used in hardware-

based video encoders, but could also be useful in the context of general purpose

processors for which power control is enabled (see [23] for an example). Since

ME is performed at the encoder, our work is primarily applicable to scenarios

where power-constrained devices (e.g., cellphones) are used for video capture and

encoding.

To introduce our model, we first briefly explain the ME process and introduce

different MMC architectures we will use. Each MMC architecture involves several

“soft” adders, such as those used in the soft DSP context. We provide a detailed

analysis of soft errors due to voltage scaling for a single adder and MMC archi-

tectures (Section 2.2). Then we extend it to model the performance degradation

caused by the soft error as a function of input voltage and input characteristics

(Section 2.3). This model is validated using simulations (Section 2.4). Using this

model, we propose a simple voltage control method, which can achieve about 37%

power savings in the ME process, as compared to not applying any voltage scal-

ing, with very slight increase in rate (around 3%). This simple approach will be

extended to more sophisticated approaches in Chapter 3.

2.2 Motion Estimation with Soft Error

The ME process comprises a search strategy and a matching process where a

matching metric computation is involved, as described in Section 1.2. The search
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strategy identifies a set of candidate motion vectors (MVs) and then proceeds

to compute the matching metric for the candidates and to select the one that

minimizes the matching metric (e.g., SAD). It is important to consider matching

metric computation architectures because different architectures have different er-

rors when those are operating in voltage over scaled conditions. There are several

types of hardware architectures to compute the matching metrics, with different

levels of parallelism. We will refer to them as MMC architectures. Among those,

we consider both serial and parallel architectures, where M2 basic operations (i.e.,

absolute difference computations and additions) are performed to compute SAD

between two M ×M macro-blocks (see Fig. 2.1) [39].

The serial architecture in Fig. 2.1 (a) has M2 serially connected adders, while

the parallel architecture in Fig. 2.1 (b) has M parallel groups of “leaf” adders

and M “central” adders. Each group of leaf adders consists of M − 1 adders and

computes the sum of M absolute difference (AD) values. Then, the central adders

compute the final SAD adding up M partial SAD values.
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Fig. 2.1: MMC Architectures. (a): Serial Architecture, (b): Parallel Architecture

14



In this thesis, our focus is on voltage over scaled adders within MMC. Now we

will consider the behavior of those adders.

2.2.1 Errors within a voltage over-scaled adder

An SAD computation includes several n-bit adders. We assume that voltage over-

scaled ripple carry adders are used, as they provide useful functionality for VOS

metric [28]. Note that similar error models can be derived for other types of

adders, thus our results can be easily extended to other adders. Those adders

have the same input voltage (V dd) and fixed sampling period (TS), as is typically

assumed in soft DSP techniques [28]. An n-bit ripple carry adder comprises n

serially connected full adders. When we decrease V dd, the time needed for one full

adder operation (TFA) increases. Consequently, RS, the number of full adder (FA)

operations possible in TS, decreases. If the number of FA operations required to

complete one addition (say RI , which is obviously input dependent) is larger than

RS, then an error will be generated. For example, for TS = 1600ns, T 1
FA = 100ns

for V dd1, and T 2
FA = 200ns for V dd2 < V dd1 , translates into R1

S = 16 and R2
S = 8.

For an input requiring 10 FA operations (i.e., RI = 10), V dd2 generates error while

V dd1 does not.

To understand the characteristics of VOS errors in detail, we look into the

behavior of an n-bit soft adder (n-bit ripple carry adder with voltage over-scaling).

Denote its inputs A = [an...a1] and B = [bn...b1], and let S = A + B = [sn...s1],

with the carry denoted by C = [cn...c1]. Each FA has inputs ai, bi, ci−1 and outputs

si, ci, and each input pair (ai, bi) is introduced to corresponding FA simultaneously.

If a carry ci is generated in each FA, it is propagated to the next FA (see Fig. 2.2).
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RI is determined by the longest consecutive carry propagations. Consecutive carry

propagations are generated after an initial carry generation (by an (1, 1) input

pair) which is followed by carry propagation inputs ((1, 0) or (0, 1) input pairs).

If an input has an RI larger than RS, consecutive carry propagation chain will be

broken and error is generated due to carry loss. Note that the position of carry loss

is RS bits away from initial carry position (i.e., k − th), which results in an error

with magnitude −2RS+k (see Fig. 2.2). We observe the following facts: i) an error

cannot be generated if output of adder is less than 2RS , whose maximum number

of consecutive carry propagation is always less than RS, ii) errors are non-positive

with magnitude −2RS+k, and iii) faulty result is always non-negative, because our

adder operates on non-negative inputs, which means that in turn the magnitude

of errors can be no greater than fault-free result.

Considering MMC process as a simple connection of above adders, if at least

one of the intermediate soft adders satisfies the condition for error generation, an

error is generated and propagates to the final output of MMC process. Therefore,

VOS error (Ei) can be described as a non-positive discrete random variable with

supports at multiples of −2RS which has following characteristics: i) |Ei| ≤ SADi,

and ii) Evos
i = 0 for SADi < 2RS .
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2.2.2 The Soft Error Model

Note that for the RI to be K + 1 for one addition, the result, S, has to include a

1 followed by K consecutive 0s (from the (k + 1)− th bit to the (k + K)− th bit),

i.e., S = m2K+k +U , where m > 0 and U < 2k. Here m2K+k are numbers that are

always zero below K + k − th bit and have at least one non-zero bit above. Thus

if i) S = m2K+k + U where K ≥ RS, and ii) ak+1 = 1 (automatically bk+1 = 1),

then an error with magnitude 2RS+k is generated.

Since ak+1 corresponds to a lower significance as compared to S, we can assume

that S and ak+1 are independent. And if we assume i) P (S = m2RS+k+U) is similar

for all U (if A and B are Gaussian or Laplacian whose variance is in the order of

2RS+k, S has smooth distribution for small range, e.g., 2k, around m2RS+k), and

ii) that p(ak+1 = 1) = 1
2
, we can model the error in a soft adder as:

P (error = 2RS+k) =
T∑

m=1

P (S = m2RS+k)2k−1, (2.1)

where T = d 2n

2RS+k e and n is the width of the adder.

If at least one of the intermediate soft adders satisfies the condition for error

generation, an error occurs. This condition depends on RS and on the outputs of

intermediate adders, each of which is the partial SAD corresponding to the l − th

node (PSADl). Thus we can model the error, Ei, given SADi, if we know the

characteristics of PSADl. In [34], given a final SAD (SADi), the characteristics of

l − th partial mean absolute distance (PMADl) are modeled as random variables

with mean SADi

M2 . Mean absolute distance (MAD) is defined as SAD
M2 , where M2 is

the number of pixels. Since PSADl is a multiple of PMADl, a model for PSADl

can be easily derived for a given final SAD. We can then derive a model for Ei;
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this will be the probability of error for the single-adder case summed over all

intermediate adders, i.e.,

P (Ei = 2RS+k) =
T∑

m=1

M2∑

l=1

PPSADl
(PSADl = m2RS+k)2k−1 (2.2)

Here we assume that an error occurs on only one intermediate node so that

Ei = 2RS+k, k = 0, 1, .... From our simulations, we observed that the probability

of errors occuring in more than one node tends to be negligible for the V dds of

interest (e.g., the probability could be less than 10−5). Because our objective using

this error model is to model averaged errors in the system level, the effect of small

probability of having errors in more than one nodes, could be negligible. Therefore,

we make use of this single-error assumption as it simplifies the modeling and the

experimental results validate it.

Any given SADi value can be produced by many different combinations of

intermediate node outputs (PSADl). Since Ei depends on those intermediate

computations, different Ei can be generated for a given SADi value. Thus, we

model Ei as a random variable which is independent of SADi if SADi ≥ 2RS

(if SADi < 2RS then Ei = 0), but cannot take arbitrary values. Note that our

simulation shows that correlation between SADi and Ei is very small (< 0.03).
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2.3 Modeling the effect of soft errors on the coding

performance

Using the error model for Ei in Section 2.2.2, we now propose a model for coding

performance degradation (e.g., the increased rate for fixed QP , ∆R, which is a

well known metric for the video coding performance evaluations), as a function of

low level parameters (i.e., RS and the characteristics of SAD). We first briefly

explain how errors in SADi lead to the system performance degradation.

For each macroblock of size M × M in the current frame, the MMC process

computes the matching metric for each candidate block in the reference frame’s

search window. As in Section 1.2, SADi and SAD′
i denote the fault-free and faulty

SADs, respectively. The residual block’s distortion (as measured by the SAD)

increases by ESAD = SADMVf
− SADmin. This increase in distortion (ESAD)

may lead to rate increases for a given QP, which we propose to model using the

quadratic (Q2) model [13]. This model is the representative of currently proposed

approaches, has been applied to existing video encoding standards (i.e., ITU-T

H.264/MPEG4 AVC [3]), and tends to be accurate for large data sets, such as

Group of Pictures (GOPs) or complete sequences (its accuracy increases with the

number of frames being modeled). The main Q2 model is defined as follows:

R = S1
MAD

QP
+ S2

MAD

QP 2
, (2.3)

where R is the rate, MAD is the mean absolute difference of the prediction residual

(MAD = SAD
M2 ), QP is the quantization parameter and S1, S2 are parameters to

be estimated. One can see that the Q2 model can be rewritten as a linear function
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of SAD for a fixed QP . Taking the derivative of both terms, the following relation

holds for an SAD increase (ESAD) and rate increase (∆R):

∆R = X1ESAD (2.4)

where X1 is a parameter to be estimated for each set of frames (i.e., one GOP or

whole sequence). Therefore if we can model ESAD, we can also model the effect

on rate, ∆R. Now we focus on modeling ESAD as a function of RS and input

characteristics, with our proposed model for Ei.

For each SADi there is a possibility that due to an error, i will be chosen as the

MV (P (i = MVf )), instead of the correct vector. When this happens, the SAD

of the prediction residual increases by SADi − SADmin. But only SADi ≥ 2RS

can result in a error and thereby lead to an erroneous MV choice. Thus we define

Q as the set of SADi for which errors can occur so that i is selected as MVf

(Q = {i|2RS ≤ SADi}, NQ = |Q|). Then ESAD can be written as follows:

ESAD =
∑
i∈Q

(SADi − SADmin)P (i = MVf ), (2.5)

To estimate ESAD according to (2.5), we evaluate P (i = MVf ) first. For

i = MVf , SAD′
i needs to be smaller than all other SAD′

w, which can be stated as

follows:

P (i = MVf ) =
∏

w 6=i

P (SAD′
w > SAD′

i) (2.6)

This equation is based on the observation that each error (Ew) is almost in-

dependent of corresponding SAD value (SADw) (see Section 2.2.1). For i to be
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chosen as the MVf , SAD′
i should be the minimum among all SAD′

w, so that

SAD′
i < SADmin and thus the following holds:

P (i = MVf ) =

∫ SADmin

0

P (SAD′
i = x)

∏

w 6=i

P (SAD′
w > x)dx (2.7)

Here we can derive a simple expression of P (SAD′
w < x) which is a linear

function of x, assuming that
∑M2

l=1 PPSADl
(PSADl = m2RS+k) (probability that

the value of one of the intermediate outputs (PSADl) is m2RS+k) is independent

of k and takes a constant value p0:

P (SAD′
w < x) ≈ x

2RS+1
p0. (2.8)

By using (2.8) in (2.7), we can obtain:

P (i = MVf ) ≈ 1

NQ

(1− (1− γ
SADmin

2RS
)NQ), γ =

p0

2
. (2.9)

Note that p0 is the probability that one of the intermediate nodes have a certain

value, e.g., m2RS+k. Generally p0 will depend on the MMC architecture. The par-

allel architecture has more balanced dynamic range than the serial architecture [9].

Compared to the parallel architecture that has M parallel groups of “leaf” adders

and M “central” adders where each group of leaf adders consists of M − 1 adders

and computes the sum of M absolute difference (AD) values, the serial architec-

ture has M2 serially connected adders for SAD computation. Since only the nodes

that reach certain large values can lead to an error, intermediate values needs to

be above a certain level. In the serial architecture, successive nodes have increas-

ingly large values, whereas in a highly parallel architecture, those nodes with large
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average values can be found only towards the end of the computation tree, e.g.,

central adders. For example, for a given final SAD, in serial architectures, around

half of the intermediate nodes (i.e., M2

2
) can have mean values larger than SAD

2
,

while in parallel architectures, this is only possible for central adders, of which

there are M . Therefore, it is more likely that one of the intermediate nodes will

have an error in the serial architecture, because only nodes whose output can be

greater than m2RS+k can lead to an error. Thus p0 corresponding to a serial MMC

architecture is larger than for a parallel one. These p0 values can be precalculated

for given SADw, RS, and MMC architectures. Now we apply (2.9) to (2.5) to get

the following expression for ESAD:

ESAD ≈ (SADQ − SADmin)(1− (1− γ
SADmin

2RS
)NQ), (2.10)

where SADQ is a mean SAD value over set Q, i.e., the set of SADi whose value

is larger than 2RS , and ∆R = X1ESAD. In this equation, intuitively ESAD is small

when RS is large and NQ is small, where NQ is small for large RS (less SADs are

above 2RS). Thus for large RS, ESAD tends to be small. For the special case where

NQ = 0, i.e., when all SADs are below 2RS , ESAD is equal to zero.

2.4 Simulation and Discussion

To evaluate our proposed model, the Foreman and Stefan sequences were tested.

We simulated the effect of a series of RS values using an H.264/AVC baseline pro-

file encoder with full search (FS)/enhanced predictive zonal search (EPZS) ME

algorithms and serial/parallel MMC architectures. Only 16 × 16 block partitions

22



and a single reference were considered for ME; QP was fixed and rate distortion

optimization was turned on. We assign 15 frames to each group of pictures (GOP),

and use an IPPP GOP structure. We collect real rate increase (∆R) data by encod-

ing each GOP with/without errors (for RS = 5, 7, ...15 and V ddcrit corresponding

to RS = 16).

Using the analysis in Section 2.3, we then estimate ∆R as a function of RS

for a given sequence before encoding so that we can control V dd in a optimal

fashion during the encoding process, thus saving power. A normal video encoder

optimization scheme only considers rate and distortion. But in encoding scenarios

that require low power consumption, e.g., hand held devices, we need to take power

consumption into consideration by adding this to the cost function. To estimate

∆R, we need information about SADi (SAD value for each MV candidate in one

macroblock). To get real ∆R data, we would need to encode the same sequence

several times with different V dd settings. Instead, using a ESAD model, we can

estimate ∆R in a efficient way, if there is given information about SADi (SAD

value for each MV candidate in one macroblock).

Since information about SADi is not available before encoding, we provide

a heuristic method to gather this information. Here we assume that changes in

SADi within a GOP are negligible. Based on this assumption, we encode the first

frame within a GOP with RS = 16 to obtain statistics about SADi. With this

information, we compute ESAD for all RS values. Then we encode the first frame

with RS < 16 to obtain ∆R, so that we have X1 = ∆R
ESAD

. Fig. 2.3 shows the

variations of the real and estimated ∆R as a function of RS, which will be useful

to design a power control mechanism. This result shows that we can precisely

estimate ∆R with our analytical model in the RS range of interest. Note that some
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curves in the results are non-monotonic functions of RS for lower RS. For lower

RS, errors in motion estimation increase so that the vectors found in the search

process tend to have higher SAD value. Thus it is more likely that Intra coding

will be used instead of ME-related modes so that ∆R stops increasing and gets into

constant ∆R stages where Intra coding is chosen always. During this transition,

insufficiently accurate RD decision techniques can lead to non-monotonicity.

With a model for ∆R, we can select V dd using various optimization techniques,

such as those based on Lagrange multipliers [52]. We select a budget constrained

method, i.e., select V dd such that estimated ∆R is less than a threshold for rate

change (∆Rth). Now we encode the remaining frames with the selected V dd above.

Using this algorithm, we can dynamically select V dd for each GOP based on in-

put characteristic with a slight additional complexity, but with potentially large

power savings. Fig. 2.4 highlights the potential for the power savings in the ME

process using DVS; setting ∆Rth = 0.1, leads to 37% power reduction when using

EPZS and the parallel MMC architecture. Considering that a significant percent-

age of power consumption is due to the ME process (e.g., 66%-94% in an MPEG-4

encoder [33]), total power savings within the video encoding system can be signifi-

cant. Note that the training cost for model estimation, i.e., one extra encoding for

one frame out of one GOP (e.g., size of 15 frames) is considered in our simulation

results in Fig. 2.4.

By using simulation results and model, we can compare MMC architectures

and ME algorithms. The slope of ∆R for serial MMC architecture is larger than

that of the parallel architecture, because p0 of a serial MMC architecture is larger

(see Section 2.3). But the saturated ∆R value is similar because it only depends

on SADmin and SADQ, which is the same for both cases. Since the EPZS search
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strategy uses a good prediction algorithm to select a small number of MV can-

didates, which are already near the minimum SAD point, EPZS has smaller NQ

and SADQ than the full search algorithm. Thus ∆R of EPZS is always smaller

than that for the full search case. In summary, the EPZS search algorithm is

better than full search algorithm and parallel MMC architecture is better than

serial MMC architecture. Here, we have not consider the inherent difference in

complexity, regularity, and memory usage between EPZS and FS algorithm; FS

algorithm has more searching points but has a more regular structure and memory

usage than EPZS.

2.5 Conclusion

In this chapter, we applied Dynamic Voltage Scaling (DVS) to Motion Estimation

(ME) process. We proposed an analytical model for a rate increase as a function

of V dd and input characteristics, and compared ME algorithms and MMC archi-

tectures; EPZS search algorithm and parallel MMC architecture are better than

Full search algorithm and serial MMC architecture respectively. Our simulations

showed that our model is precise enough to be used to estimate ∆R. Using that

model, we also proposed a method to actively control V dd of the MMC architecture

within ME process to save power (37% power saving).
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Vdd vs Rate change
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Rate increase vs Power saving
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Chapter 3

Low Complexity ME using Multiple Imprecise

MMC

3.1 Introduction

In the previous chapter, we introduced the error tolerance (ET) characteristics of

motion estimation (ME) and exploited those in order to implement a low complex-

ity ME using one voltage over scaled metric computation. In this chapter, we will

discuss more general frameworks for low complexity ME using multiple imprecise

metrics, still exploiting the ET characteristics of ME.

3.1.1 Previous work

Algorithmic approaches for power efficient (or low complexity) ME [27, 33, 34, 42]

have been studied for a number of years, and these can be classified into roughly

two categories; fast search (FS) and fast matching (FM). FS focuses on searching

only a small subset of candidates, while FM focus on reducing the complexity of

metric computations by using partial metric [34], pixel truncation [27], or new
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features [42]. Most of them are based on using a single computationally error-free

metric.

Recently, a new technique that allows an imperfect computation within ME,

voltage over-scaled (VOS) metric computation [49], was introduced. It has been

shown that significant additional power savings are made when the input voltage

(V dd) for the metric computation is set below critical voltage (V ddcrit). A reduc-

tion in V dd by a factor W can lead to power dissipation that is nearly a factor of

W 2 lower [28]. Note that above approach was introduced as a feasible solution for

hardware based variable low complexity computational metric. The lower power

consumption that can be achieved comes at the cost of input-dependent computa-

tional errors; lower input voltage increases circuit delay, and the number of basic

operations possible for one clock period decreases, thus generating error. These

errors can either i) be concealed by the encoding process (e.g., a motion vector

selected to minimize matching metric cost can be correct, even if the matching

metric cost itself is incorrect) or ii) lead to “acceptable” degradation (e.g., a small

distortion or rate increase) [15].

Other recent work [49,50] has also proposed two-metric system using VOS as a

main computation block and a sub-sampled (SS) version of the original macro-block

data as an error concealment computation. Although the idea of using a multiple

pairs of identical metrics to reduce complexity was already introduced in [9], using

different metrics especially in the context of ME is first proposed in [49], which

uses a combination of metrics with algorithmic (e.g., SS) and computational errors

(e.g., VOS). Using matching metric cost (e.g. SAD or SSD) computed by these

two computation metrics, the “true” matching metric value for each candidate

is estimated; a simple heuristic method (e.g., threshold estimator) is proposed to
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combine SAD computations provided by the two metrics [49]. In our previous work,

as shown in [15], analytical error models for both VOS [15] and SS [34] were used.

These models lead to novel techniques for combining the SAD values obtained by

the two modules, and preliminary results in [15] outperform the previous threshold

method [49].

Metric Comp.
(VOS)

Metric Comp.
(SS)

Combine (Est)

ME algorithm(Min)

vos vos
i i iSAD SAD E= + ss ss

i i iSAD SAD E= +

�
min ,SAD I�

Search point selection
1. # of search points

2. search range

�
iSAD

Fig. 3.1: ME with two imprecise metric computations; SAD is used as matching metric
cost

Considering these previous works, our goal is to consider, in a more formal and

general way, the problem of ME with multiple metric computations. In consider-

ing multiple metric systems, there are multiple problems of interest: i) desirable

characteristics of multiple metrics, ii) methods to combine those metrics, iii) the

frameworks to compare different combinations of metrics and different methods to

combine those metrics.

3.1.2 Contribution

Based on these problems, in this chapter, we explore techniques to combine multiple

low complexity metrics to achieve a low complexity ME. Note that each of those

metrics can be computationally with/without errors. The encoding process can
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either conceal these errors, or lead to “acceptable” system level degradation [15].

Therefore, we focus on how to trade off complexity and ME system performance

degradation, which was not considered in the previous works [15, 16, 49, 50]. Note

that this trade off can be fully evaluated using extensive simulations for the possible

parameter set.

Within this framework, we first study desirable characteristics of the metrics,

i.e., such that the combination of metrics leads to better performance than using

each of the metrics independently. In addition, we propose techniques to evaluate

the complexity-degradation trade off without exhaustive simulation. Furthermore,

we propose methods to combine multiple metric computations in order to estimate

the best motion vector (MV), which minimizes ME system performance degrada-

tion. It is important to note that this approach for estimating the best MV can

be used for any combination of metrics as long as the error models are given. As a

case study, we applied our framework to combine VOS and SS metrics, whose error

models are known (given in [15,34], for VOS and SS, respectively), to obtain and

evaluate MV estimators (e.g., hypothesis testing estimator and MAX). Our results

show that our new estimators are better than those previously proposed [49, 50];

our solutions show 78% power savings as compared to 67% in the previous so-

lution, with less than 2% performance degradation. Compared with [49], which

considers around 10% performance degradation as an acceptable degradation, we

apply a stricter degradation criterion in this work. Therefore, we would expect

even greater power savings if 10% performance degradation was considered to be

acceptable.

We also show that our proposed guidelines for choosing a good combination

of metric computation modules and estimating complexity-degradation trade off,
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hold for real scenario. Based on the desirable characteristics of multiple met-

rics, we introduce a new multiple metric system whose performance is better than

the combination of VOS and SS metrics (87% power saving with less than 2%

performance degradation). Furthermore, we compare various configurations: ME

algorithms (full search, FS, and enhanced predictive zonal search, EPZS [12]),

matching metric computation (MMC) architectures (parallel and serial).

Note that some of our techniques may also apply to the environments where

multiple different perfect metric computations are performed in a noisy environ-

ment (e.g., deep submicron noise [45]). With appropriate models, the techniques

we discuss may lead to increased resilience with lower overhead, as compared to

traditional techniques such as triple modular redundancy [35].

Although our proposed work is designed to be used in hardware-based video

encoders, it could also be useful in the context of general purpose processors for

which power control is enabled (see [23] for an example). Since ME is performed at

the encoder, our work is primarily applicable to scenarios where power-constrained

devices (e.g., cellphones) are used for video capture and encoding.

The framework for multiple matching metric ME is introduced in Section 3.2.

In Section 3.3, we propose desirable characteristics of metrics, and a method to

estimate complexity-degradation trade off. Two general methods to estimate the

best MV are introduced in Section 3.4, and we introduce case studies to evaluate

our proposed solutions in Section 3.5 and Section 3.6. Simulation results follow

in Section 3.7. Finally, in Section 3.8, we compare ME algorithms and MMC

architectures.
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3.2 Framework for multiple matching metric Motion

Estimation

The ME process comprises a search strategy and a matching metric computation

(MMC). There are several types of hardware architectures to compute the matching

metrics, with different levels of parallelism. Among those, we consider both serial

and parallel architectures, where M2 basic operations (i.e., absolute difference

computations and additions) are performed to compute SAD between two M ×M

macro-blocks (see Fig. 3.2) [39].
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Fig. 3.2: MMC architectures [33, 50]. (a) Structure of AD and serial architecture with
one AD, (b) Serial architecture with M2 ADs, (c) Parallel architecture with
M2 ADs

For each M ×M macro-block in the current frame, we assume that there are

N candidates. The SAD for the i-th candidate MV is denoted as SADi. Let I

be the index of the best MV, in terms of SAD (I = arg mini(SADi)), so that the

minimum SAD is SADmin = SADI .
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For each candidate vector i, assume we use U SAD computations (SAD1
i , . . . , SADU

i )

each corresponding to a low complexity metric. Note that SADi can be consid-

ered to be an unknown parameter that has to be estimated based on those U SAD

results. Assume that the computation of k-th metric can be adjusted based on a

selectable parameter πk which leads to complexity Ck(πk) and computation error

(Ek
i = SADk

i − SADi). A model is assumed to be known for this error, which

could be available in a closed form (e.g., Laplacian distribution for SS metric) or

as an empirical distribution (e.g., discrete distribution for VOS metric).

This error model can be used to derive the probability that true SADi is xi when

SADk
i = xk

i is measured, i.e., P (SADi = xi|SADk
i = xk

i ). Assuming the errors of

different metrics are uncorrelated, likelihood for SADi given all measurements of

i-th candidate MV (L(xi)) can be derived as follows:

L(xi) =
U∏

k=1

P (SADi = xi|SADk
i = xk

i )

P (SADi = xi)
. (3.1)

Note that our analysis in Section 3.3 will support the fact that uncorrelated errors

are desirable. Once the likelihoods for all candidate vectors (L(xi), i = 1, . . . , N),

are available, they are used to find the best MV, which we denote with index Î

the most likely candidate based on the observations and model. The L(xi) can

be used either i) jointly to estimate Î based on all the likelihoods (see Fig. 3.3

(a)) or ii) separately to first estimate each SADi (ŜADi) based on the i − th

likelihoods and then to choose Î which minimizes ŜADi (see Fig. 3.3 (b)). Using

the first approach, we describe an optimal method to estimate Î, which minimizes

performance degradation. For the second approach, we introduce a good estimator

of each SADi. We will describe the details of those two approaches in Section 3.4.
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Fig. 3.3: Frameworks for MV estimation: (a) hypothesis testing using likelihoods jointly,
(b) estimation of each SADi followed by minimum operation

If I 6= Î, the residual block’s distortion (as measured in SAD) increases by

ESAD = SADÎ − SADI . This increase in distortion (ESAD) may lead to ME

system performance degradation (e.g., a rate increase (∆R) for fixed QP ). We

now consider how to trade off the total complexity of multiple metric computations

and the corresponding performance degradation.

For the k-th metric, the corresponding ME system performance degradation

is denoted as Dk(πk), which along with Ck(πk) is assumed to be known for all

possible values of πk. For the combination of metrics, the total complexity and

degradation pair (CT , DT ) will be computed. CT is the sum of the complexity of

each metric, CT (π1, . . . , πU) =
∑

k Ck(πk), for the complexity of our interest (e.g.,

power consumption). The total degradation (DT (π1, . . . , πU)) can be computed

using exhaustive simulations (e.g., encoding video source with /without errors).

Since this would be impractical, we investigate efficient methods to estimate the

total degradation without exhaustive simulation in Section 3.3.
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With all (CT , DT ) pairs available, we can construct a complexity-degradation

(CD) curve, which is assumed to be convex, based on the experimental data (see

Fig. 3.6). The complexity degradation function is defined as follows:

C(D) = min CT (π1, . . . , πU), DT (π1, . . . , πU) ≤ D, (3.2)

where the CD region is the closure of the set of achievable complexity degradation

pairs (C, D). Based on the CD curve, we compare different combinations of met-

rics and MV estimation methods. Also we find an optimal operating point using

optimization methods, e.g., budget constraint approach; if the maximum perfor-

mance degradation is Dth, the minimum complexity point C(Dth) can be found.

Note that different applications of video coding lead to different threshold values.

Based on the above framework, we propose solutions for three problems of in-

terest. Firstly, we focus on identifying desirable characteristics for the multiple

metrics to be combined, i.e., characteristics that can lead to better CD perfor-

mance. Secondly, we propose methods to estimate the total degradation without

exhaustive simulations, which leads to efficient CD curve estimation. Finally, we

describe how to find the best MV using likelihoods which are derived from known

error models of metrics.

3.3 Desirable characteristics of multiple metrics

and CD curve estimation

The analysis in this section is based on the following assumptions. We define

εi = [E1
i , ..., E

U
i ], the vector of errors in the SADi computations. We assume that
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εi can be modeled as jointly Gaussian with zero means, variance σ2
k for Ek

i , and

covariance σkl between Ek
i and El

i. Then each SADk
i is Gaussian with mean SADi

and variance σ2
k. When we draw sample vector mi = [SAD1

i = x1
i , ..., SADU

i = xU
i ],

the likelihood L(xi) can be computed as jointly Gaussian with mean vectors mi

and covariance matrix Ki whose components are variance σ2
k and covariance σkl.

Based on these likelihoods, we estimate the best MV using the framework in

Fig. 3.3(b), where the maximum likelihood (ML) estimator is used to estimate

each SADi. In this setting, a desirable property for the metrics is associated with

a better estimate of each SADi, because better ŜADi leads to better MV estimate,

and less performance degradation.

The quality of ŜADi is measured in terms of mean squared error (E(|ŜADi −
SADi|2)). We first find an ML estimate of each SADi which can be derived as a

linear combination of U SAD computations, ŜADi =
∑U

k=1 tkSADk
i . Note that

for the Gaussian case, the ML estimator is the same as the minimum mean squared

error (MMSE) estimator, and to satisfy E[SADi] = E[ŜADi], the tks should satisfy

the following:
∑U

k=1 tk = 1 and 0 ≤ tk ≤ 1 [20]. The quality of that estimate can

be derived as follows:

E(|ŜADi − SADi|2) =
U∑

k=1

t2kσ
2
k +

U∑

k

U∑

l,l 6=k

2tktlσkl (3.3)

Clearly, in (3.3), less correlation between errors of metrics (σkl), results in better

SADi estimation, and would be a desirable property. Note that the errors produced

by the VOS and SS metrics are almost uncorrelated (less than 3% correlation in our
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experiments). If metrics are uncorrelated, σkl = 0 and the corresponding optimal

tk is derived as tk =
σ−2

k∑U
r=1 σ−2

r
, in which case (3.3) can be simplified as

E(|ŜADi − SADi|2) =
1∑U

k=1 σ−2
k

(3.4)

(3.4) shows that metrics with small error variance dominate the quality of SADi es-

timate. Therefore, metrics with small error variance are desirable. Also combining

multiple metrics whose computation errors have similar variance is desirable. This

is because using an additional metric with higher variance increases the complexity

without having a significant impact on the quality of estimate of SADi.

Using the above analysis with the same assumptions, Algorithm 1 can be used

to estimate the CD curve of a specific combination of metrics without exhaustive

simulation.

Algorithm 1 CD curve estimation method

Step 1. Compute merged complexity: CT =
∑U

k=1 Ck

Step 2. Compute merged variance: σ2
T = 1∑U

k=1 σ−2
k

.

Step 3. Estimate function D(σ−2) using known (Dk(πk), σ
2
k) pairs of each metric

for all possible πk, assuming D(σ−2) is a convex curve (our simulations support
this).
Step 4. Estimate merged degradation: DT = D(σ−2

T ).

Up to now, we estimated each SADi separately. From now on, we consider

all SADi estimates together in order to minimize degradation. The best MV is

the one that minimizes SADi, and therefore ŜADj ≥ ŜADI for j 6= I ensures a

correct MV selection is made. Therefore, larger estimation errors are tolerable for

larger SADi, and it also means that small estimation errors are desirable for small
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SADi. Note that the combination of VOS and SS metrics satisfies this condition

(this will be discussed in Section 3.5.1).

3.4 MV estimator

In the section, we describe how to find the best MV (Î) using the likelihoods

either jointly or separately. Note that each likelihood is computed using known

error models, which can be obtained by online/offline model estimation [16]. Also

note that this approach works for any given error models.

3.4.1 Hypothesis testing

We first consider a MV estimator which uses joint likelihood to find the Î such that

the performance degradation is minimized (see Fig. 3.3 (a)). In this approach, we

assume that distribution of SAD is unknown, and we use a uniform prior for SAD

for the simple implementation of the estimator. Based on that, we first derive

the a posteriori probability of each SADi, i.e., the probability that SADi = xi,

given vector of computed SADs Z̄i = [SAD1
i = x1

i , ..., SADU
i = xU

i ] , using Bayes

theorem, an uniform prior for SADi, and the likelihood function L(xi) in (3.1):

P (xi) = P (SADi = xi|Z̄i) = Q

U∏

k=1

P (SADk
i = xk

i |SADi = xi), (3.5)

where Q is a normalization factor. Based on these a posteriori probabilities of all

SADis, the optimal way to estimate the MV can be defined in a hypothesis testing
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framework. In this framework, we have N hypotheses, where the i-th hypothesis

corresponds to choosing the index i as best MV:

Hi : Î = i, i = 1, . . . , N (3.6)

For each Hi, the risk Ri, i.e., the expected value of performance degradation when

i is chosen as best MV, is computed using a posteriori probabilities of all SADis.

We model performance degradation to be proportional to ESAD, where ESAD is

the difference between real and estimated SADmin, i.e., ESAD = SADÎ − SADI .

For each Hi, SADÎ = SADi, therefore the MV estimator based on a hypothesis

testing can be formulated as follows:

Î = arg min
i

Ri, Ri = E[SADi − SADI |Z̄1, ..., Z̄N], (3.7)

where expectation is over SADs given vectors of computed SADs, Z̄1, ..., Z̄N. This

Ri can be defined as,

Ri =

∫
. . .

∫ ∞

−∞
(xi −min(x1, . . . , xN))

N∏
r=1

P (xr)dx1 . . . dxN . (3.8)

To implement a MV estimator with hypothesis testing framework, our focus

is on how to derive a posteriori probability of each SADi (P (xi)) based on SAD

computations. We will provide an example of implementation based on the com-

bination of VOS and SS metrics, for which error models have been proposed, in

Section 3.5.
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3.4.2 Sub-optimal MV estimator

The MV estimator based on the hypothesis testing is optimal in terms of min-

imizing performance degradation; however, it is complex. We now propose an

alternative sub-optimal MV estimator, shown in Fig. 3.3 (b). This approach starts

by estimating SADi which will be denoted as ŜADi. Based on these estimates,

the candidate with minimum ŜADi is chosen, i.e.,

Î = arg min
i

ŜADi. (3.9)

For the estimator of each SADi, a threshold estimator [49, 50] was previously

proposed as a solution, and ML estimator was used in Section 3.3. In those es-

timators, the focus is on minimizing estimation errors of each SADi, and those

are parametric solutions. As an alternative, in the following Section 3.5, we pro-

pose the MAX estimator, which is non-parametric, and therefore more robust to

inaccurate model estimation [16].

3.5 Case study: MV estimators using VOS and

SS metrics

In this section, as a case study, we apply CD curve based framework to the case

where VOS and SS metrics are used (refer to Fig. 3.1). We first briefly describe

error models for VOS [15] and SS [34] metrics. Based on those, we introduce how

to implement a MV estimator based on hypothesis testing, and then we propose

a desirable estimator of each SADi (e.g., MAX estimator) for a sub-optimal MV
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estimator in Fig. 3.3 (b). Finally, we evaluate those MV estimators, compared to

the previously proposed threshold estimator.

3.5.1 Characteristics of VOS and SS errors

We denote SADs corresponding to the i-th candidate, which are computed using

the SS and VOS metrics (see Fig. 3.1), by SADvos
i = SADi + Evos

i and SADss
i =

SADi + Ess
i respectively. The SS error (Ess

i ) can be modelled as Laplacian with

parameter λ for given SADi, where λ is a function of the sub-sampling parameter

m; larger m’s correspond to larger λ parameters [34].

As discussed in Section 2.2.1, the VOS error (Evos
i ) is a non-positive discrete

random variable whose values can only be multiples of −2RS . It has following

characteristics: i) |Evos
i | ≤ SADi, and ii) Evos

i = 0 for SADi < 2RS . We adopt a

simplified model to describe VOS errors; denoting p0 = P (Evos = 0) we assume

that the probabilities of nonzero errors are all equal to 1−p0

L
, where L = bSAD

2RS
c.

Note that typically p0 is very large for the V dds in which we are interested, and

p0 = 1 for L = 0. In short, this simplified model is completely characterized

by a single parameter p0. Experimental results show that it provides a good

approximation.

Furthermore, we make the following assumptions. First, as mentioned earlier,

SS and VOS errors are assumed to be uncorrelated (in our simulation, we observe

correlation < 0.03). Second, we can characterize VOS errors as having large mag-

nitude but low rate, compared to SS errors which are relatively small with high

rate. Third, parameters (λ and p0) have significant dependency on SAD (e.g.,
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small λ and large p0 are observed for small SAD) with, in some cases, an order of

magnitude difference for different SAD values.

3.5.2 Threshold estimator

In the previous work [49, 50], a threshold estimator of each SADi is proposed,

which is defined as follows, given a choice of threshold, Th:

ŜADi =





SADss
i , if SADvos

i − SADss
i > Th

SADvos
i , if SADvos

i − SADss
i ≤ Th,

(3.10)

where Th is defined as:

Th = max |SADss − SAD|. (3.11)

In this approach the MV which minimizes ŜADi is chosen. Note that the threshold

is defined in terms of original SAD, which is not known beforehand, so that an

approximate procedure (or training) may have to be developed to estimate it;

in [49,50] assuming Ess is a Gaussian random variable, a distribution and threshold

were estimated using the training data set. This threshold estimator is a method

based on the observation that VOS errors have large magnitude compared to SS

errors.
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3.5.3 MAX estimator

As an alternative, we propose the MAX estimator, which first estimates SADi

based on SADss
i and SADvos

i using the following non-parametric equation:

ŜADi = SADmax
i = max(SADss

i , SADvos
i ), (3.12)

and then finds MV which minimizes ŜADi. Like threshold estimator, this uses

the same framework in Fig. 3.3(b). Compared with the threshold estimator, MAX

estimator is a non-parametric estimator, which is very simple and robust.

To motivate our non-parametric estimator, it can be shown that a positive

biased estimator of each SADi is desirable to minimize ESAD if that estimator

ensures ŜAD1 ≈ SAD1 by exploiting the characteristic of combination of metrics

(see Appendix). Our proposed MAX estimator satisfies this condition when the

combination of VOS and SS metrics are used. Firstly, it clearly is a positively

biased estimator, as the largest computation value is always chosen as an estimate.

Secondly, it ensures ŜAD1 ≈ SAD1 because of the following reasons. SADmax
1 can

be either SADvos
1 or SADss

1 . Due to VOS errors’ non-positive large magnitude,

the first case where SADmax
1 = SADvos

1 , i.e., SADvos
1 ≥ SADss

1 , holds if SADvos
1 =

SAD1 and SADss
1 ≤ SAD1. Therefore, in this case, SADmax

1 is the same as

original SAD1. On the other hands, if SADmax
1 = SADss

1 , i.e., SADvos
1 < SADss

1 ,

the error between SADss
1 and SAD1 is very small, because SS errors are very small

for the small SAD. Therefore the MAX estimate of SAD1 is very close to real

SAD1, and a positive biased estimator such as MAX is shown to be desirable.
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3.5.4 MV estimator using hypothesis testing

We now propose a MV estimator based on the hypothesis testing for the com-

bination of VOS and SS metrics. For this estimator, a posteriori probabilities

of all SADis (P (xi)) are derived based on error models for SS and VOS met-

rics, which can be described using p0 and λ. To estimate those parameters, on-

line adaptation is used, which does not require extra data for model estimation.

Firstly, to derive p0 = P (SADvos = SAD), we exploit the following observa-

tions. VOS errors are non-positive and tend to be large compared to SS errors,

therefore SADvos ≥ SADss holds, if SADvos = SAD and SADss ≤ SAD, where

P (SADss ≤ SAD) = 0.5. Based on this approximation, p0 can be derived as

follows.

p0 = 2P (SADvos ≥ SADss) (3.13)

With the same reasoning, we can derive λ as follows:

λ = E[SADvos − SADss|SADvos ≥ SADss] (3.14)

These parameters can be updated online, because real SAD values are not needed

in those estimations. Using above parameters, we can derive P (xi) as follows:

P (xi) =





Pvos(xi − SADvos
i ), if SADvos

i ≥ SADss
i

Pss(xi − SADss
i )Pvos(xi − SADvos

i ), otherwise,

(3.15)

where Pss(x) is Laplacian with a parameter λ and Pvos(x) is a discrete random

variable with Pvos(0) = p0 and Pvos(k2RS) = 1−p0

L
. Originally these error models

depend on SAD. However, using SAD dependent models would be too complex,
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thus we provide a practical alternative to ignore parameters’ SAD dependency,

whose performance is shown to be very close to the ideal one (i.e., using SAD

dependent error models) in our simulation. We first introduce “pre-screening”

with a MAX estimator, whose performance is quite good. When we select the

smallest P candidates (P << N) based on MAX estimates (SADmax
i ), it is highly

probable that the best MV can be found among those P candidates. Now that we

only consider the P smallest candidates, the range of SADs of interest is very small

compared to original one, thus, it is reasonable to assume that, within this range,

parameters (λ, p0) do not change. Note that reducing the number of candidates

to P reduces the complexity of risk computation dramatically. Considering above,

our implementation uses Algorithm 2.

Algorithm 2 Algorithm for a MV estimator with hypothesis testing framework

Step 1. Choose P smallest candidates with pre-screening with MAX estimator.
Step 2. Update parameters (e.g., p0 and λ) using SAD computations from those
candidates.
Step 3. Compute Ri in (3.8), for those candidates.
Step 4. Î = arg mini Ri

3.6 Case study: Desirable characteristics of multiple

metrics and CD curve estimation

In this section, we first introduce a new combination of metrics, namely two SSVOS

metrics, based on the design guidelines proposed in Section 3.3. As can be seen in

Fig. 3.4, each SSVOS metric computes SAD using each sub-sampled set of pixels

with a fixed sub-sampling parameter m = 2 [34], where each computation is voltage

over scaled with a input voltage parameter V dd [15]. This new combination of
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metrics satisfies the guidelines proposed in Section 3.3. First, SS metric has small

error variance for given complexity, compared to VOS metric. Second, the two

metrics have similar error variances, by applying the same V dd and m on both

SSVOS metrics. Third, metrics based on VOS and SS have small estimation errors

for small SADi. Note that if we directly combined two SS metrics with m=2 and

without VOS, then we ensure an operating point without performance degradation.

We now show that our proposed design guidelines in Section 3.3 hold for real

scenarios where SS and VOS are combined (see Fig. 3.1) and where two SSVOS

are combined (see Fig. 3.4), even though simple assumptions (e.g., Gaussian errors

and ML estimate of SAD) were used to derive those guidelines.

We first verify that the performance of a combination of metrics is dominated

by metrics with low variance of errors (refer to Fig. 3.6). For the right two CD

points of VOS CD curve (with complexity values 0.2 and 0.29, respectively), VOS

errors have much smaller variance than SS errors (e.g., σ2
vos

σ2
ss

< 0.04), and therefore

the performance is dominated by VOS metric, i.e., merged degradation (DT ) of the

combination of VOS and SS metrics is close to that of VOS metric. The opposite

happens when SS errors have smaller variance than VOS errors (e.g., σ2
vos

σ2
ss

> 4 for

the leftmost CD point of VOS CD curve).

We then show that metrics with similar error variances are desirable by studying

the combination of two SSVOS metrics (see Fig. 3.4). In this combination, we can

set separate parameters for different SSVOS metrics (e.g., V dd1 and V dd2 for

the first and second SSVOS metrics, respectively). But using different parameters

does not improve performance, as compared to using the same parameters for both

metrics (e.g., the same V dd for both SSVOS metrics), i.e., CD curve using different

V dd1 and V dd2 for each metric is not better than one that using the same V dd.
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Furthermore, we show that the quality of proposed CD curve estimation based

on the above described simplifying assumptions is sufficiently good, for both combi-

nations of metrics. As can be seen in Fig. 3.5, estimated CD curve based on above

assumptions is very close to real one, therefore, we can use this estimated curve

to evaluate specific combination of metrics and to decide on the operating point.

From this, we can also conclude that our proposed design guidelines in Section 3.3

are sufficiently effective at least for the metrics we have, because these guidelines

are based on the same analysis which is used for the CD curve estimation.

Metric Comp.
(SS with VOS:

m=2)

Metric Comp.
(SS with VOS:

m=2)

1 1 1ss ss
i i iPSAD PSAD PE= +

2 2 2ss ss
i i iPSAD PSAD E= +

+
�

i i iSAD SAD E= +

Metric Comp.
(SS with VOS:

m=2)

Metric Comp.
(SS with VOS:

m=2)

1 1 1ss ss
i i iPSAD PSAD PE= +

2 2 2ss ss
i i iPSAD PSAD E= +

�
i i iSAD SAD E= +

MAX

Multiply by 2

Fig. 3.4: Two SSVOS metrics combined with adder and MAX
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3.7 Simulation Results

In this section, we first evaluate the performance of our proposed estimators: i)

the MV estimator using hypothesis testing, and ii) MAX estimator, and compare

their performance to that of threshold estimator. For our experiments we use

the FOREMAN sequence and an H.264/AVC baseline profile encoder with full-pel

EPZS ME algorithms and serial MMC architectures. Only 16×16 block partitions

and a single reference were considered for ME, and rate distortion optimization

(RDO) was turned on. We assign 15 frames to each group of pictures (GOP), and

use an IPPP GOP structure. We collect normalized rate increase (using Bonje-

gaard metric [6]), by encoding each GOP with/without errors for different V dd

(RS = 9, 11, 13, 15 where RS = 16 for error free operation), QP = 17, 22, 27, 32,

and m = 4. Note that we also tested for m = 2, 8 but the performance of m = 4

is the best in terms of complexity-degradation trade off. We also estimate com-

plexity based on power consumption for each operating point. We estimate Porig,

the power consumptions by the normal (i.e., not voltage over scaled) metric which

operates on V ddcrit, as [49,50]:

Porig = (1 + G)CvosV dd2
critα1fclk, (3.16)

where Cvos and α are gate parameters and fclk is a operating frequency of adders in

the MMC architecture. Similarly, Pvos and Pvos+ss, the power consumption with

a VOS metric and a combination of VOS and SS metrics, respectively, can be

estimated as:

Pvos = (1 + G)CvosV dd2
vosα1fclk, (3.17)
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Pvos+ss = (1 + G)CvosV dd2
vosα1fclk + (1 + G)CssV dd2

ssα2
fclk

g(m)
, (3.18)

where g(m) is equal to m and 2m
m+1

for the serial and parallel MMC architectures

respectively. Note that first and second terms of Pvos+ss are power consumption

from VOS and SS metrics respectively, and we normalized Pvos+ss and Pvos dividing

it by Porig.

With these settings, we compare the performance, in terms of CD character-

istics, of our proposed estimators to the threshold estimator, when VOS and SS

(denoted here, VOS+SS) metrics are used. Obviously, the performance of a hy-

pothesis estimator, the optimal one, is the best among three estimators. MAX

estimator’s performance is almost the same as that of the hypothesis estimator

and better than threshold estimator, especially in low complexity mode. In higher

complexity mode, the performance of MAX estimator is very close to the other esti-

mators. When we assume 2% rate increase as an acceptable degradation threshold

(note that this is much lower than that in [50]), we can save 78% power by using

either the hypothesis testing or the MAX estimator with serial MMC architec-

ture, as compared to 67% savings for the threshold estimator (see Fig. 3.6). Note

that the performance of the combination of VOS+SS metrics is better than that

achieved when using the VOS metric by itself, i.e., 52% power saving for one VOS

metric.

Also the performance of two SSVOS modules (denoted 2SSVOS here) is better

than the VOS+SS approach (87% power saving with less than 2% degradation

when MAX estimator used as a combination method; see Fig. 3.6). Note that this

combination can be extended to more than two SSVOS metrics, but it is fairer
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to compare 2SSVOS to VOS+SS, because the area complexity of VOS+SS is the

same as that of 2SSVOS, if the implementation method in [49,50] is used.
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Fig. 3.6: Comparison of MV estimators and metric combinations, FOREMAN sequence,
gate parameters (α = 1.2, V ddcrit = 3.3V, Vt = 0.62V )

3.8 Performance under different ME algorithms

and MMC architectures

In this section, we compare the performance when different ME algorithms (e.g.,

EPZS and FS) are used. EPZS uses a good prediction algorithm to select a small

number of MV candidates, with most of these candidates having relatively good

matching accuracy. Thus EPZS shows more resilience to soft errors due to impre-

cise computations than the FS approach, i.e., a lower V dd can be used for EPZS,

resulting in better power efficiency. For example, when we use a VOS metric with

EPZS the power savings is 52%, while for FS the corresponding savings is 23%,
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with 2% rate increase as an acceptable degradation threshold (see Fig. 3.7). Note

that EPZS is also preferred for the other combinations for metrics.

Varatkar and Shanbhag [49, 50] used a three step search (TSS) algorithm [31],

which is shown to be less error tolerant than EPZS [10], so that overall rate in-

creases would be worse if TSS were used instead of EPZS. Note that we do not

consider the inherent difference in regularity, and memory usage between algo-

rithms which is not easy to quantify; FS algorithm has more searching points but

has more regular structure and memory usage than EPZS.

As for the choice of MMC architecture, it is not fair to compare the complexity-

degradation trade-off of parallel and serial architectures directly, because those are

different in area complexity and operating throughput. For an M × M block

size, a parallel approach requires M2 basic modules (e.g., AD which consists of

an absolute difference computation and an addition; see Fig. 3.2), while a serial

approach can be implemented using only one basic module [49,50]. Therefore, the

area complexity of the serial approach can be smaller than the parallel one.

In case of operating throughput, parallel approach is better. The parallel ar-

chitecture, as described in Fig. 3.2 (c), requires 2M successive additions (i.e., M

additions in leaf adders and M additions in central adders), while serial one requires

M2. Thus for the same sampling time (TS) for each adder, operating throughput

of a parallel architecture is higher than serial one.

With these factors in mind, we compare the CD characteristic of each MMC

architecture. It depends on which combination of metric we choose. When we

consider VOS metric, a parallel architecture shows better performance than a serial

one (e.g., the parallel architecture results in 78% power savings, while in the serial

case the saving is 52% with 2% rate increase as a threshold; see Fig. 3.7). This is
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because the parallel architecture has more balanced dynamic range than the serial

one. Within MMC architectures, only nodes that reach certain large values can

lead to an error, thus intermediate values needs to be above a certain level. It is

clear that in the serial architecture successive nodes have increasingly large values,

whereas in a highly parallel architecture those nodes with large average values can

be only towards the end of the computation tree, e.g., central adders.

For the combination of VOS and SS metrics, the CD characteristic of the serial

architecture is shown to be competitive compared to parallel one although its area

is much smaller than that of the parallel one. In serial architecture, SS metric

consumes very small portion of power compared to VOS metric (e.g., less than

10%). This is possible because larger TS can be used for the SS metric, e.g., mTS

for SS metric with sub-sampling factor m, which leads to power savings in a factor

of g(m) in (3.18). But for parallel MMC architecture, g(m) is small compared to

the serial one, thus the portion of power consumptions of SS metric, compared to

VOS metric, is larger, e.g., more than 25%.

3.9 Conclusion

In this chapter, we provided a general framework for multiple matching metric mo-

tion estimation (ME), which considers the trade off between complexity and ME

system performance degradation. Within this framework, we discussed (i) desir-

able characteristics for these metrics, (ii) how to estimate complexity-degradation

characteristics, and (iii) how to combine multiple metric computations to estimate

best motion vector (MV). Furthermore, we compared the performance of different

ME algorithms and matching metric computation architectures. As a case study,
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Fig. 3.7: Comparison ME algorithms and MMC architectures with m = 4, FOREMAN
sequence, gate parameters (α = 1.2, V ddcrit = 3.3V, Vt = 0.62V )

we applied above framework to the combination of voltage over scaled (VOS) and

sub-sampled (SS) metrics. We also introduced a new two metric system (i.e., two

SSVOS metrics) whose performance is better than the combination of VOS and

SS metrics (87% power saving with less than 2% degradation).
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Chapter 4

Error Tolerant DCT

4.1 Introduction

In the previous chapters, we studied the error tolerance within motion estimation,

and exploited the property for reducing power consumption of ME module. In this

chapter, we focus on the error tolerance of a very common component of multimedia

compression systems, namely the discrete cosine transform (DCT). This transform

is used in video coders, e.g., MPEG [37], and image coders, e.g., JPEG [36], and

similar linear block transforms are used in most recent compression systems, such

as ITU-T H.264 [3]. In all these systems the transform is followed by quantization,

thus, while we consider faults in the transform operation, our analysis considers

the impact of the faults after quantization.

To provide some intuition about the impact of faults in the DCT, consider

Table 4.1, where we show the average peak signal to noise ratio (PSNR) degrada-

tion produced by single stuck-at faults (SSFs) at the input of a DCT block, i.e.,

inserting SSFs into the bus input lines of a DCT module. PSNR is a well accepted

55



objective quality metric used in image/video compression. While quality differ-

ences as high as 0.5dB are often difficult to perceive in typical image and video

coding applications, we will see later in this chapter that the errors introduced due

to faults are different from typical errors introduced by lossy compression and can

be visible even when degradations below 0.5dB occur. Thus we will need to take

into account both maximum error and probability of error measurements in order

to determine whether faults are acceptable.

We can see that some faults generate acceptable degradation. For example,

if we set the acceptable PSNR degradation to be less than 0.2dB, we see that

more than half the faults at the input are acceptable. Observe also from Table 4.1

that a fault’s impact depends on the choice of quantization parameters, so that,

as expected, a given fault in the transform computation will tend to have a lesser

impact as the quantization becomes coarser (i.e., at lower bit rates). Intuitively,

both hardware faults and quantization contribute to additional distortion in the

decoded images, but as quantization distortion increases the additional distortion

due to the fault becomes negligible. This will be further discussed in Section 4.2.1.

Our goal is to define a methodology to discriminate between acceptable and

unacceptable faults in systems comprised of a DCT followed by quantization. To

do so, we propose tools to (i) estimate the effect of individual faults at the system

output, and (ii) decide on metrics and thresholds of acceptable degradation, which

will be used to determine whether each specific fault is acceptable or not. This

will require analyzing specific system architectures and also taking into account

the characteristics of the input (i.e., the statistics of typical image data), as well

as specific image/video quality requirements in the application. Note that this

framework can be easily extended to other compression systems that make use
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Bit/R 1 4 8
0 -0.0030 -0.0009 0.0008
1 -0.0056 -0.0007 0.0002
2 -0.0154 -0.0022 -0.0009
3 -0.0489 -0.0083 -0.0008
4 -0.1943 -0.0257 -0.0082
5 -0.6406 -0.1066 -0.0293
6 -2.6987 -0.4066 -0.1308
7 -5.3202 -1.8567 -0.3713

Tab. 4.1: Changes in decoded image quality due to a SSF at the input of DCT. The
quality change is measured for a test image by computing the difference in
the PSNR of the decoded image obtained from a fault-free JPEG encoder and
that produced by a faulty JPEG encoder. A negative value corresponds quality
degradation. Bit 0 corresponds to the least significant bit of an input pixel.
The parameter R controls the quantization level, with larger R corresponding
to coarser quantization (i.e., lower bit-rate and worse decoded image quality.)

of linear transforms followed by quantization, e.g., JPEG2000 system which uses

a wavelet transform. With this methodology we then perform fault analysis to

categorize possible faults into two sets, i.e., the set of acceptable and unacceptable

faults, respectively. Then we seek to generate testing methods to classify systems

with unknown faults into acceptable and unacceptable systems. As compared to

the previous works on testing for ET [30, 43], one novelty in this work is that we

consider typical input statistics, instead of assuming a simple uniform distribution

of inputs [30, 43]. Moreover our work proposes an analytical method to estimate

sub-module level error rate and error significance characteristics, which is required

for generating test vectors. Our results are specific to the analysis of linear trans-

forms followed by quantization, and our acceptable degradation thresholds take

into account the perceptual effect of faults on typical image and video compression

applications.
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Our results show that a significant fraction (e.g., over 50% in some cases) of

interconnection faults within the DCT system are acceptable in a JPEG encoder

(operating at any of its admissible compression rates). Our acceptability criteria

considers block based distortion, as well as the rate at which block based visible

artifacts occur. Our testing method has quite good testing coverage (e.g., over 98%

in most cases), and due to the high portion of acceptable faults, we may obtain a

significant increase in yield rate (e.g., as much as double the original yield-rate in

some cases).

This chapter is organized as follows. In Section 4.2, we propose a general frame-

work for analyzing DCT followed by quantization and provide tools to quantify the

effect of faults at the output. In Section 4.3, we propose new metrics and thresh-

olds which consider system analysis and human visual perception. Based on those

metrics, we also perform fault analysis, with results shown in Section 4.4. Finally,

in Section 4.5, we propose systematic testing methods, provide a comparison of

testing qualities and costs, and estimates of the resulting yield rate increase.

4.2 System level error tolerance in DCT

and quantization

The DCT is one of the most popular invertible linear transforms that are used to

extract meaningful frequency information from signals. Note that in this work, we

focus on 8 × 8 DCT which is used in most of the DCT based video/image codec,

e.g., JPEG and MPEG. This can be easily extended to cases with other transform

sizes. Fig. 4.1 shows the basic structure of a 2D separable DCT system [40], which
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can be implemented using two 1D DCT systems and some memory. The 1D DCT is

composed of parallel processing element (PE) modules, where each PE calculates

the dot product between 1D input vector and one of the 1D DCT basis vectors

C̄i, which will be denoted DC (lowest frequency) and AC1 to AC7 (with AC7

being the highest frequency basis vector). These separable and dot product based

architectures are also used in other linear transforms (i.e., wavelet transforms),

and therefore we can easily extend our work to those transforms.

1st 1D DCT
(Column base)

2nd 1D DCT
(Row base)

Transposition
Memory

Input
Memory

PE0

PEN-1

PE1

PE0

PEN-1

PE1

Fig. 4.1: DCT block diagram
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Xi

Ci

D
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Fig. 4.2: PE architectures; (a) non-sequential, (b) sequential

Among the various structures proposed for PEi [40], we select two representa-

tive ones which have different degree of parallelism; one with a sequential multi-

plication and accumulation (MAC) architecture and the other with non-sequential
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full parallel architecture (see Fig. 4.2). These structures are popular for their sim-

plicity and regularity. In addition, other structures for PE are very similar to ours

in the sense that they also use tree based structures, and thus, our work can be

easily extended to those structures.

We make the following assumptions. First, our work will be focused on the

interconnect faults that affect the data transfer within and between PEs, therefore,

we will assume that the carry propagations within multiplication and addition

operations are error-free. These error-free processes can be achieved by well-known

self checking design techniques [26,46]. Second, we will assume that the faults in the

interconnects are single-stuck-at 0 (SSA0) or single-stuck-at 1 (SSA1) [29] faults1,

which cause the given data line to produce a constant value (0/1) independent of

other signal values in the circuit. Note that the SSA fault model covers 80-90% of

the possible manufacturing defects in CMOS circuits [47].

4.2.1 DCT and Quantization

The input to the system (see Fig. 4.3) is a vector X̄, which we assume drawn from

a vector distribution that can be statistically characterized, e.g., by its covariance

structure. We can define the set of possible faults, or fault space, F, by analyzing

the architecture of the system. Assume there is a single fault fi ∈ F in the

transform and denote its faulty (vector) output Ȳ′. Ȳ denotes the output of the

fault-free system when the input is X̄.

1 We focus our discussion on these faults but the quality assessment tools we propose could
also be applied in other scenarios, e.g., when distortion is added by soft errors
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Fig. 4.3: DCT and Quantization

To analyze the effect of fault fi, we first simplify the problem by viewing its

effect as an error term Ē added to the fault-free output Ȳ. Clearly, Ē is a de-

terministic function of fi, X̄, and the structure of the DCT. Since we consider

invertible transforms, there is a 1-to-1 mapping between X̄ and Ȳ, and thus, Ē is

not independent of Ȳ.

In lossy compression applications, this transform is followed by quantization.

As scalar quantization is normally used, each component of Ȳ (or Ȳ′) is indepen-

dently quantized. Y (u, v), E(u, v), and Y ′(u, v) denote the (u, v)-th component

of the vectors Ȳ, Ē, and Ȳ′, respectively, with u, v = 1 . . . N , with N the vector

dimension. When considering individual components, it is reasonable to assume

that E(u, v) will be independent of Y (u, v), even though Ȳ and Ē are dependent.

It is because, for a specific value of Y (u, v), there are many possible values of

E(u, v), which depend on the Y (k, l), (u, v) 6= (k, l). In what follows, we make the

assumption that E(u, v) is a random additive error term independent of Y (u, v).

We have verified that this is a reasonable assumption for typical systems (in our

simulation, correlation between E and Y is less than 4% when typical images are

applied to the DCT system). For convenience, in what follows we focus on one

component and drop the frequency index (u, v) if needed.
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In SSA0 faults, a specific bus line (say the p-th) is modeled to be always set

to 0, so that whenever that line was meant to have a value of 1, an error with

magnitude 2p is added to or subtracted from the original value. The same holds

for SSA1 case except that error occurs when the bus line is set to 0. Clearly, if

one of these faults affects the computation of a frequency term in the DCT, two

similar blocks may suffer very different errors (i.e., no error vs. 2p error) in a case

that they differ in the specific faulty bus line. We also can see that SSA0/1 faults

within specific PE or bus lines do not affect all output components (e.g., faults

within PEi of 1-st 1D DCT generate errors in Y (i, v), v = 1, . . . , N). Note that

these errors are also affected by the quantization operation.

4.2.2 Quantization Analysis

DCT Quantization

Quantization

X

Q(Y)

Q(Y')Y'Y

E

Fig. 4.4: Quantization Analysis

Our focus now turns to analyzing how an error introduced by a fault (E) leads

to error after quantization for each scalar output Y . Let E and Y be discrete and

continuous random variables, respectively, with known pmf/pdf. Let the quan-

tization step size be ∆, and define D2
C = |Q(Y ′) − Y |, D1

C = |Q(Y ) − Y |, and

∆D = D2
C − D1

C . D2
C , D1

C , and ∆D represent distortion due to both the error
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E and quantization, due only to quantization, and due only to E after quantiza-

tion, respectively, for each output component Y . We will validate the use of those

metrics and the use of L1 distance in Section 4.3.1.

To facilitate the analysis, we will represent E as follows:

E = L∆ + E ′,

where L = bE
∆
c is a integer and 0 ≤ E ′ < ∆.

...
l∆ ( )l L+ ∆

( 1)l L+ + ∆

'e
lI

0
lI 1

lI

Y

Fig. 4.5: Quantization Analysis. Y is quantized into bins of size ∆. If we focus on one
bin (Il), Q(Y ) = l∆ is the center of that bin. Y ′ = Y + e (where e = L∆ + e′)
now belongs to a different quantization bin. There are two cases for a given
error e. If Y ∈ I1

l then Q(Y ′) = (l + L + 1)∆. Alternatively, Y ∈ I0
l leads to

Q(Y ′) = (l + L)∆.

Fig. 4.5 illustrates the relationship between Q(Y ′) and Q(Y ) for a particular

value of the error e. This error can also be written as e = L ·∆+e′. As can be seen

in the figure, for Q(Y ) = l∆, and for a given error, Q(Y ′) can take two different

values, depending on the original value of Y . More formally (refer to Fig. 4.5):

Q(Y ′) =





(l + L + 1)∆, if Y ∈ I1
l

(l + L)∆, if Y ∈ I0
l ,

(4.1)
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where Il = [l∆− ∆
2
, l∆+ ∆

2
], I0

l (e′) = [l∆− ∆
2
, l∆+ ∆

2
−e′], and I1

l (e′) = Il−I0
l (e′).

We make the following observations. Even though Y ′ 6= Y , we will have that

both Y and Y ′ fall in the same quantization bin, so that Q(Y ′) = Q(Y ). In these

cases the error is masked by the quantization operation, and thus errors do not

occur in all image blocks. Another consequence of this observation is that, as

quantization becomes coarser, fewer blocks are likely to exhibit fault-related errors

after quantization.

Also we observe that D2
C ≥ D1

C , i.e., the image produced by the faulty system

can only have larger distortion than that produced by the fault-free one, because

either Q(Y ′) = Q(Y ) or Q(Y ′) goes to another bin (in which case distortion is

increased).

4.2.3 Analysis of additional error due to fault: ∆D

Using above observations and (4.1), we evaluate the error added at the output due

to the fault, i.e., ∆D. Fig. 4.6 depicts the relationship between ∆D and Y for a

particular value of the error e.

Considering the situation where L = 0, i.e., e < ∆ and e′ = e, we can observe

two different cases as follows (see Fig. 4.6 (a)). If Y ∈ I0
l , Q(Y ) and Q(Y ′) are in

the same bin, so that ∆D = 0. Instead, if Y ∈ I1
l , then Q(Y ) = l∆ and Q(Y ′) =

(l + 1)∆, so that ∆D = 2((l + 0.5)∆ − Y ). In this case, ∆D at the boundary of

I1
l is ∆D|Y =l∆+∆

2
−e′ = 2e′. Also, as Y increases, ∆D decreases. Similar situations

arise for every bin of Y . As can be seen in Fig. 4.6 (b), when L is non-zero,

∆D is just shifted by L∆, but ∆D is not constant for Y ∈ [l∆, (l + 0.5)∆ − e′]

(∆D = L∆ + 2l∆ − 2Y ). Note that for Y = (l + 0.5)∆− e′ (i.e., boundary of I0
l
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Fig. 4.6: Relation between ∆D and Y for (a): L = 0 and (b): L 6= 0. At the edge
of I1

l ∆D has maximum. Bl is the range of Y in each quantization bin (Il)
where ∆D is larger than error threshold (Eth), and Cl is the range of Y in
each quantization bin (Il) where ∆D is smaller than Eth. We need to integrate
fY (y) over this range to get error rate.

and I1
l ), ∆D abruptly changes in the magnitude of ∆, because Q(Y ′) jumps from

(l + L)∆ to (l + L + 1)∆ at that Y .

From Fig. 4.6, we derive Po = P (∆D ≥ Eth). To determine Po, we first select

an error threshold for acceptable degradation, which we denote Eth. Then we

define Po as follows:

Po =
∑

e

P (∆D ≥ Eth|E = e)PE(e). (4.2)

P (∆D ≥ Eth|E = e) can have different values depending on the relative values of

error (e) and error threshold (Eth). If e < ∆, i.e., L = 0 shown in Fig. 4.6 (a), the

following holds:
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P (∆D ≥ Eth|E = e) =





∫
⋃

Bi
fY (y)dy, 0 < Eth < 2e′

0, Eth ≥ 2e′,

(4.3)

where Bi is the range of Y in each quantization bin (Bini) where ∆D ≥ Eth, and

is defined as Bi = {Y | i∆ + ∆
2
− e′ ≤ Y < i∆ + ∆

2
− e′ + 2e′−Eth

2
}.

If e ≥ ∆, i.e., L 6= 0 shown in Fig. 4.6 (b), the following holds:

P (∆D ≥ Eth|E = e) =





∫
⋃

Bi
fY (y)dy, L∆ < Eth < L∆ + 2e′

0, Eth ≥ L∆ + 2e′

1− ∫
⋃

Ci
fY (y)dy, L∆−∆ + 2e′ < Eth ≤ L∆

1, Eth ≤ L∆−∆ + 2e′,

(4.4)

where Bi = {Y | i∆ + ∆
2
− e′ ≤ Y < i∆ + ∆

2
− e′ + L∆+2e′−Eth

2
} and Ci =

{Y | i∆ + ∆
2
− e′ − L∆−∆+2e′−Eth

2
≤ Y < i∆ + ∆

2
− e′}.

In (4.3) and (4.4), the most computationlly challenging part is integrating

over
⋃

Bi and
⋃

Ci, thus we provide a method to simplify those. Note that
∫

⋃
Bi

fY (y)dy ' |Bi|/∆ when the quantization bin size (∆) is much smaller than

the dynamic range of the signal, as characterized by σmax, and
∫

⋃
Bi

fY (y)dy de-

creases when ∆ becomes larger relative to σmax. Thus, we define K as follows:

K =

∫
⋃

Bi
fY (y)dy

|Bi|/∆ , |Bi| : e + e′ − Eth

2
(interval of Bi) (4.5)
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where, K is a scaling factor which depends on the relation between the dynamic

range of the signal (σmax) and the quantization bin size (∆), and can be written

as follows:

• Case 1: K ≈ 1, ∆ << σmax

• Case 2: K < 1, ∆ = Gσmax, (G ≈ 1)

• Case 3: K ≈ 0, ∆ >> σmax

And the similar thing can be done for
∫

⋃
Ci

fY (y)dy.

(4.3) and (4.4) allowed us to calculate Po for one frequency component. Now

we need to combine these individual values (Po(u, v)) into a global Po; this can be

done using the summation law:

Po = 1−
N∏

u=1

N∏
v=1

(1− Po(u, v)). (4.6)

If we assume Po(u, v) is small for all u, v, then Po ≈
∑N

u=1

∑N
v=1 Po(u, v). Therefore,

for a fault to be acceptable with a given block-wise error rate threshold Rth, the

following will have to hold:

N∑
u=1

N∑
v=1

Po(u, v) ≤ Rth. (4.7)

Analysis in this section, helps us to understand how quantization affects error

tolerance within DCT, in terms of the additional distortion, i.e., ∆D, and error

rate, i.e., P0. Note that this analysis also can be used to estimate ∆D and P0

without quantized outputs, i.e., Q(Y ) and Q(Y ′). Our preliminary simulations

show that results using this anlaysis is close to that of an exhaustive method
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using Q(Y ) and Q(Y ′), e.g., around 95% accuracy. But in our fault analysis in

Section 4.4, we adopt the exhaustive method for better accuracy.

4.3 Metric and threshold

In this section, we provide new metrics and thresholds to determine which errors

are acceptable by evaluating the resulting image/video quality and determining

whether the degradation in perceptual quality is “acceptable”. Mean squared

error (MSE) is a widely used objective quality metric for multimedia compression.

While its limitations are well-known [25], it is frequently used to provide a rough

comparison between different coding techniques or to drive efficient rate control

algorithms. However, in systems suffering from computation errors, MSE is not a

suitable performance measure.

Fig. 4.7: (a): Higher MSE but Acceptable, (b): Lower MSE but unacceptable
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To get some intuition about why this may be true in some cases, refer to

Fig. 4.7. Fig. 4.7(a) is obtained with a fault-free JPEG encoder, which has higher

MSE (PSNR = 37.9db). This image, however, is perceptually better than that

in Fig. 4.7(b), which has lower MSE (PSNR = 38.9db), and was obtained by

simulating the presence of faults in the JPEG encoder. In this second image, we

can observe a regular error pattern in various areas. In a typical compression

scenario, quantization noise tends to affect all components (i.e., all blocks, all

frequencies within a block). Instead, we are now considering hardware errors that

can lead to unevenly distributed artifacts, because they only manifest themselves

for certain inputs. We have observed that this is indeed true for hardware errors

in the DCT in the context of JPEG coding, i.e., only certain blocks and certain

frequency components within those blocks can be affected, as seen in Fig. 4.7.

Clearly, MSE would not be a suitable metric, since a large error in only a few

blocks (or frequencies) could be clearly visible by the end user, while still leading

to a low overall MSE.

Thus, we provide new metrics which consider the characteristics of a faulty DCT

operation, e.g., unevenly distributed artifacts over i) frequency components, ii)

blocks or iii) frames (in the case of video). We propose to quantify error significance

on a block-by-block basis and then quantify block-wise error rate.

The block-wise error significance (BES) is a block-based objective distortion

metric that quantifies the difference between the two decoded images. The block-

wise error rate (BER) is the probability that the BES exceeds a certain threshold

such that artifacts are visible. Acceptability can then be defined (for a particular

application) in terms of the percentage of blocks (in an image or a video sequence)

for which visible differences between the images can be tolerated.
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Note that here we are considering the additional degradation introduced by

hardware faults on decoded outputs. Therefore we will evaluate the error between

pairs of decoded images or frames, produced by faulty and fault-free systems. This

is different from the standard quality evaluation in the context of compression,

where often a decoded image is compared with the original uncompressed one.

Our problem is, indeed, more similar to an image ranking problem (where two

different decoded versions of an image are compared) [41]. However, unlike typical

ranking scenarios, in our case, a single encoder (with fixed coding parameters)

is considered, and the image generated by the faulty system cannot be better in

quality than that generated by the fault free system.

4.3.1 Metric Selection for Block-wise Error Significance

In this section, we introduce a basic metric for block-wise error significance. Since

our ultimate goal is to introduce quality acceptability criteria in automated hard-

ware testing, we consider only objective metrics that take into account the human

visual system (HVS) [24]. The faults we consider occur within the DCT block, and

thus produce errors in individual frequency components. For this reason, we take

Watson’s [5,51] techniques as a starting point to define distortion metric for block-

wise error significance (BES). In [5], visibility thresholds for each DCT frequency

component (Th(u, v)) are proposed. If errors in a (u, v)-th frequency component

are larger than Th(u, v), regular pattern artifacts which corresponds to (u, v)-th

DCT basis can be visible. Using these thresholds, a perceptual objective metric is

introduced in [5, 51], which evaluates distance between two images: reference and

test image. The DCT is performed on non-overlapping 8×8 blocks in both images
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and the absolute differences (L1 distance) between corresponding coefficients in

the two images are computed. Each resulted difference or error component (e.g.,

DC(u, v) for frequency (u, v)) is weighted by the corresponding perceptual thresh-

old (Th(u, v)). Then, pooling is performed over the frequency components, first in

one block, and then over all blocks in the image pair, to obtain a single distortion

metric value. In both cases, Minkowski pooling is used. In our case, we consider

block-wise distortion which can be written using only frequency pooling as

D = (
∑
u,v

Dw(u, v)b)
1
b , (4.8)

where Dw(u, v) = DC(u,v)
Th(u,v)

is the weighted absolute difference for frequency (u, v),

and b is a parameter that controls how much emphasis is given to the largest values.

In some cases, Th(u, v) can be modified to incorporate luminance compensation

(LC) and contrast masking (CM) [5,51].

For our purposes, we modify Watson’s approach as follows. First, since our

goal is to incorporate these thresholds into a testing strategy we do not use either

LC or CM, which would modify the thresholds, in an image dependent manner.

Second, we have noted that faults could lead to large errors in some blocks and no

errors in others. For this reason, we do not perform spatial pooling of the metric,

but measure block by block error. Finally, because faults in the DCT operation

can lead to errors being added to only certain frequencies in a given block we use

Minkowsky pooling setting b = ∞, i.e., the metric for a block is the largest weighted

absolute error in the block, defined as:

BES = D = max
u,v

DC(u, v)

Th(u, v)
(4.9)
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4.3.2 Block-wise error significance and error rate

So far we have discussed basic block-wise distortion metrics that are appropriate

for our problem and can be applied to pairs of images. However, unlike traditional

image quality assessment problems, we now have three images to consider, i.e.,

original, fault-free decoded, and faulty decoded images. Thus, we need to choose

DC(u, v) by taking this into consideration.

One possible metric is D0
C(u, v) = D2

C(u, v)−D1
C(u, v), which is already intro-

duced as ∆D in Section 4.2.2. Note that D0
C(u, v) ≥ 0, since D2

C(u, v) ≥ D1
C(u, v).

We can think of D0
C(u, v) as perceptual distance between Q(Y ′(u, v)) and Q(Y (u, v))

when using the original image component Y (u, v) as a common reference.

Another candidate metric is D3
C(u, v), which directly evaluates the distance

between Q(Y ′(u, v)) and Q(Y (u, v)). This alternative metric can be problematic

because of the following reasons. When ranking is considered, we would expect

that when D2
C(u, v) = D1

C(u, v)+ δ (with δ > 0 small) for specific frequency (u, v),

the two decoded images will have almost the same perceptual quality. However, it

is possible for D3
C(u, v) to be large relative to δ when the quantization parameter

is large. To see why, consider an example where a single frequency Y (u, v) in a

block is affected by a small error E(u, v), and Y (u, v) is near the boundary of a

quantization bin. Assume the error is sufficiently large so that Y ′(u, v) is now in

the immediately neighboring quantization bin. Then D1
C(u, v) ' D2

C(u, v) ' ∆/2,

so that D0
C ' 0, while D3

C(u, v) = ∆, which can be large. Based on this, we choose

D0
C(u, v) as our distortion metric between two decoded frequency components.

Alternatively, we could use D3
C(u, v) when ∆ is small; however for the simplicity,
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we use D0
C(u, v) for all quantization settings. Using this metric, we can define BES

as follows.

BES = max
u,v

|Q(Y ′(u, v))− Y (u, v)| − |Q(Y (u, v))− Y (u, v)|
Th(u, v)

, (4.10)

where Y ′(u, v) = Y (u, v) + E(u, v).

We now define an acceptability threshold for BES. In [41], it was shown that

if Watson’s distance between two images (in their case, original and decoded) is

less than or equal to 1, there are no visible artifacts. This was based on setting

the Minkowski frequency pooling parameter b to ∞ (as we do, albeit for different

reasons). Equivalently, this condition states that the original and decoded blocks

cannot be visually differentiated as long as DC(u, v) ≤ Th(u, v) for all u, v. It is

reasonable to use the same condition for our problem, because BES is attempt-

ing to quantify perceptual distance between fault-free and faulty decoded image

blocks. Simple preliminary results validate this assumption although more thor-

ough perceptual experiments would be needed for a more complete validation. This

study falls outside the scope of this thesis. In summary, we define acceptability

for an individual block as follows: a faulty decoded image block is acceptable if

D0
C(u, v) ≤ Th(u, v) for all (u, v).

We also define an error rate threshold, Rth, which is application-dependent

(e.g., depending on the resolution of images). Table 4.2 provides examples of

threshold values that would guarantee that there is no more than one visible block

artifact per two or three frames, at different resolutions. Using above metric and

thresholds, we perform fault analysis in the next section.
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CIF(352× 288) QCIF(176× 144) HD(1920× 1080)
N8×8 1584 396 32500

1
N8×8

6.3× 10−4 0.0025 3.1× 10−5

Rth 0.0001 0.001 0.00001

Tab. 4.2: Possible error rate threshold (Rth) values depending on the resolution values,
where N8×8 is the number of 8× 8 blocks within one image or frame

4.4 Fault analysis
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Fig. 4.8: Fault analysis results

In this section, we introduce a method to perform fault analysis for given DCT

and PE architecture, quantization parameter set Q = {qi, i = 1, . . . , NQ}, input

set, and threshold values (i.e., Rth). The target of this fault analysis is to divide all

possible faults ( F = {fi, i = 1, . . . , NF}) into two sets, i.e., the set of acceptable

faults FA and the set of unacceptable faults, FNA, based on acceptability criteria

introduced in Section 4.2.

In our work, we are considering a specific input pdf, which captures typical

image characteristics (e.g., Y (u, v) can be modeled as independent Gaussian with

a mean m(u, v) and a variance σ(u, v)2, which is trained using real images). Then
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X(u, v) can be expressed as a linear combination of all Y (u, v)s, because DCT is an

linear invertible transform. As we assumed previously, we simulate the behavior of

faults (e.g., SSA1/0 for interconnects within DCT) in a standard JPEG encoder.

In addition, we consider Q = {1, 3, 5} which corresponds to high, medium, and low

quality of decoded images respectively, and Rth = {0.001, 0.0001, 0.00001} which

are chosen based on the resolutions in Table 4.2.

We first gather parameters of image characteristics (i.e., mean and variance

matrices for Y (u, v)s) by using 10 representative images (i.e., Lenna, Stefan, Boats,

Elaine, Couple, F16, Pentr, Pentl, Moon, Chem, and House2). Then, we perform

Monte Carlo simulations using this image model. We first generate random input

blocks (i.e., X(u, v)s) from that model. For each random block (and for each

fault), we determine whether error significance (using Q(Y ), Q(Y ′), Y ) exceeds the

threshold, and if so count this block towards the probability of error. Note that

the number of blocks has to be large enough to provide reliable estimates of error

rate as compared to Rth. For example, if Rth = 0.01, 1000 inputs are introduced,

and a system with a specific fault is declared to be unacceptable if more than 10

error events happen. In this way, the acceptability of all the faults is determined,

depending on quantization parameter Q and threshold Rth. Our results show that

the non-sequential architecture PE is more error-tolerant than sequential one;

over 52% of faults are acceptable for a sequential PE architecture, while over

64% of faults are acceptable for a non-sequential one (See Fig. 4.8). Considering

the dependency on quantization parameters, more faults are acceptable for coarse

quantization parameter, because coarse quantization conceal more errors generated

in the faulty DCT system. As for Rth, clearly a higher error threshold value leads

to more faults being considered “acceptable”. For example, when we change above
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parameters (Q, Rth) from (1, 0.0) to (5, 0.001), our results show that percentage of

acceptable faults increases from 52% to 56% for sequential PE, and from 64% to

68% for non-sequential PE. In this section, we performed a fault analysis on the

DCT structures of our interests. The results of fault anlaysis of these structures,

i.e., acceptibility of each fault, will be used for test vector generations in Section 4.5.

4.5 Systematic Test Vector generation for DCT

In this section, we introduce a systematic DCT test vector generation method.

Traditional testing methods focus on determining the existence of faults in the

system by applying testing vectors T = {ti, i = 1, . . . , NT}, and then analyzing the

response [4]. All systems with detectable faults (e.g., faults which generate errors

at the output) are declared defective and discarded. However, in our work we

categorize those faulty systems into those exhibiting acceptable and unacceptable

faults, and the systems with acceptable faults can be used. Now the target of

testing is to check whether a specific system with an unknown fault is acceptable

or not. We assume that DCT and PE architectures are given, and the acceptable

and unacceptable set of faults (i.e., FA and FNA) are already determined based

on the fault analysis in Section 4.4. For a PE architecture, we only consider the

non-sequential PE architecture, because it is (i) more error tolerant, (ii) more

efficient for data access due to its parallel architecture, and (iii) faster, compared

to sequential PE. Moreover, test vector generation methodologies that we will use,

are not applicable to sequential logic. Note that non-sequential architecture PE

requires more area complexity (e.g., O(NlogN) times), compared to sequential one,
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but this area increase is negligible as compared to the other sub-modules within

JPEG encoder.

Recently, new automatic test pattern generation (ATPG) methods for error

tolerant systems were developed. These are based on error significance (ES)

ATPG [30], error rate (ER) ATPG [44], and the combination of error significance

and error rate ATPG [43]. Error significance and error rate are considered as key

metrics of error tolerance [43], and are defined as a maximum absolute error and a

probability of non-zero errors respectively, at the testing circuit output. Here the

level at which errors are measured can be different from the fault analysis case.

In the fault analysis, module level errors (e.g., DCT level) are measured, while

sub-module level errors (e.g., PE level) are used for the testing (see Fig. 4.2 and

Fig. 4.1).

In ES (or ER) testing, if error significance (or error rate) of a target circuit

is greater than given threshold, then the chip is categorized as unacceptable and

discarded. Thus for each unacceptable fault, ES ATPG generates at least one

test vector which will cause errors greater than given error significance threshold,

when applied to a circuit containing this fault. Similarly, ER ATPG generates

test vectors for each unacceptable fault with given error rate threshold. Also the

combination of ER and ES testing can be used to generate tests.

To apply those ATPG methods, we first divide the DCT system into small

sub-modules whose size is suitable for ATPG. Note that test vectors for each sub-

module can be applied to each module separately. Test results from all submodules

are gathered to determine whether a target DCT system is acceptable or not. If one

of the submodules has unacceptable faults, then the whole system is unacceptable.
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Here we use each PE, with 64-bits input and 19-bits output, as a target sub-

module. Then for each PE, we obtain sub-module level error rate (ER)- error

significance (ES) plot which is required for ER and ES APTG methods [43].

4.5.1 ER-ES plot and Generation of test vectors

In this section, we explain how to draw ER-ES plot, and how we choose different

ATPG methods based on that. Because we already know the acceptibility of each

fault from fault analysis, now we need to measure (ER,ES) pair of each fault.

Each fault may cause a different (ER,ES) pair, which can be obtained using a

simulation or an analytical estimation method. This simulation is performed in a

similar way as in Section 4.4, except that output can be measured at sub-module

level (i.e., each PE). For each fault, we introduce input which is generated from

statistical models, to the DCT system with/without the fault, and measure sub-

module level ER and ES data. Here (ER,ES) vaules can be different depending on

the type of inputs to the sub-modules, i.e., whether they are non-uniform (which

would consider real image characteristics) or uniform (uniform distribution to all

possible input bus lines). Using those (ER,ES) pairs, we can obtain ER-ES plots

such as that in Fig. 4.9. Given our choice for the set of acceptable and unacceptable

faults (FA and FNA, respectively), different strategies can be devised. For example,

if faults within FNA and FA can be separated by single constant error significance

line (e.g., solid line1 in Fig. 4.9), only an ES ATPG method is needed. But if

more complex lines (e.g., piecewise constant dotted line2 in Fig. 4.9) are needed,

we need a combination of ER and ES ATPG methods. However, we may choose

an ES APTG if a sufficient number of acceptable faults are clustered using a single
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Fig. 4.9: ER-ES plot

error significance threshold. In our work, an ES ATPG method shows sufficiently

good testing quality. Additional improvements can be achieved using an ER ATPG

(e.g., systems with the dotted faults in Fig. 4.9 can be considered acceptable).

ER

ES

:FNA
:FA

ER1

ES1 ES2

A B

B0

B1a

B1B1b

Fig. 4.10: How to decide ER and ES threshold values
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For an ES ATPG, we need to decide a constant error significance threshold

(e.g., ES1 in Fig. 4.10). This can be done as follows.

ESi = max(ES ∈ ESNA), (4.11)

where ESNA is the set of ES values of unacceptable faults within specific region

(e.g., ES1 using ES values of unacceptable faults in whole region in Fig. 4.10).

This approach assures that no unacceptable faults are considered to be acceptable

after test operations, thus we can declare all systems which pass this test to be

acceptable, e.g., systems with faults in region A of Fig. 4.10. However, there may

be remaining systems with acceptable faults which are discarded in this test, e.g.,

systems with acceptable faults in region B of Fig. 4.10.

Thus, for more accurate testing, we can perform several pairs of ER and ES

ATPG tests, which leads to the combination of ER-ES APTG methods. For the

ER ATPG, we select an error rate threshold (e.g., ER1 in Fig. 4.10) as follows.

ERi = max(ER ∈ ERA), (4.12)

where ERA is the set of ER values of acceptable faults within specific region (e.g.,

ER1 using ER values of acceptable faults in region B of Fig. 4.10). Using this test,

we can declare systems which are in region B and satisfy ER > ERi, e.g., systems

in B0, as surely unacceptable. And then using ES test (e.g., using ES2), we can

obtain another fraction of systems with acceptable faults (e.g., systems with faults

in B1a). Repeated pairs of ER and ES tests generates more complex piecewise

constant line (e.g., line2 of Fig. 4.9) which may increase the accuracy of the tests.
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As mentioned above, the ER-ES plot can also be obtained using an analytical

approach which is described in Algorithm 3.

Algorithm 3 Algorithm to estimate an ER-ES plot

Step 1. For each SSAk (k = 0, 1) fault fi at the r-th bit of specific bus of PE
architecture, derive the corresponding distribution of input to that bus lines.
Step 2. Derive pk=P (r − th bit = k) based on the distribution, as follows.

pk = P (m2r + k2r−1 ≤ X < m2r + 2r−1 + k2r−1), (4.13)

where X is the input to that bus and m ≥ 0 (refer to Fig. 4.11).
Step 3. If 1− pk = 0, then ER=0 and ES=0. Otherwise ER=1− pk and ES=2r

For example, for a specific input bus in the PE architecture, e.g., bus for X1

in Fig. 4.2, X1 can be represented as a linear combination of Y (u, v)s, where each

of those is modeled as independent Gaussian. Therefore X1 can be modeled as a

Gaussian as well. Then the pk and the corresponding ER and ES can be easily

obtained as in Algorithm 3.

X

p

2r

Fig. 4.11: pk computation; dotted: p0, solid: p1

4.5.2 Comparison of Testing qualities and costs

In this section, we estimate testing qualities and testing costs for different test

vector generation methods. We provide several comparisons: i) ER-ES plot using

uniform vs. non-uniform input, ii) ES ATPG only vs. ER-ES ATPGs combined,
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and iii) using estimated vs. simulated ER-ES plot. These tests are applied to the

non-sequential PE architecture.
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(b) Uniform input result

Fig. 4.12: The percentage of acceptable faults using Ideal, ES, and ER&ES tests with
both uniform (U) and non-uniform (NU) input sets; for Rth = 0.0001 and a
non-sequential PE

In Fig. 4.12, an “Ideal” category shows the percentage of acceptable faults using

fault analysis. The other categories show the percentage of acceptable faults we

can detect using specific testing methods. Our testing shows good testing quality

(e.g., over 98% for non-uniform input cases). Also it is interesting to see that

error significance testing shows fairly competitive testing quality compared to the

combination of ER-ES testings (e.g., less than 1% difference for both uniform and

non-uniform input cases). Testing methods using non-uniform input show better

performance than the uniform input case, because our fault analysis is based on

the non-uniform input which considers the characteristics of images. When we

consider the results using estimated ER-ES plots, they are almost the same as the

results shown in Fig. 4.12 (e.g., less than 0.4% difference for all cases).
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Testing costs mainly depend on the costs of generating and applying test vec-

tors. It has been shown that test generation costs of ER and ES ATPGs are

reasonable as compared to traditional tests (e.g., in most cases, test generation

costs of an error significance and error rate ATPG methods stay under 2 ∼ 3

times classical ATPG costs) [30, 43]. Test application costs are proportional to

the test set size (i.e., number of test vectors). For classical ATPG, the number

of test vectors is O(NF ) where NF is the number of faults within fault space F .

In our ER and ES tests, number of test vectors is also O(NF ). In our DCT sys-

tem, NF = 11552 for the non-sequential PE architecture, and NF = 2912 for the

sequential PE archtiecture. Note that the actual test set size of an ER (or ES)

ATPG is less than twice that of a classical ATPG [30,43].

Thus test application costs of ER and ES ATPGs are also similar to the clas-

sical ATPG, and with reasonable testing costs, we obtain significant portion of

acceptable systems, which leads to better yield rate.

4.5.3 Increases in Yield Rate

Based on a simple probability model, we can estimate the effect of error tolerance

on the yield rate. We employ the Poisson statistics in our analysis [7]. Let us

assume that faults are distributed uniformly on a wafer which is used to fabricate

a chip. Also let us assume that SSA0 and SSA1 are equi-probable, that is, PSSA0 =

PSSA1 where PSSA0 and PSSA1 are the probability of SSA0 and SSA1, respectively.

In this case, the probability of having k faults is given by the Poisson probability

mass function

Pλ(Z = k) =
e−λλk

k!
, (4.14)
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where Z is a random variable which represents the number of faults within some

area of a wafer. In the traditional testing, only system without faults contribute

to the yield rate (Yr), which can be measured as P (Z = 0) = e−λ. But our new

testing scheme allows systems with a single “acceptable” fault to be considered

acceptable. Thus yield rate is increased by P (Z = 1)PA where PA is the percentage

of acceptable single faults, and the new yield rate (Y new
r ) is measured as P (Z =

1)PA + P (Z = 0). Note that for given yield rate (Yr = e−λ), we can compute λ

and P (Z = 1).

In Table 4.3, we provide results for Y new
r vs. Yr for the DCT circuit we consid-

ered when reasonable parameters (i.e., Q and Rth) are applied. Our result shows

significant yield rate increases. For example, in the early stage of a chip production

which has very small traditional yield rate, e.g., 20%, we can have an additional

20.8% acceptable chips, which means doubling the yield rate (refer to Table 4.3).

Also in a very late stage, e.g., 80% traditional yield rate, we still have additional

11.5% more yield rate.

Yr Y new
r

Y new
r

Yr

20 40.8 2.04
30 53.3 1.78
40 63.7 1.59
50 72.4 1.44
60 79.8 1.33
70 86.1 1.23
80 91.5 1.14
90 96.1 1.07

Tab. 4.3: Original yield rate (Yr) vs. new yield rate (Y new
r ) in % due to tests considering

error tolerance for the DCT system with a non-sequential PE; Q = 1 and
Rth = 0.0001

84



4.6 Conclusion

We presented a general framework for analyzing linear transforms followed by

quantization. We estimated faults’ impact on the system, by analyzing quantiza-

tion block and linear transform block separately. Faults in the linear transform are

modeled as errors added to the output of transform. More specifically we chose the

DCT as a transform of interest, and introduced metrics and perceptual thresholds

for acceptable degradation, which enables categorizing chips into acceptable and

unacceptable. Using these, we proposed a general fault analysis for this system.

Our results showed that a significant fraction (e.g., over 50% in some cases) of

interconnection faults within a DCT system are acceptable in a JPEG encoder

operating at any of its available compression rates. We also proposed a systematic

testing method which uses a composite of error rate and error significance metrics

of submodules. Our results showed that our testing method provides significant

testing coverage (i.e., over 98%), and can achieve significant increases in yield with

relatively low testing costs.
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Chapter 5

Conclusion and Future Work

In this thesis, we propose a system-level error tolerance scheme for the key com-

ponents in multimedia compression systems, i) a linear transform combined (e.g.,

DCT) with quantization and ii) a motion estimation. In both components, we

first presented general frameworks for estimating faults’ impact on the system,

and evaluated the impact using those. Note that we dealt with SSA faults in the

DCT, and soft errors due to voltage over scaling in the ME. In a DCT system, we

show that a significant fraction (e.g., over 50% in some cases) of interconnection

faults within a DCT system are acceptable in a JPEG encoder operating at any

of its available compression rates. To exploit that error tolerance, we introduced

a systematic testing which uses error rate and error significance as key metrics.

This shows quite accurate testing quality and leads to significant increases in yield

(i.e., as much as double the original yield in some cases) with relatively low testing

costs. In a ME system, we first show that the input voltage to the ME can be

reduced under normal operating voltage because of the tolerance to soft errors in

ME. Then we model system level performance degradation as a function of input

voltage and input characteristics, which enables us to reduce power consumption
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in ME (e.g., 37% power saving). We also generalize this work by introducing a

framework to use multiple low complexity metrics for ME. This framework con-

siders the trade off between complexity and ME system performance degradation.

Within this framework, we discuss (i) desirable characteristics for these metrics,

(ii) how to estimate complexity-degradation characteristics, and (iii) how to com-

bine multiple metric computations to estimate best motion vector (MV). As a case

study, we apply above framework to the combination of voltage over scaled (VOS)

and sub-sampled (SS) metrics as well as newly introduced two SSVOS metrics. We

introduce a new two metric system whose performance is better than combination

of VOS and SS metrics (87% power saving with less than 2% degradation).

As future work, we first can extend the DCT approach to other transforms

such as wavelet transforms. We can also pursue low power DCT considering the

tolerance to soft errors in a DCT cases. As for ME, we can perform more re-

search on error modeling for other low complexity metric computations, and we

can analytically investigate the effect of different ME algorithms.
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Appendix

Advantages of positive biased estimator

In this appendix we prove that a positive biased estimator of each SADi is an
efficient tool to minimize degradation. We make the following assumptions. First,
we use general error models of metric computations and the MV estimation ap-
proach in Fig. 3.3 (b), without specifying any estimator of each SADi. Second, we
assume that unknown deterministic parameters SAD1, ..., SADN are in ascending
order (SAD1 < ... < SADN). Third, as in Section 3.3, we assume that our metrics
have small estimation errors for SAD1 as compared to other SADs, i.e., errors
tend to be smaller for small magnitude SADs.

For each candidate vector i, ŜADi is obtained from M computations, which

has estimation error Êi = ŜADi − SADi. That error as well as ŜADi have distri-
butions which depend on the estimator and error models of SAD computations.

Define conditional probability mass function (pmf) of ŜADi as fi(yi) = P (ŜADi =
yi|SADi) and Fi(yi).

Now ESAD can be computed as follows.

ESAD =
N∑

j=2

(SADj − SAD1)P (Î = j), (5.1)

where P (Î = j) can be defined as

P (Î = j) =

∫ ∞

−∞

∫ x1

−∞

∫ ∞

xj

...

∫ ∞

xj

f1(y1)fj(yj)f2(y2)...fN(yN)dyN ...dy2dyjdy1.

(5.2)
And P (Î = j) can be written as

P (Î = j) ≈ Fj(γ)
N∏

i=2,i 6=j

(1− Fi(γ)), γ = E(ŜAD1) (5.3)
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Here it is clear that minimizing P (Î = j) for each j leads to minimizing ESAD,
where this approach for “each j” is reasonable because a SAD estimator in the
current framework is for “each j”. Also it is shown that a decrease in Fj(γ) leads

to a decrease in P (Î = j) (See below for details). If we decrease each Fj(γ) by

factor of α < 1, P (Î = j) can be rewritten as follows.

P (Î = j) ≈ αFj(γ)
N∏

i=2,i 6=j

(1− αFi(γ)), (5.4)

which monotonically decreases as a function of α, if following holds:

N∑

k=2,k 6=j

Fk(γ) <
1

2αmax

, αmax = max(α) < 1, (5.5)

where it usually holds for the current choice of ME algorithm, i.e., EPZS has
very small N .

In summary, small Fj(γ) for each j > 1 is a necessary condition for minimizing
ESAD. The same conclusion also can derived in the sense of minimizing Perr which
is defined as probability of Î 6= I and can be written as follows.

Perr = P (Î 6= I) ≈ 1−
N∏

j=2

(1− Fj(γ)) (5.6)

Based on definition of Perr, it is obvious that the same condition holds as a neces-
sary condition for minimizing Perr. Thus we need to find combination of metrics
with a proper estimator which minimizes Fj(γ).

To minimize Fj(γ), small γ = E(ŜAD1) and small Fj(x), j > 1 are needed

for small x. Clearly, a positively biased estimator for ŜADj has small Fj(x) for
small x, because fj(x) should be biased to bigger x values. A negatively biased

estimator for ŜAD1 ensures small E(ŜAD1). But the same estimator should be
applied to all SADis. Thus one reasonable solution is a positively biased estimator

but with ŜAD1 ≈ SAD1. Note that we assume our choice of metrics already have
possibility of small estimation errors for small SADi, thus estimators need to
exploit that possibility.
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