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Abstract

With the wide proliferation of mobile devices coupled with the explosion of new mul-

timedia applications, there is a need for adopting a client-server architecture to enable

clients with low complexity/memory to support complex multimedia applications. In

these client-server systems compression is vital to minimize the communication channel

bandwidth requirements by compressing the transmitted data. Traditionally, compres-

sion techniques have been designed to minimize perceptual distortion, i.e., the compressed

data was intended to be heard/viewed by humans. However, recently there has been an

emergence of applications in which the compressed data is processed by an algorithm.

Examples include distributed estimation or classification. In these applications, for best

system performance, rather than minimizing perceptual distortion, the compression algo-

rithm should be optimized to have the least effect on the estimation/classification capa-

bility of the processing algorithm. In this work novel compression techniques optimized

for classification are proposed.

The first application considered is remote speech recognition, where the speech recog-

nizer uses compressed data to recognize the spoken utterance. For this application, a

scalable encoder designed to maximize recognition performance is proposed. The scalable
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encoder is shown to have superior rate-recognition performance compared to conven-

tional speech encoders. Additionally, a scalable recognition system capable of trading off

recognition performance for reduced complexity is also proposed. These are useful in dis-

tributed speech recognition systems where several clients are accessing a single server and

efficient server design becomes important to both reduce the computational complexity

and the bandwidth requirement at the server.

The second application considered is distributed classification, where the classifier

operates on the compressed and transmitted data to make the class decision. A novel

algorithm is proposed which is shown to significant reduce the misclassification penalty

with a small sacrifice in distortion performance. The generality of this algorithm is

demonstrated by extending it to improve the performance of table-lookup encoders. It

is shown that by designing product vector quantizers (PVQ) to approximate a higher

dimension vector quantizer (VQ), a significant improvement in PSNR performance over

conventional PVQ design is possible while not increasing the encoding time significantly

over conventional table-lookup encoding.

Finally, a new distortion metric, mutual information (MI) loss, is proposed for de-

signing quantizers in distributed classification applications. It is shown that the MI loss

optimized quantizers are able to provide significant improvements in classification perfor-

mance when compared to mean square error optimized quantizers. Empirical quantizer

design and rate allocation algorithms are provided to optimize quantizers for minimizing

MI loss. Additionally, it is shown that the MI loss metric can be used to design quan-

tizers operating on low dimension vectors. This is a vital requirement in classification

xviii



systems employing high dimension classifiers as it enables design of optimal and practical

minimum MI loss quantizers implementable on low complexity/memory clients.
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Chapter 1

Introduction

1.1 Motivation

The past few decades have seen networking expand from small local area networks (LANs)

connecting computers in a university or a research lab to form a global network connecting

computers across the entire world. Recent advances in wireless technology have enabled

this expansion to include mobile devices into this global network. This combination of

portable computing with portable communications is changing the way we think about

information processing [69]. LANs were originally deployed for data transfer and remote

access. However in the past decade there are an increasing number of applications which

are targeting delivery of information and multimedia data content. People want to be

able to transmit and receive information independent of computing platform, commu-

nication device, and communication bandwidth (a concept sometimes called nomadic

computing [30]).

This diversity of computing devices and high user expectation has resulted in new

signal processing challenges. Multimedia applications (e.g., speech recognition and video
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streaming) are beginning to enter our everyday life. Although processor speeds are in-

creasing and memory sizes are decreasing, there still is a wide disparity between the

computational/memory capabilities of a mobile device and a desktop computer.

While the aforementioned multimedia applications can be supported for users em-

ploying desktops, mobile devices are severely challenged to support them. A feasible

approach to enable the mobile devices to support these complex multimedia applications

is to adopt a distributed processing paradigm. The mobile devices, although unable to

support the multimedia applications locally, can draw upon distributed resources hosted

on more powerful networked servers to provide multimedia services to the users. In

general, transmission tends to require more power than processing. So, while communi-

cating between the mobile device and the remote server it is essential to use compression

in order to maximize the battery life of the mobile device and minimize the bandwidth

requirements.

Several compression schemes have been developed for multimedia data. Some of these

are FS-10 (CELP), GSM, MELP, AMR, EVRC and the ITU G72x series for voice; mp3,

AAC for audio; JPEG-2000, JPEG and GIF for image; and MPEG, H.26x for video.

These conventional compression schemes have concentrated on efficient representation

(and possibly transmission) of the source data. However, these schemes have been devel-

oped with the assumption that the final target is a human who either views or hears the

encoded data. Thus the primary objective of these compression schemes is to achieve the

best perceptual quality.

However, new multimedia applications, such as, distributed speech recognition

(DSR) [19, 51, 65, 21, 63, 8, 74], content retrieval from an image database [70], or sensor
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networks [32, 13], fundamentally differ in that the acquired data is not seen/heard by

humans but needs to be processed by algorithms [41].

Unlike before, minimizing perceptual distortion may not be the most efficient criteria

in these applications. To ensure better system performance it will be beneficial to tailor

the compression scheme to the specific application. To motivate this concept consider the

communication system shown in Figure 1.1. The client acquires the data x, encodes it

and transmits it to a remote server. The server decodes the received data and estimates

a parameter θ from the decoded data. Since the main (or only) objective of the server

is to estimate θ, the compression scheme need not reliably reproduce x at the server

(for many applications, e.g. DSR, the server is not required to generate a reproduction

of the original data). Instead the compression scheme should be optimized such that

the server can reliably reproduce the parameter θ. Of course if the client had sufficient

computational power and higher domain knowledge then it would likely be more efficient

to estimate θ at the client and transmit it losslessly to the server [24].

In this thesis we consider the cases when the client acquiring the data has limited

computational and memory resources. Hence, it will not be possible to implement the

complex parameter estimator at the client. This is a reasonable assumption because

with increasing proliferation of wireless connectivity, there is a widespread use of wireless

devices with limited computational capabilities. These clients while able to support

some processing, will in general be unable to implement complex algorithms requiring

significant processing and large memory requirements. Also, part of the application

specific knowledge will generally only be available at a centralized location (e.g., complete

database might be unknown or might be too large to be stored at the client).

3



For optimality, the estimator at the server should be modified to take into account the

fact that the data it is receiving has been compressed. This might be possible in certain

applications. However, in general the same estimator will have to work in conjunction

with several different compression schemes, and designing a separate estimator for every

possible compression scheme will not be either efficient or practical. So, in most of what

follows, we assume that the compression scheme works in conjunction with a fixed remote

estimator.

θx

Server

Decoder Estimator/
Classifier

Client

Encoder

Figure 1.1: Distributed estimation system, the client should encodes x such that the
parameter (θ) estimation capability of the server is not degraded.

Consider for example a distributed speech recognition system, where speech is ac-

quired at a (possibly mobile) client (e.g., a PDA or a cell phone) and transmitted to a

remote speech recognizer for recognition. While a simple recognizer can be implemented

on the client, considering the varying ambient environment at the client and the need

to support a large vocabulary continuous speech recognition (LVCSR) it is desirable to

implement a complex recognizer capable of handling these requirements. While the client
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cannot host such a complex recognizer1, it is possible to implement the recognizer at the

server (unlike the client it is assumed that the server is not a mobile device and is hosted

on a computer with sufficient computational and memory resources). The straightfor-

ward method of communication between the client and the server is to use a standard

speech encoder to encode the raw speech. However since the speech will primarily be

used for recognition (and not playback, see [12, 49] for methods of reconstructing intelli-

gent speech from features used for recognition), optimizing the compression algorithm to

minimize recognition errors rather than perceptual distortion is more meaningful. Also,

it is desirable to use a single speech recognizer to handle both compressed (different com-

pression schemes could be used) and uncompressed data (the uncompressed speech could

be from land-line telephones). This will enable easy design/maintainance/upgrading of

the system. This requirement makes it unattractive to use a speech recognizer optimized

for a specific compression scheme.

Similarly when a sensor network is considered, the individual sensors acquire data

about a target or environment. To maximize the life of the sensor network (minimize

battery power consumption) the sensors do not communicate with each other. Instead

the sensors transmit the acquired data to a central node. The central node fuses the

received sensor inputs to estimate the required target parameter (e.g., target tracking,

target identification, [32] or source localization [13]), or acquire information about the

environment (e.g. factory, habitat, etc). The objective of the compression scheme at each

1With the current advances in integrated circuits technology it is conceivable that complex recognizers
can be implemented in the clients in the future. However advances in automatic speech recognition
(ASR) technology for e.g., migration from “directed speech” speech recognition to natural language speech
recognition [46] will imply that the computation/memory requirements for speech recognition will also
continue to increase.
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sensor should be to ensure that compression does not degrade the parameter estimation

capability of the central node, rather than to ensure good reconstruction of the sensor

outputs at the central node.

Even when computational resources at the client are not constrained, there are appli-

cations where distributed processing is preferable. In network based applications it is not

practical to distribute the database to every client in cases such as a speech recognizer

based call center (e.g., United airlines flight information, E*TRADE telephone invest-

ing, Pizza Hut ordering system) or voice portals (Audiopoint, HeyAnita to name a few)

where customers dial in to request information. In these examples the database used

for information retrieval is constantly changing and it is preferable to maintain this at a

centralized location. In addition distribution of the database might not be possible for

security reasons, e.g., remote speaker recognition, banking or trading applications.

The main goal of the compression schemes should be to retain the information most

relevant for estimation/classification while discarding the redundant information. Un-

like conventional compression schemes which aim to minimize distortion at a given bi-

trate the requirement on the new compression schemes is a trade-off between estima-

tion/classification performance, bitrate and (possibly) complexity. Ideally the compres-

sion schemes should be designed such that the performance of the estimator/classifier

monotonically increases with bitrate. In addition it is also desirable to have a trade-

off between performance and complexity. Extra processing at the client should improve

the server performance and/or reduce server complexity. Under heavy load conditions

the server should be able to achieve reasonable performance using reduced complexity
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methods, with these methods possibly requiring fewer bits to be transmitted from the

client.

1.2 Distributed Speech Recognition

A block diagram of a speech recognizer is shown in Figure 1.2.

Speech Features Recognition 
decision

Extractor

Speech Recognizer

Pattern
Recognizer

Feature

Figure 1.2: A typical speech recognition consists of a feature extractor the output of
which is used by a pattern recognizer to make the recognition decision.

It consists of two parts

• A feature extractor (typically, Mel frequency cepstral coefficients (MFCC)) and

• A pattern recognizer (typically, hidden Markov models (HMM)).

Most of the computational complexity of the speech recognizer is in the pattern recognizer,

while the low complexity feature extractor can be implemented even on simple mobile

devices. By moving the feature extractor onto the client we get a distributed speech

recognizer (DSR) (where now the recognition computation is distributed between the
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Pattern RecognizerDecoder
Extraction

EncoderFeature

Client Server

Speech Recognition

Decision

Figure 1.3: A distributed speech recognizer. The client extracts the features encodes and
transmits it to the server which decodes it and uses for recognition.

Decoder
SpeechSpeech

Encoder Extraction
Feature

Client Server

Speech Recognition

Decision
Pattern Recognizer

Figure 1.4: A client-server based speech recognition system using a conventional speech
encoder to compress the data. Note that unlike a DSR system the feature extraction is
done at the server.
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client and the server). This is shown in Figure 1.3. There are several potential advantages

of using this architecture over the more straightforward method (Figure 1.4) which uses

a conventional speech encoder at the client, namely,

• Improved recognition performance

• Robustness to noise

• Scalability (see Section 1.3)

• Distribution of computation between server and client

• Error protected lossless channel for communication

The advantages of using a network based speech recognizer over using a local speech

recognizer in the client are

• Complex acoustic models can be used

• Complex language models can be used

• Multi-modal recognition can be implemented

• Easy integration with spoken dialog applications is possible

• Easier maintenance of the system is possible by having a centralized system

• Increased security (database stored at central server)

Compression is vital to minimize the bandwidth requirement between the client and

the server. DSR speech encoders operate directly on the features used for recognition.

The advantage of operating directly on the features is that only the information relevant
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to the speech recognizer needs to be encoded, unlike in conventional speech encoders

which operate on the entire speech waveform. For example, speech recognition in cars

has to overcome noise generated by the vehicle, the radio and (talking by) other occupants

of the car. In addition, the recognition system must also deal with channel errors. Part

of the difficulty in the conventional (non-DSR) system is that the server has to handle

both the environment noise and the channel noise. By using powerful feature level noise

compensation techniques [48, 72] at the client we can minimize the effect of environment

errors and transmit reliable features to the server which now only will have to deal with

the channel impairments. This will ensure that effects of noise are mitigated as soon as

they are encountered.

Additionally, operating directly on the features allows the compression techniques to

make use of the importance of the features for speech recognition. Furthermore, DSR

speech encoders are able to achieve better rate-performance trade-off when compared to

conventional speech encoders. Finally, the DSR approach eliminates the need of a speech

channel in remote speech recognition and enables the use of an error-protected lossless

data channel instead. This results in better robustness to channel errors.

It should be noted that the complexity of the front end processing is comparable to

the complexity of a conventional speech encoders, so the computational burden at the

client is not adversely affected by moving the front end processing onto the client.
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1.3 Scalable Compression for Classification

To motivate the necessity for scalable compression for classification, consider the example

of a 2 dimension classifier shown in Figure 1.5. The probability distribution function

(pdf) of class 1 is f1(x0, x1) = N(2.0, 1) ∗ N(0.5, 1) and the pdf of class 2 is f2(x0, x1) =

N(−2.0, 1) ∗ N(−0.5, 1). In the figure, the diagonal line represents the optimal Bayes

classifier (for equal variance Gaussians, this is the line perpendicular to the line joining

the means of the 2 classes) which is the optimal classifier achieving minimum probability

of misclassification.

It is apparent that for classification the dimension x0 has better discrimination power

than dimension x1. For example, if we were to use only x0, the optimal classification

boundary would be the y-axis while using only x1 implies that the x-axis is the optimal

classification boundary. The increase in the probability of error over the optimal Bayes

classifier when only one dimension is used is obviously more when we use only x1 than

when we use only x0.

This unequal discrimination power can be exploited to design a trivial scalable clas-

sification system. At first we send only x0, i.e., the more important (for classification)

coefficient and based on the partial classification result at the server we can, if required,

request for x1 from the client. Consider the vector a, we observe that by looking only

at a0 we can say that it is highly likely that a belongs to class 1 and hence there is no

necessity for requesting a1. However, for vector b the class uncertainty is more. Hence

we request b1 in order to make the final classification decision using the entire vector.
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This concept of scalability enables us to use a coarse resolution version of the data in

making our initial class decision. For vectors that are “easy” to classify the initial decision

is highly accurate, however for “difficult” vectors the initial decision can be refined by

using more data to get more accurate results.

a

b

[2.0, 0.5]

[-2.0,-0.5]

optimal Bayes 
classifier

x

x

00a

a

b

b
1

1

0

1

Class 1

Class 2

Figure 1.5: The optimal Bayes classifier for a mixture of two sources with means [2.0, 0.5]
and [−2.0,−0.5]. Notice that x0 has greater discrimination power than x1. By using only
a0 we can be almost sure that it belongs to class 1, however for b which lies close to the
classification boundary both components are required.

To take full advantage of a scalable classification system, the encoder should be lay-

ered [63]. With a non-layered encoder if the current performance is not acceptable a

completely new bitstream (at a higher rate) has to be transmitted from the client. How-

ever, a layered encoder has the property that to achieve full resolution only incremental

bits (lower rate than full resolution) need to be sent and can be combined with the pre-

viously received bits to provide a better reconstruction of the data so as to improve the
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server performance. This can potentially result in a lower average bitrate requirement

for a given performance criteria when compared to a non-layered encoder.

1.4 Classifier-Encoder Dimension Mismatch

Typically the classifier at the server either operates on the entire received data or on long

source sequences. When the encoder also operates on the entire vector being used for

classification it is relatively straightforward to incorporate the effect of encoding on clas-

sification [40, 43, 42]. However, the computational complexity of such a high dimension

encoder can preclude it from being used by low complexity clients. Consider the case

of joint compression and classification. When the encoder and classifier dimensions are

the same then the weighted sum of distortion and Bayes risk [40, 43, 42] can be used as

the total cost in designing the encoder (Bayes VQ). In these cases, the encoder output

corresponds to a reproduction level and a class label, so for some applications the clas-

sifier can be replaced by a table lookup. However, since the encoder operates on high

dimensional vectors it requires high computation complexity and can become a potential

computational bottleneck in the system.

To alleviate the complexity of encoding, in this thesis we consider encoders designed to

operate on sub-vectors of the vector. However, the design of these encoders is complicated

by the fact that each of the encoders independently operate on the sub-dimensions of the

source data while the remote classifier operates on the entire decoded data [61, 62]. For

example, in a DSR system the remote speech recognizer uses the quantized features from

many frames of the utterance to make its decision. Clearly it is not possible to use an
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encoder at the client which has the same dimension as the speech recognizer because

the number of frames, for say a digit utterance, can be around 50 (typically) and 12

features are extracted for every frame; the resulting encoder operating on a 600 dimension

vector is computationally impractical. An alternative solution would be to encode each

feature frame individually using a vector quantizer (VQ) of dimension 12 (or use 12 scalar

quantizer (SQ), one for each feature), this leads to the scenario where it is required that

low dimension encoders have to operate in conjunction with a high dimension classifier.

The crucial difference between designing low dimension encoders to minimize only

distortion and designing low dimension encoders to minimize both distortion and misclas-

sification is that: distortion is an additive separable cost and can be optimized separately

in each of the sub-dimensions. However, misclassification can be defined only for the

entire vector and hence there is no straightforward way of breaking this misclassification

cost into elementary components.

The fact that the classifier uses the entire quantized vector for classification, while,

each of the encoders independently quantize the sub-dimensions (due to computational

constraints), implies that the encoder design in the different sub-dimensions are not in-

dependent of each other. To take this into effect we need to jointly design the encoders.

Information from other sub-dimensions needs to be used to incorporate the effect of mis-

classification during the design of each of the individual encoders. This design method-

ology significantly outperforms an independent encoder design where the encoders are

designed separately to only minimize distortion. The low dimension encoders operating

on the sub-dimensions of the data can be used to get an approximate classification, which

can be used by the classifier to reduce the search space for finding the true class label.
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Thus the encoders not only reduce the bitrate but also aid in the classification. To en-

sure that using a reduced search space will not sacrifice classification performance it is

important that the encoders are designed to approximate the higher dimension classifier

structure (operation).

1.5 Distortion Metric for Classification

Consider applications where the decoded data at the remote server is used only for classi-

fication. In these applications, ideally the quantizer design should be optimized to ensure

that quantization does not increase the probability of misclassification as compared to

when unquantized data was used for classification. However, probability of misclassifi-

cation does not have a mathematically tractable form to enable its use in the quantizer

design. However, it is not apparent that MSE based quantizer design is the optimal de-

sign for classification applications. Hence, there is a necessity to investigate alternative

distortion metrics that are more meaningful than MSE for classification applications.

The goal of classification is to estimate a class label from the input data. Thus it seems

natural to design encoders which preserve this class information, i.e., design quantizers

that aim to preserve the class information present in the unquantized data during the

quantization operation. This would ensure that on average the class label estimated from

the quantized data will be closer to that estimated from unquantized data.

The main difficulties in designing classification optimal quantizers are

• determining relevant distortion metrics, which succinctly encapsulate the effect of

quantization on the class label information
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• designing optimal quantizer algorithms for the new distortion metrics

• providing empirical design algorithms which use training data during design, rather

than being limited to (generally impractical) situations which require knowledge of

probability distributions

In order to address the aforementioned difficulties, in this thesis we consider the

information-theoretic measure of mutual information. Mutual information captures in-

formation contained in the data about the class labels. Hence, we consider designing a

quantizer that can ensure that the loss in mutual information between the data and the

class labels is minimized during quantization. It can be expected that this quantizer will

perform better than MSE optimized quantizers in classification applications.

The additional advantage of the mutual information metric is that it is also defined

for sub-vectors of the entire vector used for classification. Hence design of low dimension

encoders, each of which operate on a sub-vector of the vector used for classification, is

possible. Therefore, not only is the mutual information metric better suited for classifica-

tion applications it can also be applied to design low complexity encoders, which operate

on low dimension vectors. Finally, it is also possible to provide empirical quantizer design

algorithms using labeled training data.

1.6 Outline and contributions of this proposal

The main contributions of this research are

• Novel speech encoder design for distributed speech recognition applications. An alter-

native speech encoding scheme is proposed which instead of minimizing perceptual
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distortion attempts to reduce speech recognition errors. It is shown that the pro-

posed encoding scheme is able to achieve better rate-recognition performance than

conventional speech encoders.

• Scalable speech encoding and Scalable speech recognition. The amount of data re-

quired for recognition should be dependent on the speech utterance. It is shown

that “easy” to recognize utterances use less data, while “hard” to recognize utter-

ances use more data. By using such a data dependent approach the scalable DSR

system ensures that while the recognition performance is not adversely affected the

bitrate required for data representation is reduced.

• Joint compression and classification with encoder-classifier dimension mismatch. A

novel algorithm is proposed to design low dimension encoders, the output of which

is used for classification by a high dimension classifier. The joint encoder design

ensures that independent encoding in each sub-dimension has the least effect on

classification performance.

• Performance improvements in fast table-lookup encoding for image compression ap-

plications. The joint compression and classification algorithm is extended to propose

a refine-able fast encoding technique which improves the PSNR performance of ta-

ble lookup encoders while keeping the encoding time significantly lower than full

search VQ algorithms (V Qfs).

• Sub-dimension based distortion metric for classification applications. The

information-theoretic measure of mutual information is adopted to propose a sub-

dimension based distortion metric. This metric while being defined for sub-vectors
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of the vector used for classification, succinctly captures the effect quantization has

on classification. Both quantizer design and rate-allocation algorithms are proposed

which minimize the mutual information loss incurred due to encoding. It is shown

that use of this metric provides rate-recognition performance improvements over

encoders designed to minimize mean square error.

The speech encoding technique for distributed speech recognition is proposed in Chap-

ter 2. Modifications required to make this encoding technique layered are also presented.

A data dependent scalable speech recognizer is introduced which can be combined with

the layered speech encoder to achieve improved rate-recognition performance and pro-

vides the ability to trade recognition performance for lower computational complexity.

Adaptation techniques to improve the speech recognition performance by treating the

encoder variability in DSR systems as a train-test mismatch are presented. In Chapter 3

the joint encoder design for low dimension encoders working in conjunction with a high

dimension classifier is proposed. Both a parametric design, which can be used when the

source pdf is known, and an empirical design are proposed. In Chapter 4 the joint en-

coder design proposed in Chapter 3 is extended to improve the PSNR performance of

table lookup VQ encoders. It is shown that by designing product VQs to approximate

a higher dimension structure, encoding complexity can be reduced significantly without

significantly sacrificing the PSNR performance when compared to full search VQ algo-

rithms. A sub-dimension based distortion (mutual information loss) metric applicable

for encoder design in classification applications is presented in Chapter 5. Empirical al-

gorithms are provided for both quantizer design and rate-allocation. The rate allocation
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algorithm is applied to a distributed speech recognition task to demonstrate the improve-

ments possible with the proposed technique. Finally in Chapter 6 extensions and future

work are described.
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Chapter 2

Distributed Speech Recognition: Speech Encoding and

Scalability

2.1 Introduction

Speech recognition is important to enable mobile devices to support speech driven appli-

cations While a simple recognizer with a small grammar can be implemented on typical

mobile devices, e.g., mobile phones, PDAs, large vocabulary continuous speech recognition

(LVCSR), with vocabulary size > 10, 000 words, requiring bigram or trigram language

models are generally too expensive computationally to be performed at the mobile de-

vices. One method to overcome this computational bottleneck is to adopt a client-server

architecture where the mobile device (client) makes use of network resources to support

speech driven applications. We consider here the distributed speech recognition (DSR)

system shown in Figure 1.3, where speech is acquired at the client and then transmitted

to a remote recognition engine. Other examples where a client server architecture is use-

ful include distributed web applications where a single centralized recognition database

is kept for security or scalability reasons [4].
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Given the reduced channel bit rate available in typical applications (especially mobile

ones) compression will be required to transmit speech to the remote recognizer. The

choice of encoding algorithms influences both (i) recognition performance and (ii) system

operation. It also necessitates the speech recognition system to take into account the

encoder variability. These are discussed in detail below.

2.1.1 Recognition Performance

The goal of the speech encoder used in a DSR system should be to have the least effect

on recognition performance for a given bitrate. Current speech coding techniques focus

on preserving the perceptual quality of the speech. Their design is motivated by the fact

that the decoded speech should sound as “similar” as possible to the original speech. It

has been observed that speech encoded with conventional speech encoders significantly

degrades the recognition performance [19, 65]. Thus when the ultimate (or primary)

objective is recognition, rather than playback, it is desirable for the speech encoder to

minimize recognition errors rather than perceptual distortion.

In our approach we assume that Hidden Markov Model (HMM) [47] based recognizers

are being used with a Mel Frequency Cepstral Coefficient (MFCC) [18] front end. As in

previous work [19, 51] we assume the client extracts the MFCCs and then compresses

the coefficients to transmit them to the recognition engine. We present a complete com-

pression algorithm based on scalar quantization, linear prediction [51], entropy coding

and coefficient pruning. Unlike previous work [19, 51], our coding algorithm is scalable,

that is, it is possible to reduce the coding rate (for example if the channel conditions

worsen and additional channel coding is needed), at the cost of some decrease in the
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recognition performance. Scalability is achieved by changing the quantization step size

to reduce the number of coefficients transmitted. In addition to scalability, the proposed

technique achieves similar recognition performance at lower rates, and with significantly

lower complexity, than previously proposed approaches.

2.1.2 System Operation

With widespread deployment of DSR we can expect that servers will have to serve sig-

nificant number of clients. As the number of clients increases, designing efficient servers

becomes more important since increasing the number of clients that can be supported

by a single server will contribute to lowering the overall cost. Supporting large number

of clients not only places computational demands on the server but can also significantly

increase the network traffic that the server has to handle. A novel method to tackle both

these problems is by using scalable recognizers along with scalable encoding schemes.

This scheme is shown in Figure 2.1. The initial low complexity recognizer operating on

coarse data can provide the likelihood of each of the possible outcomes. This information

can be used to constrain the search in the high complexity recognizer to only the most

“likely” outcomes and use the high resolution data to provide the final recognition result.

Often the low complexity recognizer itself can make the final decision, i.e., the number

of potential classes is only one, implying that the high complexity recognizer need not

be used and the server will not request the client for the enhancement data (effectively

reducing the network bandwidth at the server).

Multi-pass speech recognizers have been previously proposed [38]. These schemes iter-

atively use more and more complex recognition schemes (more complex acoustic models,
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Figure 2.1: Scalable recognition system. The top figure shows the conventional DSR
system. The number of clients that the server can handle is limited by the server com-
putational capabilities and the server bandwidth. The bottom figure shows the proposed
scalable system wherein the computational requirements as well as the bandwidth at the
server are reduced. In the scalable system the enhancement data is requested by the
server only if the low complexity recognizer cannot make the recognition decision.
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language models, increased knowledge) to refine the word lattices produced by the pre-

vious stage. However the successive recognition stages all operate on the same data. In

our scheme while the successive stages refine the lattice produced by the previous stage,

the successive iterations operate on data at different resolutions, i.e., with each addi-

tional iteration more data is requested from the client and successive stages operate on

higher resolution data. This multi-resolution representation of the data by the encoder

can potentially give insights into the amount of information required to achieve a given

recognition performance.

To take full advantage of the recognizer scalability we require a scalable-layered en-

coder, which will enable reduced bandwidth requirements at the server. Thus the scalable

system will have the flexibility of trading off complexity, bitrate and recognition perfor-

mance. If we were to use a non-layered encoder the bitrate required for the fine layer will

be high (since the fine layer encoder does not make use of the fact that the coarse layer

has already been transmitted). To reduce the bitrate required for the fine resolution we

require a layered encoding scheme where additional refining bits are combined with the

already received coarse layer to derive the fine resolution data. Previous work on scalabil-

ity in predictive coding [55] has addressed the issue of designing a layered coder for video.

However this approach requires knowledge (or modeling) of the prediction error pdf. We

modify our proposed MFCC encoder and propose a novel scalable encoder motivated by

the multiple description encoder design (using a fine and coarse DPCM loop) proposed

in [59]. Our proposed scheme can easily be combined with the predictive coding design

proposed in [55] if the prediction error pdf is modeled. In the proposed scalable-layered
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encoder the fine layer encoder uses the information present in the coarse layer and only

transmits additional bits required to achieve the desired quality.

2.1.3 Encoder Variability

The European Telecommunications Standards Institute (ETSI) has standardized the

front-end and the encoder for use in DSR systems (AURORA [21]). However, given

that processor speeds are increasing constantly and memory size and cost are decreasing,

it is to be expected that other encoders will be proposed and used in DSR systems. In

addition there are several different compression algorithms that have been developed for

traditional speech encoding. These include the traditional waveform based coders: PCM,

and AD-PCM; and the linear prediction based coders CELP, MELP, G.723, G.728, G.729,

GSM, EVRC and AMR. Scalable encoders further introduce more encoder variability.

The choice of speech encoder used by the client may be made dynamically depending on

the computational resources/load at the client and the quality of service (QoS) it wishes to

provide the user. Hence it is highly unlikely that a single encoder will be used for all DSR

applications. The encoding operation can be viewed as a train-test mismatch, i.e., from

the speech recognizers perspective the encoder has corrupted the acquired speech wave-

form. This will obviously result in a degradation of the speech recognizer performance

(assuming that the models at the recognizer were trained with uncompressed speech).

This mismatch can be compensated by using robust adaptation techniques such as Maxi-

mum Likelihood Linear Regression (MLLR) [73] or Bayesian adaptive techniques [25, 31]

by modifying the reference models using the observed (compressed) MFCCs as shown in

Figure 2.2.
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Figure 2.2: A remote speech recognition system. Several clients communicate with a
single server. The clients could use different compression schemes to encode the speech
data. The models at the server are adapted to ensure that the adapted models are more
likely to have produced the observed data.
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The rest of chapter is organized as follows. We begin by explaining our proposed

speech coder for DSR in Section 2.2. The modifications required to convert this into a

layered speech coder are presented in Section 2.3. The details of the scalable DSR sys-

tem are presented in Section 2.4. Compensation of encoder variability by using model

transformation is explained in 2.5. Section 2.6 provides details of our experiments for the

non-layered and the layered encoding scheme and the experiments performed to compen-

sate for encoder variability. Results of the different schemes are presented in Section 2.7

and finally conclusions and discussion is in Section 2.8.

2.2 Compression of MFCCs

The encoding algorithms presented in this section were developed assuming that the

feature vectors used by the speech recognizer are 12 MFCCs derived from every frame

of the speech utterance. However, these results can be easily extended to cases where

the number of MFCCs in a frame is not 12, or when derivatives are used along with the

MFCCs.

MFCCs computed from speech are represented by floating point numbers (32 bits

precision is typical). Clearly, it is to be expected that reductions in the precision through

quantization will be possible without affecting the recognition performance. In addition,

the MFCCs are derived from speech utterances that have been segmented using over-

lapping Hamming windows. Due to this overlap it is reasonable to expect that MFCC

sets corresponding to adjacent frames will exhibit high correlation. We exploit this cor-

relation by using linear prediction, where a given MFCC in a frame is predicted from
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the corresponding MFCC in one or more past frames. Single-step prediction seems a

reasonable choice given that the time overlap occurs only between adjacent frames, and

indeed our experiments showed that the gain in applying multi-stage prediction was lim-

ited. Thus, in what follows we consider only single step linear prediction, where each

MFCC is predicted only from the corresponding MFCC in the previous frame. Note that

while quantization of MFCCs for speech recognition has been previously considered in

[19] and [51], our approach provides better performance at similar or lower complexity.

For example, [19] uses scalar quantization (uniform and non-uniform) and product vector

quantization (VQ) techniques but does not use either entropy coding or linear prediction.

In [51] a one step linear prediction is used along with a 2-Stage VQ that achieves a fixed

rate of 4 kbps. This approach lacks scalability and uses an encoder that is significantly

more complex than the approaches we present here. Finally, neither [19] nor [51] em-

ployed entropy coding, which, as will be shown, can improve further the compression

gains at low bitrates.

To quantize the MFCCs (or the prediction errors after linear prediction) we use two

different scalar quantization techniques, namely, entropy constrained scalar quantization

(ECSQ) [14] and uniform scalar quantization (USQ). In the ECSQ approach the quantizer

is designed by minimizing, for each input in the training set, a cost function of the form

C = D + λ ∗ R where D and R are the distortion and rate, respectively, and λ is a

Lagrange multiplier, which is a non-negative real number that is used to control the rate-

distortion trade-off. Given that the statistics are different we designed different quantizers

for each MFCC. Moreover, different quantizers were used depending on whether the

coefficient was coded directly, or the error after linear prediction was coded instead. As a
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simpler alternative, we used USQ to quantize the prediction errors after linear prediction.

The same quantization step size can be used for all the coefficients if the prediction errors

are divided first by their corresponding standard deviation, which can be computed during

training.

One of our main goals in designing this system was to introduce scalability and thus

enable a trade-off between recognition performance and bit-rate. A simple approach to

achieve scalability (as shown in Chapter 1, Section 1.3) is to transmit only a subset

of the 12 MFCCs. Thus some coefficients are “dropped” at the encoder, and set to

zero at the decoder so that the recognition algorithm need not be modified, even if the

number of coefficients transmitted varies over time. The relative importance of each

MFCC can be determined experimentally by observing the degradation in recognition

performance over a large training set when each coefficient is dropped. The coefficient

that results in the largest drop in recognition performance when being set to zero is

thus deemed the most important coefficient. For the TI46-Word digit database and the

TI46-Word alphabet database, the coefficients were ordered, from most important to least

important, as 2,3,0,1,6,7,4,8,5,10,11,9 (i.e., 9 would be dropped first, then 11 and so on)

and (0,3,2,1,5,4,7,6,9,8,11,10), respectively. This approach is denoted “ad hoc pruning”

in our experiments.

Since the speech recognizer has been trained with a full set of coefficients, ad hoc

pruning may result in significant loss in recognition, especially when many coefficients are

dropped for each frame. In addition, improving the performance of a pruning technique

may require selecting a different subset of coefficients to be pruned for each frame, which

would then require overhead information to be sent to the decoder. As a simple alternative
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we use USQ with a dead zone (mid-thread quantizer) to quantize the prediction errors for

all coefficients. Scalability is possible by changing the quantization step size: coarser step

size results in lower rate and vice versa, while in the ECSQ case a completely different

quantizer would have to be designed for each rate. Moreover, whenever a prediction error

is quantized to zero we use the predicted value for that coefficient (rather than setting the

coefficient to zero), which tends to affect less the recognition performance than pruning

the coefficient altogether. Thus, USQ offers the advantages of low complexity encoding,

simple design (no training is required) and easy scalability.

It should be noted that different frames can contain different number of non zero

coefficients based on the values of the prediction errors. Since the prediction errors

are scaled by the pre-computed standard deviations and the higher MFCC prediction

errors have larger standard deviations, it is more likely that the prediction errors for the

higher MFCCs be quantized to zero. This is desirable because, as mentioned above, the

lower MFCCs tend to be more important for recognition. The USQ indices are encoded

losslessly with a Huffman entropy coder. Thus the lowest bitrate achievable is 1 kbps

(the minimum is 1bit/coefficient, which corresponds to 12bits/frame, with one MFCC

frame being computed every 12 ms). To achieve lower bitrates, a bitmap is transmitted

to the decoder to indicate the position of the non-zero coefficients in every frame, and

the non-zero coefficients can be entropy coded by the Huffman coder. The bitmap is

efficiently encoded using run length coding.
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2.3 Scalable Predictive Encoding

In the previous section it was shown that by using one step linear prediction and uniform

quantization of the MFCCs good recognition performance can be achieved. The coding

algorithm was able to trade-off recognition performance for reduction in rate. However,

it had the disadvantage of not supporting incremental refinement in recognition per-

formance, i.e., the recognition achieved at a low rate could not be improved by using

refinement bits. Instead to improve the recognition the encoded bitstream corresponding

to the finer resolution had to be received. To overcome this drawback we propose a lay-

ered scheme which uses a coarse and a fine DPCM loop. The output of the coarse DPCM

loop corresponds to the base layer and the output of the fine DPCM loop corresponds to

the refinement layer. In the most straightforward approach the enhancement layer can

be constructed by encoding the quantization error introduced by the coarse DPCM loop,

as shown in Figure 2.3. However when this approach is used the bitrate required for the

enhancement layer was comparable to that required for an independent fine DPCM loop.

The alternative approach which we adopted was to maintain both the coarse and fine

DPCM loops and use information from the coarse loop to enable better compression of

the fine loop prediction error, as shown in Figure 2.4. We propose a novel scheme to

encode the fine layer DPCM prediction error based on the consistency criteria proposed

in [59]. In the next section we explain the use of consistency criteria to enable reduction

of the bitrate required for the fine DPCM loop. In the subsequent section we describe

context dependent entropy coding which can be used to further reduce the bitrate.

31



+
-

+

+
-

+

++ -

Predictor

Quantizer

Quantizer

r

Predictor

1iê

e
2iê2i

i e1i

i

u

Figure 2.3: A layered DPCM scheme where the top DPCM loops encodes the quantization
error of the bottom DPCM loop.

+
-

+

+
-

+

Quantizer

Predictor

Quantizer

Entropy
Coder

Entropy
Coder

Predictor

u

E

e

i

i êi

Êi

i

I

i

i

i

ûi-1

Ûi-1

Figure 2.4: The proposed layered DPCM scheme, where two independent DPCM loops
are maintained. The quantized prediction error is used by the fine DPCM quantizer to
find the valid bins. The entropy coder uses the predictions from both loops to determine
the context.

32



2.3.1 Consistency Criteria for Independent DPCM Loops

For input sample ui let ei and Ei be the prediction errors of the coarse and fine loop

DPCMs (refer to Figure 2.4). Then

ei = ui − αûi−1, Ei = ui − αÛi−1

⇒ Ei = ei + α(ûi−1 − Ûi−1) (2.1)

where ûi−1 and Ûi−1 are the reconstructed samples of the coarse and fine loop DPCMs

(as shown in Figure 2.4) and α is the prediction weight. Let zi = (ûi−1− Ûi−1), and given

that ei ∈ [ak, bk], the interval Rc in which Ei has to lie can be found as

Ei ∈ Rc = [ak + αzi, bk + αzi] (2.2)

Rc
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Figure 2.5: Overlapping shifted quantizers. Using information from the coarse reproduc-
tion the number of potential bins for Qf is reduced. Only the bins of Qf which overlap
the region Rc are valid. The valid bins of Qf are highlighted.
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Let Qf be the fine loop DPCM quantizer with N levels, then only the bins of Qf that

intersect Rc are valid choices for the fine DPCM prediction error. This is illustrated in

Figure 2.5 where the region Rc intersects 3 bins (highlighted) of Qf . Hence, by using

knowledge of the interval Rc we can restrict the allowed values in Qf , and thus enable

savings in bitrate. If ∆c and ∆f are the step sizes used in the coarse and fine DPCM

loop quantizer, then the number of valid bins M is at most d∆c

∆f
e + 1. If M << N then

significant savings in bitrate can be achieved.

2.3.2 Context Dependent Entropy Coding

Let ji and Ji respectively, be the quantization index of the coarse and fine DPCM loops

at time i. Context information from previous coarse and fine reproductions can be used

to reduce the number of bits required to encode the current fine DPCM prediction error.

We have already used Ûi−1 and ûi to identify the bins of Qf that are consistent with

the information available (i.e., ûi, û and Ûi−1). bins of Qf . In addition, we can use the

previous reconstructed value of the coarse DPCM loop ûi−1 to bias the probability of

occurrences for the different bins Ji of the fine DPCM quantizer. While ûi−1 by itself

does not provide explicit information, the difference |ûi−1 − Ûi−1| provides information

about bins Ji of the fine DPCM quantizer. Consider the case when |ûi−1 − Ûi−1| is small

if ji = 0, then it is highly likely that Ji = 0 and if ji 6= 0, then it is highly likely that

Ji 6= 0. On the contrary when |ûi−1 − Ûi−1| is large, then it is highly likely that Ji 6= 0.

Using this information we can define two different contexts for Ji

C1) |ûi−1 − Ûi−1| ≤ Tq and ji = 0 ⇒ p(Ji = 0) >> p(Ji 6= 0)
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C2) |ûi−1 − Ûi−1| > Tq or ji 6= 0 ⇒ p(Ji 6= 0) >> p(Ji = 0)

This information can be exploited by using a bitmap to indicate the more probable event

in each context, i.e., in C1 we transmit a “0” if Ji = 0 and a “1” otherwise and in C2

we transmit a “0” if Ji 6= 0 and a “1” otherwise i.e., a “0” is always transmitted in the

bitmap for the more probable event in both contexts. This will ensure that p(0) >> p(1)

in the bitmap. An binary arithmetic coder can be used to encode this bitmap efficiently.

However the encoding complexity of arithmetic coder is high, so instead we use run

length coding to encode the bitmap. This bitmap, can be used by the decoder to find the

positions where the prediction error is zero. So now the encoder only has to transmit the

non-zero coefficients (in addition to the bitmap). Using the information from the coarse

DPCM quantizer to find the valid bins, and the context information from ûi−1 and Ûi−1,

we were able to reduce the bitrate for the enhancement layer compared to encoding the

enhancement layer independently. Specifically, the consistency criteria enabled about

26% reduction in bitrate and the context based entropy coding resulted in an additional

9.5% reduction.

2.3.3 Packetization

In order to minimize the user latency (especially for continuous speech recognition),

speech utterances are accumulated for short durations (e.g., one or two seconds). MFCCs

are calculated and compressed for these accumulated speech segments; then they are pack-

etized and transmitted. Transmission over error-prone transport channels will typically

result in some packets being lost. To mitigate the effect of these losses, frame concealment

techniques, such as insertion, interpolation and regeneration [36, 35] and unequal forward
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error correction techniques [68, 54] can be used. Now it is required that each packet be

independently decodable. Hence, the prediction should be limited to only intra-packet

MFCCs (i.e., the first MFCC vector of each packet is not predicted from the last MFCC

vector of the previous packet). This will obviously result in some loss in compression

efficiency. However, assuming each packet corresponds to two seconds of speech data,

this implies the prediction loop is broken (to insert an independently coded frame) once

every 80th MFCC. This will lead to a very small loss in compression efficiency.

2.4 Scalable DSR System

In this section we present our proposed scalable DSR system, consisting of a layered

encoder (Section 2.3) providing a coarse base layer and an enhancement layer. The

base layer is used by the first recognizer to provide an initial “guess” of the final class. In

general, the complexity of the first recognizer can be reduced by decreasing the complexity

of the acoustic models and/or language models and/or pattern recognition schemes. The

final recognizer makes use of the initial decision (e.g., hypotheses, word lattices) and the

enhancement bits to provide the final recognition decision.

2.4.1 Scalable Recognition

Speech recognition by HMMs has increasing become popular since they provide good

recognition results. However, with complex acoustic and language models, they can

become a computational bottleneck at the server, when the server is accessed by many

clients. The idea here is to consider scalable recognition where we can trade-off complexity

versus accuracy. We consider three different recognition experiments to demonstrate the
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advantages of the scalable distributed recognition system (i) an isolated digits task where

a DTW module is used as a pre-processor for an HMM based recognizer, (ii) a large spoken

names recognition task where a free phone loop HMM recognizer is used as the first stage

and a lattice based HMM recognizer is used in the second stage, and (iii) a continuous

speech recognizer (CSR) for the HUB-4 broadcast news task, where a bigram language

model recognizer was used as the initial state and a lattice based trigram recognizer as the

second state. In all the DSR systems, the client employs a scalable encoder to compress

the MFCC features.

2.4.2 DTW-HMM Recognizer example for Isolated Word Recognition

Consider the simple task of isolated digit recognition. Every unknown utterance needs

to be scored with 10 models before deciding the best match. One method to reduce

the computation would be to speed up the HMM (for example using small model sizes).

Another method, which we adopt in this thesis, is to build scalable recognizers to restrict

the number of the models the recognizer has to operate upon at any time. Usually when an

unknown utterance is scored against the different models, only a few of the model scores

will be high; this fact can be used to eliminate some of the models from consideration.

A low complexity pre-processor can be used to find the N most likely models and the

HMM recognizer can be used to choose the best model from these N models. In our

example system we choose to use a DTW recognizer as the pre-processor. Since the

DTW finds the distance of the unknown utterance from the known templates and the

distance is usually minimum between utterances of the same class, we can use a distance

threshold to find the N most likely models. An adaptive threshold is used for every

37



utterance based on the lowest distance obtained after template matching. Using adaptive

thresholds instead of fixed ones has the desirable feature of selecting more models when

the distance (likelihood) between the best and other models is close, and selecting a few

(sometimes only one) models when the distance between the best and other models is

far. The procedure for recognizing an unknown utterance using the above system is

Algorithm 1 (Scalable Recognizer : System A)

Step 1 : Find the distance D(k) between the unknown utterance and the L templates

using DTW.

Step 2 : Select the models with distance D(k)/D(0) < T .

Step 3 : Use HMM to find the best model among the chosen models in Step 2.

This system is shown on the left in Figure 2.7.

Figure 2.6 shows the average number of models retained after the initial DTW stage

and the probability of word error in the N-best list of the DTW as a function of the

threshold T . The average number of models monotonically increases with threshold and

the probability of word error monotonically decreases with threshold. This fact can be

used to trade-off complexity and recognition-performance. A low threshold would imply

that the WER would be high but the complexity would be low and vice-versa. We observe

that with a threshold of 2.4 we get no word error, however the average number of models

is reduced only from 10 to 8 by the use of the initial DTW stage.

To further reduce the complexity we can use 2 stages of DTW before using the HMM

recognizer. The initial DTW stage uses the MFC coefficients deemed more important to

generate an N1 best list. The second DTW operates on these N1 models and the distance
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Figure 2.6: Observe that the average number of models increases with threshold and the
probability of word error monotonically decreases with threshold. At threshold of 2.4
the probability of word error becomes zero but the average number of models is reduced
from 10 to 8, i.e, a 20% reduction in HMM running time with no difference in recognition
performance. In general it is not required to use a threshold as high as 2.4, a smaller
value between 1.2 to 1.8 will suffice, because utterances very difficult to distinguish by
DTW are most likely to be in error for the HMM also.
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Figure 2.7: The different scalable recognizer schemes used. In System A we use a DTW
as the first recognizer and a HMM as the final level recognizer. In System B we use two
levels of DTW as the first recognizer and a HMM as the second recognizer.

is refined with the remaining MFCCs to generate an N2 best list. The HMM makes its

decision from these N2 models. This procedure is summarized below.

Algorithm 2 (Scalable Recognizer : System B)

Step 1 : Find the distance D(k) between the unknown utterance and the L templates

using m of the M MFCCs.

Step 2 : Select the models with distance D(k)/D(0) < T1.

Step 3 : Refine the distances D(k) for the models chosen in Step 2 using the remaining

M − m MFCCs.

Step 4 : Select the models with distance D(k)/D(0) < T2.

Step 5 : Use HMM to find the best model among the chosen models in Step 4.

This system is shown on the right in Figure 2.7.
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Importance of the MFCCs can be determined by dropping one MFCC at a time

and finding the effect on N best recognition by DTW. The MFCC that introduces

the most error in recognition is declared as the most important and so on. From our

experiments the coefficients were ordered from most important to least important as

[2,3,0,1,6,7,4,8,5,10,11,9]. Note that for both the algorithms the number of models re-

tained at each intermediate step can be variable depending on the unknown utterance.

Also, if at any intermediate step the number of models retained is only one, then the

subsequent recognizers need not be used and the unknown utterance is classified as the

digit corresponding to the retained model. As before, thresholds T1 and T2 can be varied

to trade-off between complexity and recognition-performance. Since the initial stage(s) is

(are) used primarily to speed up the recognition operation, we can use the base layer for

the decision process. During refinement by the HMM the enhancement layer can be used

to enable more accurate representation of the feature vectors. The DTW computation can

be reduced by exploiting the fact that the input data has been predicted and quantized.

If the prediction error for the entire frame is quantized to zero, we do not need to find

the distance of this frame from all the reference frames, instead the distance computed

for the previous frame can be repeated without incurring significant degradation. When

the proposed scalable system is used the computational load at the server is reduced. In

addition this can be advantageous even from the users perspective whenever the DTW

recognizer is able to make the final decision the latency of that specific recognition task

is reduced.
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Figure 2.8: A two stage approach using dictionary lookup for the names recognition
task. When a Levenshtein distance threshold of 2 is used, although the recognized phone
sequence is closer to Glen than Green, the dictionary lookup will ensure that Green is in
the final lattice used for rescoring.

Length of phone sequence Threshold

less than 4 3

4 or 5 4

greater than 5 5

Table 2.1: Threshold used during dictionary lookup is a function of the recognized phone
sequence length. Shorter phone sequences are assigned a lower threshold and vice-versa.
The thresholds were chosen by experiments on the training data.
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2.4.3 Spoken Names Recognition

The isolated digits task is a low perplexity task; we now consider scalable recognition for a

high perplexity task. Consider a two stage spoken name recognizer with dictionary lookup

(Figure 2.8). Such a two stage approach has been used for spelled name retrieval [29],

information retrieval [15], complexity reduction of a phone based continuously speech

recognition system [1] and spoken name recognition [57]. In the first stage a low com-

plexity bigram phone loop is used to identify the N -best phone sequence corresponding

to the input utterance. The next step involves a string match, where each of the N -best

phone sequences is compared to the entries in a dictionary. The utterances corresponding

to phone sequences which have a distance less than a given threshold (the threshold is

usually chosen as a function of the number of phones in the recognized phone sequence,

see Table 2.1) from the recognized N -best phone sequence are selected to generate a lat-

tice. The final stage involves rescoring this generated lattice using more complex acoustic

(triphone) models.

Consider a spoken names recognition task [5, 23], which, among other, is used in

network based applications e.g., directory assistance, caller identification. In these appli-

cations the list of names tends to be quite large, in the order of hundreds of thousands.

Variability in pronunciation further increases the perplexity. The traditional approach

to name recognition has been to use a finite state grammar (FSG), where all the names

(with all possible pronunciation variants) are alternate paths for recognition. For a name

utterance the recognizer evaluates all possible paths and selects the name corresponding

to the most likely path. As the names list grows it is evident that the computational
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complexity increases and the recognition accuracy will drop. An alternative approach

with reduced computational complexity is to adopt a two stage recognizer with dictio-

nary lookup. Figure 2.8 illustrates this approach. The accuracy obtained by the two

stage recognizer for spoken names task is comparable to the conventional single stage

FSG based approach (as shown in [57], where the single stage results are compared to

the two stage recognizer) but results in significant savings in complexity, since the lattice

only consists of a subset of the entire names list. The dictionary used for lookup is a

names dictionary which consists of all possible names along with their pronunciations.

In our experiments we used the Levenshtein (or edit) distance during dictionary lookup

to compute the string match distance between phone sequences. The Levenshtein dis-

tance between phone sequences p1 and p2, LD(p1, p2), is the minimum cost associated in

transforming p1 into p2 by deletions, insertions and substitutions. This two stage names

recognition procedure is summarized below.

Algorithm 3 (Scalable Spoken Names Recognition)

Step 1 : Identify the N -best phone sequences pn
r for the name utterance using a bigram

phone loop, n = 0, 1, . . . , N − 1.

Step 2 : For each of the variable length phone sequences pn
r find the corresponding

threshold Tn from Table 2.1, n = 0, 1, . . . , N − 1.

Step 3a : Initialize i = 0

Step 3b : For name i in the names dictionary find the corresponding phone sequence pi

Step 3c : If LD(pn
r , pi) < Tn, for any n = 0, 1, . . . , N − 1, add name i to the names

lattice.

Step 3d : If there are more names in the dictionary set i = i + 1 and go to Step 3b
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else go to Step 4

Step 4 : Rescore the names lattice using context-dependent models to get the final result.

It will be shown in Section 2.6.3 that this two stage names recognition procedure can

be efficiently combined with the proposed scalable encoder to reduce the overall latency

experienced by the user.

2.4.4 A two-stage continuous speech recognition

As a third example, we consider a more standard continuous speech recognition task

using the HUB4 data. Many practical speech recognition applications are impeded from

using advanced speech recognition techniques due to their intensive computation/memory

complexities. Simpler speech recognition technologies can instead be used. However, they

result in recognition performance degradations. Similar to the two stage recognizer for

the spoken names task, a multi-pass recognition scheme has been proposed [38] which

enables improved speed/accuracy tradeoff by using progressive search techniques. These

techniques use an “early-pass” reduced complexity speech recognizer to reduce the search

space of a “later-pass” more accurate but complex speech recognizer. This procedure can

be repeated iteratively, with each stage result used to constrain the search space for the

next stage.

The early-stage recognizer builds a word lattice1 containing several most likely word

sequences using its low complexity models. The latter-stage uses this word lattice to con-

strain its search space and find the most likely word sequence hypothesis using its more

1We have used the early-pass recognizer to build word lattices. However, our proposed system can
also use progressive search lattices [38].
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Figure 2.9: A two stage multi-pass continuous speech recognizer. The low complexity
early-pass recognizer is used to constrain the search space of a latter-pass more complex
recognizer by generating a word lattice.

complex models. Maintaining a reasonable sized word lattice at the early stage typically

ensures that the “true” most likely word sequence is included in the word lattice, while

only unlikely word sequences are discarded. Thus the word lattice, while constraining

the search pass of the later-pass recognizer, does not significantly degrade its recognition

performance. Hence, this multi-pass procedure ensures that simultaneously good recogni-

tion performance and reduced decoding time are achieved, making them ideal for use in

practical speech recognition applications. Figure 2.9 illustrates a multi-pass recognition

system consisting of two stages.

The multi-pass recognition procedure when a scalable encoder is used at the client is

summarized below.

Algorithm 4 (Multi-pass Distributed Continuous Speech Recognition)

Step 1: Use the base layer data with the early-pass low complexity speech recognizer.

Step 2: Recognize the utterance and dump the word lattice corresponding to it.
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Step 3: Use the enhancement layer data and rescore the word lattice with the high

complexity latter-pass speech recognizer.

(a) Update the acoustic probabilities using the enhancement layer data.

(b) Update the language probabilities using the more complex LMs.

(c) Find the most likely word sequence.

If more than 2 stages are used in the multi-pass recognizer, the 2nd stage also provides

a (more refined) word lattice. The 3rd stage uses this word lattice along with an addi-

tional enhancement layer and so on. It should be noted that the number of recognition

stages required depends on the performance requirements for a given application, and

the confidence in the recognition results of a given stage such as for example determined

by confidence scores. As a consequence, it is possible that just a single stage recognition

with base layer data may be adequate in some scenarios.

2.4.5 Scalable system operation

The most important constraints in the DSR system are

• User delay

• Client bandwidth

• Server bandwidth

• Server complexity

Let us consider how the scalable recognition system we propose can be used to work

under each of these constraints
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2.4.5.1 User delay

When the most important constraint is the time taken between the user speaking and the

result of recognition, we can generate both the base and enhancement layers immediately

and transmit both to the server. The server uses the base layer with the first stage

recognizer and if only one model is present in the N-best list, the result is sent back to

the client; if the N-best list contains more than one model, the enhancement layer (which

is already available at the server) is used by the second stage recognizer to get the final

recognition result. By this method we can reduce the delay experienced by the user, while

keeping low the server complexity. However the client and server bandwidth requirements

will be increased.

2.4.5.2 Client and Sever bandwidth

In bandwidth constrained situations, initially only the base layer is transmitted to the

server. After the first stage (see Figure 2.1), if required, the enhancement layer is re-

quested from the client. As can be seen from this procedure, both client and server

bandwidths can be low, and the server complexity can also be kept low, as long as the

first stage finds the best candidate from time to time. However the absolute delay expe-

rienced by the user can be high (for cases where the first stage is not able to make the

final decision).

2.4.5.3 Sever complexity

Irrespective of all other constraints, we can always ensure that the complexity at the server

is reduced, as mentioned in the above two cases. However when user delay is a constraint,
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the memory requirements at the server will be increased since the enhancement layer will

have to be stored for future use.

2.5 Model Adaptation

In the previous sections it was assumed that the models used by the speech recognizer

which were trained using unquantized features were kept fixed. In this section we investi-

gate the complementary problem of optimizing the speech recognizer to take into account

that it is operating on compressed speech.

One of the major problems for robust speech recognition is the mismatch between

the training and testing conditions. Speech recognition performance, with speech models

trained on clean data, significantly degrades when the test utterances are noisy (channel

noise, ambient environment noise). Similarly the performance is also degraded due to long

term and short term speaker variations. It is well known that speaker dependent mod-

els usually outperform speaker independent models. To improve robustness, techniques

proposed involve (i) finding invariant features; (ii) allowing model parameters/feature

vectors to vary within a neighborhood specified by the training data; (iii) transforming

the models so they are more likely to have produced the observed data; (iv) incorporate

newly acquired application specific data into existing models.

Here we consider an additional source for mismatch, namely speech encoding, which

arises in DSR systems we study, as well as in situations where speech is encoded with

standard speech encoders then remotely recognized. The distortion introduced by speech

encoders can also be thought of as a mismatch between the training and testing conditions.
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It is relatively easy to remove this mismatch by the use of a family of models each

trained with data from different encoding schemes, and choose the one that best matches

the unknown test data. However, such schemes are not attractive since it might not

be possible to have models trained for all different compression schemes, because the

choice of the compression scheme used by the client may be made dynamically depending

on the computational resources/load at the client and the quality of service (QoS) it

wishes to provide the user. Scalable encoders, which could be combined with scalable

recognition schemes (see Section 2.4), wherein the recognition is refined in every pass

with more data (and/or better models) until a satisfactory decision (say in the likelihood

sense) can be made, further complicates the creation of pre-defined models. Depending

on the optimization criteria used for compression (recognition performance or human

perception), more variability in the compression schemes used by the different clients can

be expected.

This mismatch introduced by the choice of different speech compression schemes can

be solved in similar manner as other mismatches. The models at the server can be trained

using clean speech (or a particular compression scheme) and we can alleviate the mismatch

between testing and training phases by the use of model transformation/adaptation to

optimize classification by ensuring that the transformed/adapted models are more likely

to have produced the observed data [60]. Note that simple signal processing techniques

are not likely to be helpful as the distortion introduced by compression is non-linear.

However, adaptation schemes, which operate on the models rather than the input speech

are more likely to be able to reduce the mismatch.
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Two popular adaptation techniques which have been used previously are Maximum

Likelihood Linear Regression (MLLR) [73] and Maximum a posteriori (MAP) [25] estima-

tion. In the MLLR technique a transformation is computed for the means and variances of

the different mixture components after observing the new data. Regression classes are de-

fined to facilitate transformation even when a limited amount of data is observed. MAP

in contrast assumes that model parameters are random and have a prior distribution.

The observed data can be combined with the existing models to obtain new models by

maximizing the posterior density of the models given the observed data. Unlike MLLR,

in MAP we can modify not only the means and variances of the Gaussian mixtures but

can also modify the mixture weights, the initial probabilities and the transition proba-

bilities. For both methods, adaptation can be carried out either in batch mode or in an

incremental manner. In batch mode adaptation (or supervised adaptation) the transcrip-

tion corresponding to the unknown utterance is available. Incremental adaptation (or

unsupervised adaptation) does not require the transcription and the result of recognition

is used as the “true” transcription of the unknown utterance. We used unsupervised

adaptation for MLLR and supervised adaptation for MAP.

2.6 Experimental setup

2.6.1 Experimental conditions

An HMM based recognizer (HTK3.0) was used to test the variable-rate DSR encoder

developed in Section 2.2 and the scalable DSR encoder developed in Section 2.3. In all

our experiments MFCCs were extracted and encoded at the client and the ∆ and ∆∆
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coefficients were derived at the server from the decoded MFCCs and the HMM speech

recognizer used was HTK 3.0..

2.6.2 Isolated digits and alphabet recognizer

The speech utterance was segmented using overlapping Hamming window of length 24

ms, with adjacent windows separated by 12 ms. 12 MFCCs derived from each segment

of the speech utterance were used as features. A left to right HMM with five states

and two Gaussian mixtures was trained with unquantized MFCC front-end data, for

each utterance. Diagonal covariance matrices were used. A five state silence HMM was

used before and after every digit HMM. The baseline performance was determined by

recognizing speech with unquantized MFCCs. The MFCC encoders proposed were tested

with recognition experiments using encoded MFCCs. For comparison, experiments were

also performed on speech which had been coded by different low-bit rate speech encoders

MELP (2.4 kb/s) and FS-10 (CELP, 4.8 kb/s). In this case, MFCCs were computed from

the decoded speech. Better recognition performance may be possible by using waveform

based speech coders (PCM, ADPCM), but these would require much higher bitrates (64

kb/s, 24-40 kb/s). So these high rate speech coders are not considered in this thesis.

Comparison was also done using methods reported in [19] and [51].

The variable-rate MFCC encoder was tested with recognition experiments for two

databases, the TI46-Word digit database, which contains discrete utterances of digits

and the TI46-Word alphabet database, which consists of discrete utterances of letters.

The MFCC encoders proposed were designed based on the front-end data from the digit

database and the same encoders were used for both databases. The HMM training was
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done with 80 utterances from 4 male and 4 female speakers (80 utterances from 8 male

speakers) and the total number of test utterances used was 3320 (1260) for the alphabet

(digit) experiment. Test data were from the same speakers as the training data, but

comprised of different utterances.

The HMM used for the scalable system was the same as above. The DTW templates

were trained using digit utterances from the TI46-Word digit database. One template

per digit was used. The first DTW stage used the 6 most important MFCCs to generate

a N1-best list and the second DTW stage refined this result using the other 6 MFCCs to

generate a N2-best list. The output of the last DTW stage was refined by the HMM.

2.6.3 Spoken names recognizer

For the names recognition task 12 MFCCs and the zeroth cepstral coefficient were ex-

tracted using an overlapping Hamming window of length 25 ms, with adjacent windows

separated by 10 ms. For the context-independent (CI) models 3 stage left to right HMMs

with 8 mixtures per state were trained, and for context-dependent (CD) models 3 stage

left to right HMMs with 4 mixtures per state were trained. The speech corpus used for

testing was the OGI NAMES corpus [17]. This is a collection of name utterances spoken

by different speakers over the telephone. For our experiments we used 4619 names of

which 3498 were unique (i.e., the 1121 names had multiple pronunciations). 6356 spoken

names were used for training and 3000 different spoken names were used for testing. The

top two phone sequences from the phone recognizer were used by the dictionary lookup

to generate the lattice of names for rescoring.
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2.6.4 Continuous speech recognizer for the HUB-4 broadcast news task

The acoustic models were 1128 context-dependent models trained as 3 stage left to right

HMMs with 8 Gaussian mixtures per state. The speech corpus used for training was the

1994 HUB-4 speech corpus. 2200 sec of speech from the 1995 HUB-5 speech corpus were

used for testing2. Both the train and test speech utterances contain significant variability

(background music, different recording conditions and speakers), making this a difficult

recognition task. The vocabulary size was 1300 words. The language models were the

bigram and trigram broadcast news LMs provided by CMU. The number of bigrams and

trigrams were 427 ∗ 103 and 1.8 ∗ 106 respectively. The early-pass recognizer employed a

bigram LM and used the base layer data. The word lattices were generated as HTK SLF

files by retaining the 20 best word sequences and using 5 tokens at every state [73]. The

word lattice was used as the network for recognition by the latter-pass recognizer. The

acoustic probabilities were updated using the enhancement layer data and the language

probabilities were updated by rescoring the word lattice with a trigram LM. The average

number of arcs in the word lattice was 21300. An unconstrained SLF generated from

trigram LMs would have had more than 1.8 ∗ 106 arcs, indicating significant reduction in

decoding time by using the multi-pass recognition system.

2.6.5 Model Adaptation

The model adaptation experiments were carried out on the TIDIGITS corpus using HTK

3.0 speech recognizer, again with MFCCs as the front end. The speech utterance was

2Utterances with significant speech and music overlap were eliminated from the test set. A few exam-
ples of the test utterances are available at http://biron.usc.edu/˜ snaveen/speech examples.
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segmented using overlapping Hamming window of length 25 ms, with adjacent windows

separated by 10 ms. The database consists of variable length connected digit utterances

(1 to 7 digits per utterance). The “train” part of the database consisted of 8623 utterances

spoken by 55 male and 57 female speakers and the “test” part of the database consisted

of 8700 utterances spoken by 56 male and 57 female speakers (the train and test speakers

were different). For every digit context-independent digit models with ten states and

two Gaussian mixtures were initially trained (on the server) using clean speech from the

“train” part of the database. A silence model was used before and after the digit utterance

to take care of the pre and post utterance silence. In addition a short pause model was

used to account for inter-digit short pauses. The testing (using utterances from the “test”

part of the database) was carried out using MELP compressed speech, GSM compressed

speech and the non-layered MFCC encoder. The MFCC encoder was used at two different

rates 2.07 kbps (denoted MFCC-HR) and 1.22 kbps (denoted MFCC-LR). The baseline

performance was determined by using “matched” models for the different compression

schemes, i.e., the training was done using speech encoded by the same method as that

used during the testing phase.

The experiments were carried out for two different settings (i) unsupervised MLLR

adaptation and (ii) supervised MAP adaptation. For the unsupervised MLLR adaptation,

the models were adapted once every 20 utterances. For the supervised MAP adaptation

the original models were adapted for each speaker individually, i.e., part of the testing

data from each speaker was used to adapt the original models to that particular speaker

and the adapted models were used to recognize the test utterances of that speaker.
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The original databases TI46-Word and TIDIGITS contained speech sampled at 12.5

kHz and 20 kHz respectively. However MELP, FS-10 and GSM require the input speech

to be sampled at 8 kHz. One method to overcome this would be to downsample the speech

to 8 kHz, encode the speech and then upsample the decoded speech back to 12.5/20 kHz,

however when this method was used the performance obtained was poor. The reason for

this could be that the spectrum of the upsampled speech is flat from 4 kHz to 6.25/10 kHz

while the spectrum of the original speech was not. To overcome this we can downsample

all the speech (training and testing) to 8 kHz and perform all our experiments using this

downsampled data. Now the training phase also uses downsampled speech to build the

initial models. For consistency the MFCC encoder also was used with the downsampled

speech data.

2.7 Results

2.7.1 MFCC encoder

Tables 2.2 and 2.3 compare the results of the proposed USQ technique to MELP and FS-

10(CELP). It can be observed that while the increase in WER by encoding the MFCCs

is small there are substantial savings in the bitrate. The advantage obtained by encoding

the MFCCs as opposed to encoding speech and extracting the MFCCs from the decoded

speech can be seen by comparing the WER obtained by the proposed USQ technique

to the WER achieved by MELP and FS-10(CELP). It is apparent that although the

proposed USQ technique uses lower bitrate than these speech codecs, it achieves lower

WER than them. This gain in recognition performance and reduction in bitrate required
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is not surprising because the speech coders have been optimized to preserve the perceptual

quality of the speech, while the MFCC encoders are designed to maximize recognition

performance.

Encoding WER Bitrate (kbps)
technique

Unquantized 0.21% -

Proposed 1.26% 1.02
USQ technique

MELP 1.15% 2.4

FS-10(CELP) 4.75% 4.8

Table 2.2: Comparative results for the digits database for different encoding techniques

Encoding WER Bitrate (kbps)
technique

Unquantized 17.34% -

Proposed 18.82% 1.02
USQ technique

MELP 24.85% 2.4

FS-10(CELP) 25.69% 4.8

Table 2.3: Comparative results for the alphabets database for different encoding tech-
niques

Comparing the results obtained with previously proposed techniques, it can be ob-

served from Figures 2.10, 2.11 and 2.12 that the methods proposed in this thesis out-

performed the algorithm reported in [19]. While the recognition performance of a VQ

based technique proposed in [51], is good, this method has the disadvantages of higher

bitrate and higher encoding complexity, when compared with the methods proposed in

this thesis.
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It is also evident from Figures 2.10 and 2.11 that the combined recognition-rate per-

formance of USQ is better than the recognition-rate performance of ECSQ. This indicates

that implicit pruning (by increasing the step size of the quantizers) of the MFCCs gives

better results when compared to ad hoc pruning. The scalability of the proposed methods

can be seen from Figures 2.10 and 2.11, which show the trade off in bitrate vs. WER.

By accepting higher WER, we can operate at a lower bitrate (with more bits available

for channel coding); this feature will be useful in situations such as in wireless communi-

cations where the channel conditions are varying.

The reduction in complexity at the client side by using our method can be seen

from Table 2.4. Running the speech recognizer locally would require significantly more

computation and memory than quantization. For example isolated digits recognition

requires almost a factor of 3 more computation time than USQ.

Speech recognition ECSQ USQ

0.156 s 0.067 s 0.047 s

Table 2.4: Average CPU time (in seconds, on a sun workstation) required to recognize a
utterance from the digit database, and time required to encode it. The times shown for
ECSQ and USQ also include the time for entropy coding, as well as the time required to
compute the MFCCs (also included in speech recognition). The encoding and recognition
times can be expected to be much higher for a portable device.

2.7.2 Scalable DSR system

2.7.2.1 Isolated digits recognition

Figure 2.13 shows the WER as a function of average rate for Systems A & B. For System

B the results for two different ∆c/∆f ratios are shown. The bitrate for the base layer
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Figure 2.10: Recognition performance of the different encoders for alphabet database.
Numbers next to the points indicate the number of coefficients retained. The scalability
of the encoders can be seen by the Bitrate/WER tradeoff. Recognition performance
with MELP was 24.85% and with FS-10 was 25.69%. The recognition performance with
unquantized MFCCs was 17.34%.
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Figure 2.11: Same information as in Figure 2.10 except that the database is the digit
database. WER with MELP was 1.15% and with FS-10 was 4.75%. The recognition
performance with unquantized MFCCs was 0.21%.
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Figure 2.12: Recognition results with techniques based on scalar quantization [19] on
the alphabet database and linear prediction and vector quantization [51] on the digit
database.
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Figure 2.13: Recognition performance for the scalable recognition schemes. The coarse
bitrate is 0.72 kbps. The fine bitrate (Rf ) is indicated in the figure. The baseline WER
of 0.24% is shown as a dotted line.
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Figure 2.14: The time required for the scalable recognition schemes. The baseline com-
putational time of 28 sec is shown as a dotted line. Notice the computational scalability
wherein reduced complexity can be achieved at the expense of WER.

was 0.72 kbps for both systems. Since the first DTW of System B uses only the first

6 MFCCs of the base layer, initially we only need to transmit these, which requires

a bitrate of 0.38 kbps while the other 6 MFCCs require 0.34 kbps. We observe that

the WER is 0.32% and 0.24% at 1.13 kbps and 1.11 kbps for System A and System B

respectively, when compared to the baseline WER of 0.24%. For System B we observe

that the recognition-rate trade-off is better when ∆c/∆f is smaller, however larger ∆c/∆f

provides a superior reconstruction of the enhancement layer enabling lower WER at a

higher average bitrate. Figure 2.14 shows the trade-off in complexity and WER for both

the Systems. Using only the HMM approach we need about 28 sec to recognize 1267

digit utterances (approximately 1400 sec of speech). We reduced the complexity by 21%

and 25% by using System A and System B respectively with no degradation in WER.

However if we are willing to tolerate more error we can reduce the running time by 53%
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(i.e., more than halve the running time) by using System B while incurring a WER of

0.63% (163% increase over the baseline performance).

From Figures 2.13 and 2.14 it is apparent that with the scalable DSR system we

can trade-off either bitrate or complexity vs. WER. The delay constraints, client/server

bandwidth and server computational load will determine the optimal trade-off. The

flexibility of the scalable system is that trade-offs are controlled only by the threshold

of the initial DTW stage(s). By increasing the threshold, we reduce the average bitrate

and the server complexity while incurring a higher WER. If recognition performance is

important then we simply need to increase the threshold.
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Figure 2.15: Names recognition results when CI models are used in the lattice recognizer.
Notice that there is small degradation in performance when the bitrate is above 2500
b/s. However it is apparent that with the proposed variable-rate encoder we can trade-
off recognition performance and bitrate.
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Figure 2.16: Names recognition results when CD models are used in the lattice recognizer.
Notice that there is small degradation in performance when the bitrate is above 2500 b/s.
However it is apparent that with the proposed variable-rate encoder we can trade-off
recognition performance and bitrate.
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Figure 2.17: Results of the names recognition when the proposed scalable DSR encoder
is used at the client. The results are shown for different base layer rates.
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Figure 2.18: Results of the names recognition when the proposed scalable DSR encoder
is used at the client. The results are shown for different base layer rates. When the base
layer rate is 2580 b/s and the enhancement layer rate is 2000 b/s the recognition result
for CD models is the same as that obtained with a variable-rate encoder at a bitrate of
4040 b/s. However since the base layer rate is lower than the full rate of the variable-rate
encoder, the recognition latency experienced by the user is reduced.

2.7.3 Spoken Names Recognition

2.7.3.1 Variable-rate DSR encoder

When the spoken names recognition system is used in a DSR system with a variable-

rate non-scalable encoder, both recognition stages, i.e., the phone loop and the lattice

recognizer operate on the same compressed data. The phone loop is a bigram CI phone

loop. The resulting lattice after dictionary lookup can be refined using either CI or

CD models. The results obtained for these two cases for different bitrates are shown

in Figures 2.15 and 2.16. We observe that in both cases there is small degradation in

performance when the bitrate is greater than 2500 b/s. However it is clear that with

the proposed encoder we can trade-off bitrate for recognition performance. The average

number of names in the lattice when compressed data was used was approximately 1140,
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which is almost the same as when uncompressed data was used, i.e., compression did not

increase the lattice size. Table 2.5 compares the degradation due to compression with the

proposed encoder and Aurora encoder [21]. Notice that the proposed encoder provides

both a lower rate and has a lower WER degradation than Aurora.

Encoding technique CI CD Rate (b/s)

Aurora 0.86 0.77 4400

Proposed 0.33 0.13 4050
variable-rate encoder 0.36 0.47 3600

Table 2.5: Absolute percentage increase in WER for the proposed encoder and Aurora.
Observe that even when the proposed encoder operates at 3600 b/s it is superior to
Aurora.

2.7.3.2 Scalable DSR encoder

When the proposed scalable DSR encoder is used at the client, a base layer and an

enhancement layer are transmitted to the server for every name utterance. Now the

bigram CI phone loop uses the base layer to generate the N -best phone sequence. This

is used by the dictionary lookup to build the list of names for the lattice recognizer. The

lattice recognizer rescores the names list using the enhancement layer data to get the final

recognized name result. Note that the phone recognizer and the dictionary lookup need

not wait for the enhancement layer data to be received.

The recognition results obtained with the above procedure for the names task are

shown in Figures 2.17 and 2.18. Transparent recognition performance (i.e., the recognition

performance was the same as that achieved with uncompressed data) with CD models was

achieved when the base layer rate was 2580 b/s and the enhancement layer was 2000 b/s.

To achieve transparent recognition with our proposed encoder operating with a single
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layer (i.e., in a non-scalable mode) the required bitrate is 4040 b/s (Figure 2.16). In this

case this single layer of encoded data at 4040 b/s is used by both recognition stages.

Let the total user latency be defined as the sum of transmission time and recognition

time. The use of scalable coding enables us to lower the user latency. Assume each name

utterance is put into a single packet (non-scalable codec) or two packets (scalable codec

with two layers). Table 2.6 shows the transmission times of the packets for different

utterance lengths when using an 8800 b/s transmission link (8800 b/s is the maximum

bitrate used by a speech codec on the fundamental channel (FCH) in a cdma2000 c© mobile

network). It can be seen that the transmission time required for the base layer of the

scalable codec is lower than the time required for the non-scalable codec. Hence, the first

stage recognizer can be started earlier in the scalable case. This ensures that the second

stage (lattice recognizer) can also complete faster in systems employing a scalable coder

while achieving the same recognition performance. To illustrate the reduction in user

latency, consider the transmission times shown in Table 2.6. Specifically consider the

case when we are using a multi-pass scheme for both scalable and non-scalable encoding

cases, and the length of the name utterance is 1 sec. For systems employing a non-scalable

encoder, the time required to transmit the data from the client to server is 0.5 sec. Hence,

the first stage recognizer can only be started 0.5 sec after the user finishes speaking. If we

assume, without loss of generality, the speech recognizer works in real time (i.e., it takes

1 sec to recognize an utterance of length 1 sec), then the recognizer completes recognizing

the utterance 1 sec after reception of the data. Hence, the total delay as experienced by

the user is 1.5 sec. However, when we use the scalable codec, the base layer is transmitted

in 0.33 sec. Now the first stage recognizer can be started 0.33 sec after the user finishes
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speaking. As the first stage recognizer is working the server can receive the enhancement

layer. Again assuming the same real time recognition, the total delay for the user is now

1.33 sec. Hence, by using a scalable codec we could reduce the user latency by 0.17 sec.

For different lengths of the name utterance it was observed that on average around 11%

reduction in user latency can be achieved. The successive transmissions in the scalable

case, can be pipelined, if needed. Thus systems employing a scalable coder are faster,

thus reducing the latency perceived by the user, but are capable of achieving the same

recognition performance (albeit at the cost of a small increase in rate).

Table 2.6: Transmission times for scalable and non-scalable codec on an 8800 b/s trans-
mission link. The recognizer is assumed to operate in real-time. Hence time required for
recognition is equal to the length of the name utterance. The user latency is the sum
of the transmission and recognition time. Reduction in user latency for the proposed
scalable encoder is shown in the last row. Around 11% user latency reduction is possible.
Each packet is assumed to have 40 bytes of RTP/UDP/IP headers. If RoHC (Robust
Header Compression) were used the header size could be reduced to 5 bytes.

Length of name utterance 0.5 sec 1 sec 2 sec

non-scalable codec 0.27 0.50 0.95

scalable codec (base layer) 0.18 0.33 0.62

percentage reduction in user latency 10.8% 11.1% 11.2%

2.7.4 Continuous Speech Recognition

When the proposed scalable DSR encoder is used at the client, the bigram recognizer

uses the base layer to generate a word lattice. This word lattice is rescored by a trigram

recognizer which in addition uses the enhancement layer to update the acoustic proba-

bilities. As in the spoken names task, the initial bigram recognizer does not have to wait

for the enhancement layer data to be received.
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Figure 2.19: Recognition results of the multi-pass DSR for the HUB-4 broadcast news
task. Observe that with a base layer rate of 2470 b/s and an enhancement layer of 3230
b/s we achieve the same recognition performance as with uncompressed data. Also the
recognition performance versus bitrate trade-off is clear from the results.
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Figure 2.20: Comparison of trade-off between distortion and percentage WER versus
bitrate. Distortion scale is shown on the left y-axis and percentage WER scale is shown
on the right y-axis. The correlation between distortion and recognition performance is
clearly illustrated.
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The recognition performance achieved for the two stage multi-pass recognizer for

several different base layer rates is shown in Figure 2.19. Observe that with a base layer

rate of 2470 b/s and an enhancement layer rate of 3230 b/s, the recognition performance

achieved is the same as that achieved with uncompressed data. To achieve transparent

recognition with our proposed encoder operating with a single layer (i.e., in a non-scalable

mode) the required bitrate is 5240 b/s. Hence we observer that, while using a scalable

encoder provides more flexibility in the overall system design it only results in an 8.7%

increase in bitrate.

The trade-off between bitrate and recognition performance is also clear from the figure.

For the base layer rate of 2470 b/s, reducing the bitrate from 3230 b/s to 1880 b/s (42%

reduction) results in only a 2.7% relative increase in WER. In Figures 2.18 and 2.19,

the recognition performance with compressed data is sometimes better than with un-

compressed data. The difference in recognition performance for these points from the

uncompressed recognition performance is not statistically significant.

An interesting observation from the results is that the recognition performance

plateaus at different WERs for different base layer rates (with the plateau being higher

for lower base layer rates). This indicates that a certain minimum data fidelity is required

at the initial recognition stage, below which improving the data fidelity only at the later

stages does not enable the system to achieve the same recognition performance as that

achieved by uncompressed data, no matter how high the enhancement layer bitrate is

made. This provides a guideline for selection of bitrates for the base and enhancement

layers. Given that a particular recognition performance is required for the task, this im-

plicitly decides the minimal bitrate that can be used for the base layer. For example in
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the CSR task if the desired recognition performance of the overall system has to be as

good as that achievable with uncompressed features then, from Figure 2.19, we observe

that the base layer rate has to be greater than 2470 bps. However, this also implies that

given the constraint that a particular rate has to be used for the base layer (this can be

due to application/channel constraints) then there is no necessity to use a (high) rate for

the enhancement layer which lies beyond the knee of the recognition performance curve

corresponding to that particular base layer rate. For example, at a base layer rate of 2250

b/s there is no gain in increasing the enhancement layer rate beyond 1940 b/s.

Figure 2.20 shows both the distortion due to compression and the percentage WER

for different bitrates. It is clear that as the bitrate is increased the distortion is reduced.

Similarly, the percentage WER also decreases with increase in bitrate. The two curves

have a similar tradeoff against bitrate. This shows that there is a strong correlation

between distortion and percentage WER. This relationship can be used to predict the

impact compression has on recognition performance.

Another interesting observation from Figures 2.13, 2.17, 2.18 and 2.19 and Table 2.7

is that the bitrate required to ensure that speech recognition performance is not degraded

due to compression is 1100b/s for an about isolated digits task, 2000 b/s for a connected

digits task, 4600 b/s for the spoken names task and 5700 b/s for the CSR task. This

illustrates that the minimum bitrate for transparent speech recognition is strongly task

dependent. In general, more complex speech recognition tasks require higher bitrate. It

will be interesting to analytically quantify the minimum bitrate requirement for different

speech recognition tasks. We leave this as potential future work.
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Encoder Clean Models Clean Models Matched Matched Models MLLR
(ECM ) + MLLR Models + MLLR gain

(EA
CM ) (EMM ) (EA

MM )

Clean 1.88 (7.56) 1.57 (6.57) - - 16.5%
speech

MELP 3.14 (12.07) 2.32 (8.70) 2.70 (10.47) 1.87 (8.53) 26.1%

GSM 2.50 (8.76) 1.73 (7.33) 2.29 (8.61) 1.55 (6.91) 30.8%

MFCC-LR 4.81 (14.78) 2.24 (8.49) 2.70 (10.25) 1.85 (8.08) 53.4%

MFCC-HR 2.10 (8.06) 1.60 (6.82) 2.05 (7.87) 1.58 (6.87) 23.8%

Aurora 1.91 (8.68) 1.32 (6.39) - - 30.9%
baseline

Aurora 2.30 (9.26) 1.52 (7.09) 2.38 (9.48) 1.51 (7.03) 33.9%

Table 2.7: Word error rate (in percentage) for supervised MLLR adaptation. String error
rate (in percentage) is shown in brackets. The improvements in MLLR are decrease (in
percentage) in word error rate with respect to clean model results.

2.7.5 Model Transformation

2.7.5.1 Adaptation with a Single Model

Table 2.7 shows the results for the unsupervised MLLR adaptation experiment. The

Aurora compression scheme is optimized for the front end defined by the Aurora standard,

all other encoders were used with the HTK front end. The results with the Aurora when

no compression is used is indicated as “Aurora baseline”. Note that under clean conditions

(i.e., no compression) the Aurora front end performs better than the HTK front end. We

observe that, consistently for all the compression schemes, MLLR adaptation results in

good improvements in the recognition performance. The results after adaptation are

in fact better than when “matched” models are used. This is because we are using

unsupervised adaptation and updating the models once every 20 utterances, and the

utterances from each speaker are together, so we are benefiting from inter utterance

similarities (as indicated by the improved performance with adaptation on clean speech).
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To ensure that the comparisons are consistent we performed adaptation on the matched

models (shown in column 5 of Table 2.7).

To show the advantage of adaptation with a single model, we can compute the degra-

dation before and after adaptation. These can be evaluated by comparing the recogni-

tion performance with clean models to the recognition performance with matched models

(baseline, no mismatch in training and testing). The single model degradation before

adaptation is defined as D = (ECM − EMM )/EMM ∗ 100, where ECM is the error when

compressed data is used for testing and clean speech is used for training, EMM is the

error when compressed data is used for training and testing. Similarly the single model

degradation after adaptation is defined as DA = (EA
CM − EA

MM )/EA
MM ) ∗ 100 (EA

CM and

EA
MM are defined as above except that adaptation is used). These degradations are shown

in Table 2.8. Observe that there is significant degradation before adaptation for MFCC-

LR. However after adaptation the degradation is reduced substantially. For MFCC-HR,

by adaptation from clean models we get almost same performance as adaptation from

matched models (1.60 % vs. 1.58 % (see Table 2.7)). These results imply that with adap-

tation from a single model we are not only able to reduce the absolute error rates but we

are also able to reduce the degradation from matched conditions (for MELP and GSM

the relative degradation increased but the absolute error rate decreased; for GSM the

relative increase was very small). This result is very significant because it demonstrates

that we do not need encoder specific models to be trained at the server, instead we can

achieve the same performance with adaptation of models trained from clean speech.

The results of the supervised MAP adaptation are shown in Table 2.9. The supervised

MAP results are better than the unsupervised MLLR results as expected. For MELP
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Compression Degradation before Degradation after
Adaptation (D) Adaptation (DA)

MELP 16.30 24.06

GSM 9.17 11.61

MFCC-LR 78.15 21.08

MFCC-HR 2.44 1.27

Aurora -3.36 0.66

Table 2.8: Degradation (in percentage) in word error rate before and after adaptation for
the different coding schemes. The degradation is with respect to using matched models
for each compression scheme.

and GSM, MAP adaptation provides better results when compared to MLLR, however

for the MFCC encoders the MAP performance does not provide as significant a decrease

as for MELP and GSM (in fact for MFCC-LR, the MAP performance was worse than

the MLLR performance). The reason for this could be that while MLLR does not model

the initial parameters as a random vector MAP explicitly does. The MFCC encoder

quantizes the MFCCs directly and this means that the actual distribution of the encoded

MFCCs is not a continuous distribution anymore but a discrete distribution. However

in the MAP formulation the MFCCs are modeled as continuous distributions and the

conjugate distribution which lies in the same class as the original distribution is used

as the prior distribution. Therefore the MAP formulation is no longer optimal and this

could be making MAP less effective than MLLR for the MFCC encoders. Nevertheless,

the improvement by using MAP adaptation is obvious from the results; we get more than

60% reduction using MAP for GSM and MELP. The reductions for the other methods

are also significant.
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Compression Clean MAP MAP
Models (ECM ) (EA

CM ) gain

Clean speech 1.86 (7.54) 0.67 (3.85) 64.0%

MELP 3.12 (12.05) 1.19 (6.06) 61.9%

GSM 2.48 (8.72) 0.91 (4.09) 63.3%

MFCC-LR 4.78 (14.73) 3.34 (10.89) 30.1%

MFCC-HR 2.08 (8.01) 0.91 (4.36) 56.3%

Table 2.9: Word error rate (in percentage) for supervised MAP adaptation. String error
rate (in percentage) is shown in brackets. The improvement for MAP is decrease (in
percentage) in word error rate with respect to clean model results.

2.7.5.2 Encoder Optimized for Recognition

As mentioned before, compression introduces degradation in recognition performance.

The compression degradation can be found by comparing the results with compression to

those obtained with clean speech. The compression degradation before adaptation can be

found as DC = (ECM−EUC)/EUC∗100 and the compression degradation after adaptation

can be found as DA
C = (EA

CM −EA
UC)/EA

UC ∗100, where EUC is the error when clean speech

is used for training and testing (EA
UC corresponds to the case when adaptation is used).

These degradations are shown in Table 2.10 along with the rate required for the different

compression schemes. The rate required by the MFCC encoders is significantly less

than that required by GSM and is less than that required by MELP. However minimum

degradation is introduced by the MFCC-HR encoder among all the compression schemes

(WER only degraded from 1.57 % to 1.60 %). Also notice that after adaptation the

MFCC-LR encoder operating at half the rate of MELP actually provides better results

than MELP. This further justifies our initial claim that compression schemes optimized for

recognition should be used to compress speech used for recognition for better performance.
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Compression Degradation before Degradation after Rate
Adaptation (DC) Adaptation (DA

C) (kbps)

MELP 67.02 47.77 2.4

GSM 32.98 10.19 13

MFCC-LR 155.85 42.68 1.22

MFCC-HR 11.70 1.91 2.07

Aurora 20.42 15.15 3.60

Table 2.10: Degradation (in percentage) in word error rate before and after adaptation
for the different coding schemes. The degradation is with respect to using clean speech
for testing. Uncompressed speech requires 128 kbps and uncompressed MFCCs require
38.4 kbps.

Also note that the MFCC-HR scheme operating at a bitrate of 2.07 kbps has just 1.97 %

degradation (11.70 % before adaptation) over clean speech performance, but the Aurora

scheme operating at 3.60 kbps (the Aurora scheme actually requires 4.8 kbps, but that

includes the 800 bps for energy and C0 both of which are not used in our experiments

and 400 bps for error protection) has 15.15 % degradation (20.42 % before adaptation)

over clean speech performance. Another important point to be noticed from this table is

that consistently for all the encoding schemes the degradation after adaptation is lesser

then the degradation before adaptation, which implies that adaptation is compensating

for the compression mismatch in addition to compensating for other mismatches.

2.7.5.3 Effect of Adaptation Data

It is also important to find the dependency of the adaptation schemes on the amount

of input data required. To find this we used MLLR adaptation in supervised mode and

changed the amount of data used for adaptation. The experiments were carried out for

clean data, MELP, GSM and MFCC-encoded data. The number of speakers in the test
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corpus was 113. The number of utterances chosen per speaker for adaptation was 1, 2,

4 and 8 resulting in 113, 226, 452 and 904 utterances used as adaptation data for the

four different cases. The results of string error rate and word error rate are shown in

Figure 2.21. Observe that with increased adaptation data the error rates decrease for the

different encoders. Using more than 904 utterances provided no further improvement in

performance. One of the drawbacks of the proposed scheme is that improvements are seen

only after sufficient adaptation data has been observed, which may not be practical in

some situations. This is basically a problem of the adaptation schemes (MLLR and MAP)

which we have used here. To overcome this it may be necessary to combine MLLR/MAP

adaptation with other rapid adaptation schemes which can operate with lesser adaptation

data.

2.8 Conclusions

In this chapter we addressed the optimization of a DSR system. We showed that using

speech encoders optimized for recognition rather than perceptual distortion significantly

provides better recognition performance. In practical scenarios where the large number of

clients can severely overload the DSR server, it is desirable to use a scalable system which

provides trade-off between bitrate, complexity and recognition performance. To provide

a multi-resolution compressed stream it is more convenient to work with MFCC encoders,

as now the client has greater flexibility in controlling the input to the HMMs. We showed

that our proposed scalable recognizer combined with a layered MFCC encoder can provide

flexibility in adapting the DSR system to the changing bandwidth requirements and server
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and encoded data.
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load while achieving the best recognition performance possible. Large number of clients

density also implies that the recognizer has to work in conjunction with a variety of

different speech encoding schemes. We showed that conventional adaptation schemes

can be effectively used to reduce the degradation caused by speech encoding. This is

potentially very important in a practical system because now only one set of HMM

models need to be trained at the server, and these models can be reused for other encoding

schemes without significantly degrading the recognition performance. By addressing the

DSR system optimization at the encoder, at the recognizer and at the system level we

can ensure that the system operation is highly robust to user and network conditions.

Each of these schemes gives us more freedom to fine tune the system enabling the DSR

system to be adapted to provide good service to the user while constantly adjusting to

the network and server conditions.
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Chapter 3

Joint Compression-Classification with Quantizer/Classifier

Dimension Mismatch

3.1 Introduction

In the previous chapter a speech coding technique optimized to improve recognition per-

formance was proposed. As mentioned there, one of the constraints on the encoder was

that it should be computationally inexpensive to enable implementation on low power

mobile devices. In order to achieve moderate complexity, the encoder operated making

the best coding decision independently in each MFCC frame. Clearly this does not guar-

antee overall optimality of encoding, given that the HMM operates on sequence of frames

and the recognition decision is based on the entire sequence of frames. To ensure minimal

degradation the entire sequence of frames used for recognition should have been jointly

encoded by the encoder. However this operation is very computationally expensive and

thus independent encoding of the frames remains a better practical approach. Given that

independent encoding cannot incorporate the effect on recognition during the encoding

operation, there is a need to study the problem of low dimension encoders each of which
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encode a sub-vector of a vector and the output of which is used by a classifier which

operates on the encoded vector.

Consider an N dimensional vector x, let the subvectors of x be x1 (of dimension N1)

and x2 (of dimension N2), i.e., x = [x1x2] (Note that for purposes of explanation we are

assuming that x has only two sub-vectors, but the arguments extend to cases when x

has more sub-vectors). Let α1(·) and α2(·) be two encoders which operate on the N1 and

N2 dimensional vectors; let β1(·) and β2(·) be the corresponding decoders; and let δ(·) be

an N dimensional classifier. We consider the distributed classification system shown in

Figure 3.1. At the client the encoders α1(·) and α2(·) independently encode x1 and x2.

At the server the decoded data is combined and used for classification by δ. The problem

we want to solve is that of designing the encoders α1(·) and α2(·) and the decoders β1(·)

and β2(·) so as to ensure that they have the least effect on classification.

u û

α

α

β

β

δ

1

2 2

1

Figure 3.1: Distributed classification system. The dimension of the classifier is greater
than the dimension of the encoders/decoders. The goal of the encoders is to quantize the
data so that it has least effect on classification performance.

To answer this, first let us consider the simpler case where the dimension of the encoder

and the classifier is the same, i.e., the encoder operates on the entire vector being used

for classification. If an N -dimensional Vector Quantizer (VQ) was used to quantize each
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vector then the sum of distortion and Bayes risk can be used as a cost function to design

the encoder [43, 42, 40]. The cost function can be written as

J = (x − β(α(x)))2 + λ
M−1
∑

k=0

M−1
∑

j=0

Cjk1(δ(β(α(x))) = k)P (Y = j|X = x) (3.1)

where α(·) is the encoder, β(·) is the decoder, the classifier δ(·) classifies the vector into

one of M classes ∈ Y , λ is the Lagrange multiplier used to control the trade-off between

classification and distortion performance, Cjk is a nonnegative number which represents

the cost of classifying x as class k when the true class if j and 1(expression) is 1 if

expression is true and 0 otherwise. The VQ so designed (Bayes VQ), to minimize the

cost function J minimizes both MSE and Bayes risk. This design procedure ensures that

the Voronoi regions of the VQ approximate the classification partitions of the classifier.

The same design procedure cannot be used without modification for the case when the

sub-vectors of the vector x are encoded separately. The above design procedure implicitly

relies on the fact that the classifier and encoder dimensions are the same. This can be

observed by observing that the output of the decoder being designed becomes an input

to the classifier. If we want to design an encoder for x1 i.e., a sub-vector of the vector x

being used for classification, the Bayes risk component of the cost function J cannot be

defined because Bayes risk incorporates the classifier δ(·) in its definition and the classifier

cannot produce an output on a sub-vector, i.e., δ(x1) has no meaning.

Bayes VQ outputs, for each input, a quantization index that can be decoded to a

reproduction level and a classification label, i.e., Bayes VQ is actually jointly designing

a classifier and an encoder. In some systems (for example distributed speech/speaker

recognition), we do not have control over the classifier while designing the encoder. Here
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we need to design an encoder that minimizes distortion and classification error given a

fixed classifier. From Equation (3.1) it can seen that Bayes VQ requires knowledge of the

probability density function (pdf) (either true pdf or posterior estimated pdf).

In this chapter we will show how the Bayes VQ design can be modified to take into

account that there is a dimension mismatch between the encoders and the classifier.

We introduce a new technique that jointly designs the encoders for the different sub-

dimensions of the source data given a fixed classifier. By exploiting the fact that the

classifier is already designed we will show that an empirical version of the design can be

obtained. The main difficulty in this design problem is that while RD performance can be

separately optimized in each of the component quantizers (operating on the sub-vectors)

the actual misclassification cost depends on the complete vector. The main novelty of our

method is that we show how information from different sub-dimensions can be combined

to derive a misclassification cost which can be used in the design of the encoders. We

will show that joint design of the encoders, by making use of information from other sub-

dimensions while designing an encoder in a sub-dimension, can achieve improvements in

performance over independent design of the encoders, where each of the encoders was

designed to only minimize distortion.

In this chapter and the next chapter vectors are represented in bold and random vari-

ables are represented by capital letters. X = x implies that the random variable X takes on

the value x. A vector X which consists of P sub-vectors is written as X = [X1,X2, ...XP],

where each of the Xis has dimension Ni and
∑

i Ni = N . We assume that the classifier
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classifies the data into one of M classes Y ∈ {0, 1, ...,M − 1}. In addition we assume

that Cjk the cost of classifying x as class k when the true class if j is

Cjk =















0 if j = k

1 if j 6= k

i.e., we assume that every class is equally important and incorrect decisions have equal

penalty. This implies that Bayes risk is simply the probability of misclassification.

The rest of the chapter is organized as follows, Section 3.2 provides details of the

Joint Product VQ design. In Section 3.3 the experiments and results are presented.

Conclusions are presented in Section 3.4.

3.2 Joint Product VQ design using classification

information

After briefly reviewing related previous work we start our discussion by considering a

parametric algorithm where it is assumed that knowledge of the source pdf is available

(Section 3.2.2). For situations where knowledge of the pdf is not available an empirical

algorithm is derived from the parametric algorithm. The empirical algorithm is presented

in Section 3.2.3.

3.2.1 Previous work

Consider an N dimensional classifier which uses vectors for classification. The classifier

uses the entire vector to make its decision. A typical example would be in image classi-

fication where the input image is divided into RbyR blocks and each block is classified
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(into one of two or more classes). Here the classifier dimension is N = RbyR. If an

N dimensional Vector Quantizer (VQ) was used to quantize each block then the sum of

distortion and Bayes risk [43, 42, 40] can be used as a cost function to design the encoder.

The cost function can be written as (from equation (3.1) with Bayes risk replaced with

probability of misclassification)

J = (x − β(α(x)))2 + λ

M−1
∑

j=0

1(δ(β(α(x))) 6= j)P (Y = j|X = x) (3.2)

Good performance is achieved by this method, and in addition it provides a capability

to trade-off between classification and distortion performance. Since a VQ is used for

encoding the entire vector it suffers from the drawback of high complexity encoding, but

Bayes VQ provides an upper bound on the joint distortion/classification performance for

a given rate, which is useful for benchmarking the performance of other methods.

Design of a fast classification technique [2, 3] has also been reported. The main

goal of this technique is to achieve fast classification of document images on the web for

information retrieval. This technique involves performing all computations off-line and

using table lookup for classification. In addition the use of a weighted distortion measure

based on wavelet coefficients of the original image is shown to provide good improvements

in performance. This technique is targeted for situations where only classification is

required and compression is not an issue. The lookup tables at level N are generated by

using the product of the VQs at level N − 1. The lookup table design involves assigning

every codeword combination from level N −1 VQs to the closest codeword at level N . As

is clear this design involves product VQs and is aiming at minimizing classification error,

which is similar to the problem we are trying to solve (in addition we also try to minimize
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distortion and compress the data). So by incorporating the joint design of the product

VQs (presented in Section 3.2.2 and Section 3.2.3) into the design of the lookup tables we

can potentially improve the classification performance achieved by the fast classification

technique. This is discussed in detail in the next chapter.

3.2.2 Parametric design

Our goal is to build less complex encoders each of which operate on sub-vectors of the

original N dimensional vector. This reduction in complexity should be achieved while

having the least effect on classification performance. Let the vector we want to classify

X = x, be an N dimensional vector. Let X = [X1,X2] where both X1 and X2 are

vectors of dimension N/2. When we use product VQs to encode each of the sub-vectors

X1 and X2 independently the encoder operates only on a part of the total vector used

for classification, and it is not straightforward to compute the misclassification cost (the

second term of the cost function J in equation (3.2). This is because the classifier operates

on an N -dimensional vector and thus unquantized vectors with the same value in one sub-

vector could be classified into different classes based on the value of the vector in the other

sub-dimensions. For example consider the vectors x1 = [xa,xb] which belongs to class

1 ∈ Y and x2 = [xa,xc] which belongs to class 2 ∈ Y . This is shown in Figure 3.2.

Although both vectors x1 and x2 have the same sub-vector xa in the 1st dimension they

belong to different classes because they differ in the 2nd sub-dimension.

In order to build encoders which operate on sub-vectors of the entire vector which is

used for classification, it is necessary to define a cost function which plays a role similar

to the Bayes risk component in equation (3.2). Consider quantizing X1 along the 1st
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Figure 3.2: Even though the vectors x1 and x2 have the same value in one dimension,
they belong to different classes as they significantly differ in the other dimension.

sub-dimension of X. We require the misclassification cost for X1 = x1. Since the class

decisions are based on the entire vector X we cannot find the true misclassification cost

using only the sub-vector X1, however we can consider using an “average misclassification

cost”. Since we need to estimate the misclassification cost for X1 = x1 we can average

P (Y = j|X = x), for the M classes in Y , over the sub-vector X2 when X1 = x1 (see

eq 3.9). This gives the probability of class j occurring when we only have knowledge of

the sub-vector X1. This can be used to replace the Bayes risk component in equation

(3.2). Let β1(·) be the decoder in sub-dimension 1, β2(·) be the decoder in sub-dimension

2, α1(·) be the encoder in sub-dimension 1, and α2(·) be the encoder in sub-dimension 2.
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Then the distortion incurred when we quantize X = [x1,x2] along the 1st sub-dimension

is (x1 − β1(α1(x1)))2 and the total cost due to quantization is

J = (x1 − β1(α1(x1)))2 +

λ

M−1
∑

j=0

1(δ(β1(α1(x1)), β2(α2(x2))) 6= j)P (Y = j|X1 = x1) (3.3)

where δ(·, ·) is the same classifier as before but has been explicitly shown to operate

on two variables to emphasize the fact that the vector used for classification contains 2

sub-dimensions. Specifically the cost of quantizing the X = [x1,x2] to the ith codeword

along the 1st sub-dimension is

J = (x1 − β1(i))
2 + λ

M−1
∑

j=0

1(δ(β1(i), β2(α2(x2))) 6= j)P (Y = j|X1 = x1) (3.4)

Thus the optimal encoder given this cost function will be

α1(x1) = arg min
i

[(x1 − β1(i))
2 +

λ

M−1
∑

j=0

1(δ(β1(i), β2(α2(x2))) 6= j)P (Y = j|X1 = x1), ] (3.5)

and correspondingly the Lloyd decoder will be

β1 = arg min
z

E[d(X1, z|α1(X1)), ] (3.6)

Which minimizes the distortion independently of the classification.

Similarly, the encoder and decoder for the 2nd sub-dimension are given by

α2(x2) = arg min
i

[(x2 − β2(i))
2 +

λ

M−1
∑

j=0

1(δ(β1(α1(x1)), β2(i)) 6= j)P (Y = j|X2 = x2)] (3.7)
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and

β2 = arg min
z

E[d(X2, z|α2(X2))] (3.8)

The main difference between the above design and Bayes VQ is that both α1(·) and

α2(·) have an effect on classification performance but have to applied and designed sepa-

rately.

As is observed form equation (3.5) and equation (3.7), we require P (Y = j|X1 = x1)

and P (Y = j|X2 = x2) to design the encoders. We will show below how P (Y = j|X1 =

x1) can be evaluated as follows (P (Y = j|X2 = x2) can be evaluated in a similar manner).

P (Y = j|X1 = x1) =

∫

x2

P (Y = j|X = x)f(x2|x1)dx2 (3.9)

where f(x2|x1) is the conditional probability of X2 = x2 given X1 = x1, and the

integration is a volume integral over the N/2-dimensional space of x2.

P (Y = j|X1 = x1) =

∫

x2

P (Y = j & X = x)

f(x1)
dx2 (3.10)

P (Y = j & X = x) =















P (X = x) if δ(x1,x2) = j

0 otherwise

(3.11)

So,

P (Y = j|X1 = x1) =

∫

x2:δ(x1,x2)=j

f(x2|x1)dx2 (3.12)

The above expression states that P (Y = j|X1 = x1) is the probability of X satisfying

δ(x1,x2) = j given X1 = x1, which is intuitively satisfying.

Extension to the case when there are more then 2 sub-dimensions (say P sub-

dimensions) in the N dimensional vector X is straightforward. If X = [X1,X2, ...XP] it
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can be shown that

P (Y = j|X1 = x1) =

∫

x2,...,xP:δ(x1,...,xP)=j

f(x2, ...,xP|x1)dx2...dxP (3.13)

where f(x2, ...,xP|x1) is the conditional probability of X2 = x2&...&XP = xP given

X1 = x1 and δ(·, , ·) is an N dimensional classifier.

The generalized Lloyd algorithm (GLA) is used to design the encoder and decoder

in each sub-dimension. Note that the classification cost in Equation (3.4) for X1 is

dependent on the encoder and decoder for X2. This implies that the encoder design in

each dimension is not independent of encoder/decoder design in the other dimension.

Thus we require an iterative procedure where the encoder for Xi is optimized while

encoders for all the Xj, j 6= i, are fixed This results in an iterative design summarized as

Algorithm 5 (Iterative quantizer design)

Step 1 : Initialize the encoders for sub-dimension 1 and 2.

Step 2 : Design the encoder for sub-dimension 1 using equation (3.5).

Step 3 : Design the decoder for sub-dimension 1 using equation (3.6).

Step 4 : If the codewords changed go to Step 2 else go to Step 5.

Step 5 : Design the encoder for sub-dimension 2 using equation (3.7).

Step 6 : Design the decoder for sub-dimension 2 using equation (3.8).

Step 7 : If the codewords changed go to Step 5 else go to Step 8.

Step 8 : If the codewords in either sub-dimension changed go to Step 2 else stop.
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Note that this iterative procedure is only required during the design of the encoders and

the actual encoding can be done independently in each dimension without any iterations.

Since one of the requirements is to keep the encoding complexity low, nearest neighbor

encoding is used during actual encoding i.e.,

αj(xj) = arg min
i

[(xj − βj(i))
2] (3.14)

for j = 1, 2. However if an approximation to the final classifier was simple (say a

table lookup) then we can use the classification information during actual encoding to

get better results, i.e., the actual encoder would be the same as the encoder used during

design (equations (3.5) and (3.7)).

3.2.3 Empirical design

The algorithm developed in Section 3.2.2 required knowledge of the conditional pdfs of

the sub-vectors. When the underlying pdf of the source is known then the conditional pdfs

can easily be obtained and used in the design. However when we are dealing with vectors

of high dimensionality obtained from real world sources the pdfs in general are unknown.

One solution would be to model the source using Gaussian mixture (or some other) pdf[44].

However if the modeling is not very accurate the designed quantizers can be suboptimal

and the performance of the encoders can be very poor. To overcome this shortcoming we

propose an empirical version of the design algorithm. The goal here is to make use of the

information in the training set to simulate the effect of the conditional pdfs. Obviously

since the conditional pdfs are approximated using the training set, mismatch between the

training set data and test set data can adversely affect the performance of the encoders.

To obtain an empirical algorithm we need to estimate or approximate the probabilities
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using the training set. One method of approximating the probabilities is by the use of

high rate VQs [71, 43]. To motivate the design for N dimensional data we first consider

the simple case of 2 dimensional data, where the classifier operates on the 2 dimensional

vector and each component of the vector is independently scalar quantized. Let the scalar

in dimension 1 lie in the interval [Xl,Xh]. We want to quantize this scalar X1 using N

quantization values Q1
i , i = 0, 1, ...N − 1. The simplest technique to aid estimation of

the probabilities would be to use uniform scalar quantization, where the real line between

Xl and Xh is partitioned into small bins each of size ∆ (Figure 3.3). To achieve good

performance we need fine quantization, so K1 = Xh − Xl

∆ � N , however ∆ should not

be made very small because then the conditional pdfs will not be approximated properly

by the bins, as it would result in very sparse data and thus reliable probability estimates

may not be obtained. Let b1
j , j = 0, 1, ...K1 − 1 be the bins of the real line between Xl

and Xh with each bin size being ∆. Now instead of quantizing every point on the real

line between Xl and Xh to one of the quantization values Q1
i , we can quantize the bins

b1
j to one of the quantization values Q1

i . This will result in sub-optimality of the final

quantizer (however if ∆ is small the error introduced is negligible).

The distortion cost can be approximated as

d̂(Q1
i , b

1
j ) = (Q1

i − c1
j )

2 (3.15)

where c1
j is the mid point of bin b1

j .

The average misclassification cost C(Q1
i , b

1
j) can be written as

C(Q1
i , b

1
j ) =

M−1
∑

j=0

1(δ(Q1
i , β2(α2(x2))) 6= j)

∫

x2

P (Y = j|X = x)f(x2|x1)dx2 (3.16)
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Figure 3.3: Illustration of the empirical algorithm (only one of the K1 bins is shown). Bin
b1
j is assigned to the quantization value Q1

j so that the joint cost of distortion and average

misclassification is minimized. The width of the bin is ∆ and its mid-point is c1
j . In the

example shown there are 13 source vectors in the bin b1
j . The diamond points (rk

i and rk
i+1)

are the 2 dimensional reproductions points got by associating the reproduction points Q1
i

and Q1
i+1 in the 1st dimension with every reproduction point in the 2nd dimension. The

class of the reproductions points and the source vectors is determined by the region they
fall into, i.e., the points below the classification line belong to class 0 and those above
belong to class 1.
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from equations (3.4) and (3.9). Using the bins got by scalar quantization this can be

approximated as

Ĉ(Q1
i , b

1
j ) =

∑n1

j

l=1 1(δ(Q1
i , β2(α2(x

l
2))) 6= δ(xl

1, x
l
2))

n1
j

(3.17)

Where n1
j is the number of vectors in bin b1

j and xl = [xl
1, x

l
2] l = 1, 2, ...n1

j is the subset

of the training set such that x1 is assigned to the bin b1
j . The numerator of equation

(3.17) gives the count of the number of vectors in b1
j which are misclassified if we assign

b1
j to Q1

i , dividing this by the total number of vectors in b1
j gives the classification error

incurred in assigning b1
j to Q1

i . Notice that Ĉ(Q1
i , b

1
j ) can be evaluated very efficiently.

All that is required is to identify the vectors x in b1
j whose class label is different from

δ(Q1
i , β2(α2(x

l
2))) i.e. the class of the codeword combination that x is assigned to after

quantization. Now the cost function will be

Ĵ = d̂(Q1
i , b

1
j) + λ Ĉ(Q1

i , b
1
j ) (3.18)

3.2.3.1 Bin assignment example during product VQ design

An example is shown in Figure 3.3 which shows one of the bins b1
j which is used to design

the encoder. The cost of assigning b1
j to Q1

i is

Ĵ = (Q1
i − c1

j )
2 + λ

3

13
(3.19)

since vectors x8, x9, and x10 do not belong to the same class as the reproduction point

r3
i .

Similarly the cost of assigning b1
j to Q1

i+1 is

Ĵ = (Q1
i+1 − c1

j )
2 + λ

2

13
(3.20)
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since vectors x6, and x7 do not belong to the same class as the reproduction point r3
i+1.

This modified cost function found by the empirical algorithm is used to design the scalar

quantizers.

3.2.3.2 Empirical product VQ design

For all the input vectors [X1,X2] for which X1 = x1 lies in bin b1
j (whose center is c1

j),

the encoder is

α1(x1) = arg min
i

[(c1
j − β1(i))

2 + λ

∑n1

j

l=1 1(δ(Q1
i , β2(α2(x

l
2))) 6= δ(xl

1, x
l
2))

n1
j

] (3.21)

The Lloyd decoder does not use conditional probabilities so it is the same as before, i.e.

β1 = arg miny E[d(X1, y|α1(X1))]. As before the encoders need to be designed iteratively

until convergence.

For the simple case considered above we showed that using uniform scalar quantization

would allow us to approximate the probabilities and leads to an empirical algorithm.

However this technique does not easily generalize to higher dimensions where the vector

to be classified is an N dimensional vector consisting of 2 or more sub-vectors. For the

scalar case instead of using uniform quantization we can consider designing a high rate

scalar quantizer (using GLA) for each dimension. As before the high rate quantizer in

sub-dimension 1 partitions the real line between Xl and Xh into bins b1
j , j = 0, 1, ...K1−1.

Unlike before, the size of the different bins may not be the same, but that is not required

for our algorithm. The partitions are now decided by the position of the reproduction

values c1
j , j = 0, 1, ...K1 −1. The bins induced by this partitioning can be used as before

to find the distortion and average misclassification costs.
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This modified partitioning of the training set can be extended to higher dimensions

without loss of generality. If the input to be classified X is an N dimensional vector made

up of two sub-vectors X1 and X2, each vectors of dimension N/2, then we can design

N/2 dimensional VQs for both sub-vectors X1 and X2. To design the encoder along

sub-dimension 1, we use the N/2 dimensional VQ designed for the 1st sub-dimension

to partition the space spanned by X1 into K1 Voronoi regions b1
j , j = 0, 1, ...K1 − 1.

As before we want to encode the sub-vector X1 using N reproduction values Q1
i , i =

0, 1, ...N − 1. Each of the Voronoi regions b1
j is assigned to the reproduction value Q1

i

such that the total cost incurred is minimized. The distortion cost can be found as

d̂(Q1
i , b

1
j ) = (Q1

i − c1
j )2 (3.22)

where c1
j is the centroid of Voronoi region b1

j .

If n1
j is the number of vectors in Voronoi region b1

j , then C(Q1
i , b1

j) can be approximated

as

Ĉ(Q1
i , b

1
j ) =

∑n1

j

l=1 1(δ(Q1
i , β2(α2(x

l
2))) 6= δ(xl

1,xl
2))

n1
j

(3.23)

where xl = [xl
1,xl

2] l = 1, 2, ...n1
j is the subset of the training set such that x1 is assigned

to the Voronoi region b1
j . The total cost when Voronoi region b1

j is assigned to Q1
i is

Ĵ = (Q1
i − c1

j )2 + λ

∑n1

j

l=1 1(δ(Q1
i , β2(α2(x

l
2))) 6= δ(xl

1,xl
2))

n1
j

(3.24)

After assigning all the Voronoi regions b1
j to the N reproduction values Q1

i , the Voronoi

region associated to a reproduction level Q1
k will be the merger of the Voronoi regions b1

j

which are assigned to the reproduction level Q1
k.

95



Similarly the total cost of assigning the Voronoi regions b2
j , j = 0, 1, ...K2 − 1 in the

2nd dimension to the codeword Q2
i is

Ĵ = (Q2
i − c2

j )2 + λ

∑n2

j

l=1 1(δ(β1(α1(x̃
l
1)),Q2

i ) 6= δ(x̃l
1, x̃l

2))

n2
j

(3.25)

where Q2
i i = 0, 1, ..., N − 1 are the reproduction values along the 2nd sub-dimension,

x̃l = [x̃l
1, x̃l

2] l = 1, 2, ..., n2
j is the subset of the training set such that x̃2 is assigned to

the Voronoi region b2
j and c2

j is the centroid of the Voronoi region b2
j .

Algorithm 6 (Empirical product VQ design)

Step 1 : Design a high rate VQ with codebook size = K1 and K2 for sub-dimension 1

and 2 respectively.

Step 2 : For j = 0, 1, ...,K1 − 1 assign Voronoi region b1
j to the codeword Q1

i such that

the cost (equation (3.24)) is minimized.

Step 3 : Update the codewords Q1
i (as the centroid of the training set assigned to it).

Step 4 : If codewords changed go to Step 2 else go to Step 5.

Step 5 : For k = 0, 1, ...,K2 − 1 assign Voronoi region b2
j to the codeword Q2

i such that

the cost (equation (3.25)) is minimized.

Step 6 : Update the codewords Q2
i (as the centroid of the training set assigned to it).

Step 7 : If codewords changed go to Step 5 else go to Step 8.

Step 8 : If the codewords in either sub-dimension changed go to Step 2 else stop.

3.3 Experiments and Results

Experiments were carried out on three different examples.
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• Case (i) 2 dimensional Gaussian mixture data, 2 dimensional Bayes classifier, each

dimension of the vector was quantized independently by scalar quantizers. The

Gaussian data was a mixture of 2 sources, each with variance 1, and means were

[1,0.2] and [-1,-0.2].

• Case (ii) 4 dimensional Gaussian mixture data, 4 dimensional Bayes classifier, the

1st and 2nd dimensions were encoded together by a 2 dimensional VQ and the 3rd

and 4th dimension were encoded by another 2 dimensional VQ. The Gaussian data

was a mixture of 2 sources, each with variance 1, and means were [1,0.2,0.2,0.2] and

[-1,-0.2,-0.2,-0.2].

• Case (iii) 2 dimensional Gaussian mixture data, 2 dimensional Bayes classifier, each

dimension of the vector was quantized independently by scalar quantizers. The

Gaussian data was a mixture of 8 sources, each with variance 1, and means were

[1,0.2],[-1,-0.2], [3,0], [-3,0], [3.4,-2], [-3.4,2], [5.4,-2.4] and [-5.4,2.4].

Figure 3.4 shows the experiment setup for the different examples considered.

For Case (i) two scalar quantizers were designed using the knowledge of the pdfs. For

the same training data the empirical algorithm was also used to design 2 scalar quantizers.

To compare the two partitioning techniques for the empirical algorithm, the partitioning

was done with both a high rate uniform scalar quantizer and a high rate Lloyd-Max quan-

tizer. Since one of the goals of the design was to keep the encoding complexity low, during

encoding information about the pdfs was not used and instead MMSE encoding was used,

where every input in each dimension is quantized to the closest reproduction point in the

corresponding dimension. The optimal Bayes classifier for this data will assign an input
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Figure 3.4: The setup of the Case (i) example. The input consists of a 2 dimensional
vector, each dimension is quantized independently using scalar quantization, and the
quantized outputs are used for classification by the 2 dimensional Bayes classifier. For
Case (ii) the scalar quantizers are replaced by 2 dimensional VQs and the 2 dimensional
classifier is replaced with a 4 dimensional Bayes classifier. For Case (iii) the 2 dimensional
classifier is replaced with an 8 dimensional Bayes classifier.
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Figure 3.5: Quantization bins when the proposed algorithm is used to design the Scalar
Quantizers. The means of the two classes are represented by diamond points. The
diagonal line is the Bayes classifier boundary.
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Figure 3.6: Quantization bins when the only distortion is minimized to design the scalar
quantizers. The means of the two classes are represented by diamond points. The diagonal
line is the Bayes classifier boundary.

vector to the class whose mean the input vector is closer to. The classification bound-

ary for the Bayes classifier will be perpendicular to the line joining the mean of the two

classes [56, 67] as shown in Figure 3.5. Figure 3.5 also shows the quantization bins ob-

tained when we design scalar quantizers based on the proposed algorithm. Comparing

this to Figure 3.6, which represents the quantization bins obtained when we design scalar

quantizers to minimize only distortion we observe that for quantizers designed to mini-

mize both classification error and distortion the quantization bins tend to get clustered

together close to the classification boundary. This helps to reduce the classification error

introduced due to quantization as now more bins are placed in regions which introduce

classification error. The density of bins in near the classification boundary is controlled

by the Lagrange multiplier. A small Lagrange multiplier (distortion is important) would

mean the bins will be very similar to those obtained when we minimize only distortion.
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Figure 3.7: Trade-off between percentage reduction in misclassification and reduction
in SNR for scalar quantizers designed for each dimension of a 2 dimensional Gaussian
mixture vector (Case(i)). The top curve represents the pdf based design and the other
two curves represent the empirical designs. Empirical design 1 corresponds to the case
when high rate scalar quantizers are used to partition the training set, and empirical
design 2 corresponds to the case when high rate Lloyd-Max scalar quantizers are used to
partition the training set. The number of bins in empirical design 2 is lesser than the
number of bins in empirical design 1, so the complexity of the design is lesser for empirical
design 2. The percentage misclassification when the scalar quantizers are designed only
to minimize distortion is 3.40%. So the reductions in misclassification are significant.
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Figure 3.8: Trade-off between percentage reduction in misclassification and reduction in
SNR for two 2 dimensional VQs designed for a 4 dimensional Gaussian mixture vector
(Case(ii)). The percentage misclassification when the VQs are designed only to minimize
distortion is 9.64%

A large Lagrange multiplier (classification error is important) would mean the classifica-

tion boundary range will be densely packed with the quantization bins so as to minimize

the misclassification (of course this will mean higher distortion). Figure 3.7 shows the

reduction in misclassification percentage as a function of reduction in SNR when com-

pared to the case that the quantizers were designed to minimize only distortion. It is

observed that with a 0.7 dB decrease in SNR the misclassification is reduced by about

1%. The misclassification percentage when only distortion was minimized was 3.4% so

substantial gain is obtained, if 2.5 dB loss in SNR is tolerable then the misclassification

can be reduced in half. From the figure it can also be observed that the empirical al-

gorithm performs almost as well as the pdf based algorithm proving the validity of the

empirical algorithm. Comparing the results for the two different partitionings (uniform vs

Lloyd-Max) it is clear that the performance of the Lloyd-Max partitioning is better than
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the uniform partitioning. This is to be expected because Lloyd-Max partitioning places

most its bins in regions of high probability, so it capable of estimating the probability

distribution more accurately. It should however be noted that in general the proposed

method (parametric or empirical) cannot achieve 0 misclassification even if we ignore the

distortion cost (λ = ∞), because when a 2 dimensional classification boundary is approx-

imated with scalar quantizers perfect approximation is almost never possible (except if

the classification boundary is horizontal or vertical).

For Case (ii) two 2 dimensional VQ were designed for the sub-vectors of the 4 dimen-

sional source data using the knowledge of the pdfs. For comparison, a modified version

of Bayes VQ (to account for the fixed classifier) was designed for the same training data.

The results obtained after encoding the test set with the 2 dimensional VQs is shown

in Figure 3.8. Again only MMSE encoding was used. The comparison between the pro-

posed method and Bayes VQ can be seen in Figure 3.9. The top most point for each

curve represents the SNR and misclassification when the quantizers were designed to only

minimize distortion (i.e. λ = 0). Notice that the trade-off between SNR and misclassifi-

cation is almost the same for both methods, however much lower misclassification can be

achieved with Bayes VQ, since Bayes VQ can partition the space much more efficiently

than when lower dimension product VQs are used. But the main gain achieved by the

proposed algorithm over Bayes VQ is that the encoding operation is less complex, since

each encoder operates on a sub-dimension of the vector independently unlike Bayes VQ

which has to encode the entire vector.

The approximate time required for the two methods to encode 32000 4 dimensional

vectors is shown in Table 3.1. Bayes VQ had a codebook of size 64 and the proposed
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Figure 3.9: Percentage misclassification vs SNR for two 2 dimensional VQs and Bayes
VQ designed for a 4 dimensional Gaussian mixture vector (Case(ii)). For both curves the
points with maximum SNR correspond to the case when only distortion is minimized.
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Figure 3.10: Trade-off between percentage reduction in misclassification and reduction in
SNR for 2 Scalar Quantizers designed for a 2 dimensional 8 source Gaussian mixture vector
(Case(iii)). The percentage misclassification when the scalar quantizers are designed only
to minimize distortion is 13.99%
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method had codebooks of size 8 in each sub-dimension. It is observed that by using

encoders operating on lower dimensions we are able to reduce the complexity by more

than a factor of 2. This difference in complexity will become more pronounced when the

dimension of the input vector is much larger, in fact for very high dimensionality it may

not be possible to use Bayes VQ.

Low dimension encoder Bayes VQ

0.66 s 1.41 s

Table 3.1: CPU time (in seconds, on a Sun workstation) required to encode 32000 4
dimensional vectors. Bayes VQ has a codebook of size 64. Proposed low dimension
encoder has codebooks of size 8 in both sub-dimensions. The difference in time can be
expected to be much higher for larger dimension vectors.
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Figure 3.11: The optimal Bayes classifier (solid black line) and the quantization bins
(thin horizontal and vertical lines) for Case(iii), i.e., a mixture of 8 sources. The stars
represent the means of the 8 sources. Observe that the quantizations bins approximate
the Euclidean partition of the classifier.
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For Case (iii) two scalar quantizers were designed using the knowledge of the pdfs.

Again MMSE encoding was used to encode the test data. Figure 3.11 shows the optimal

Bayes classifier and the bins obtained for the scalar quantizer. As can observed from

the figure, since there are eight classes the classification boundary is no longer simple as

in the previous examples. However, since the variance of the different classes are still

equal the Bayes classifier is the same as before i.e., an input vector is assigned to the

class whose mean is closest to the input vector. Figure 3.10 shows the trade-off between

SNR and misclassification for this example. The misclassification when only distortion

was minimized was 13.99%. With less than 0.4 dB reduction in SNR the misclassification

was reduced to 9.84%. This shows that the proposed algorithm works well even when the

classification boundary is not trivial.

3.4 Conclusions

In this chapter, an algorithm was presented for Joint compression and classification, to

handle the situation when the encoder dimension is lower than the classifier dimension.

It was shown that using information from other dimensions enables better design of

encoders to reduce the combined distortion and classification error cost. An empirical

version of the algorithm was presented which did not rely on the knowledge of the source

pdf. The proposed algorithm provided ability to trade-off distortion and classification

performance. For situations where encoder complexity should be low, sub-dimension

encoding provides an alternative to encoding the entire vector using a high dimension

encoder, trading performance for reduction in complexity. In subsequent chapters the
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algorithm has been used to design efficient product VQs (Chapter 4) and to design speech

encoders for distributed speech recognition applications (Chapter 5).
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Chapter 4

Performance Improvements in Fast Table-Lookup Encoding

for Image Compression Applications

4.1 Introduction and Motivation

Shannon’s rate-distortion theorem gives the minimum achievable rate for a given distor-

tion (pp. 346, [16]). To achieve the rate distortion limit encoders operating on large

source blocks lengths have to be considered. VQs with high dimensions are one set of

encoders which have been shown to have good performance in the rate distortion sense.

Nearest neighbor VQ encoding identifies, in the VQ codebook, the codeword closest to the

input vector to be encoded. For rate R bits/sample, the number of codewords (assuming

no entropy coding) in the VQ codebook will be M = 2NR, where N is the dimension of

the VQ codebook. As can be observed the codebook size increases exponentially with

both rate and dimension. Hence for high rates and dimensions the codebook size will

become very large. This directly impacts the encoding time; for every input vector we

require 2NR distance comparisons in the N dimensional space. To overcome this problem

structured VQs, which impose structural constraints on the codebook so as to reduce the
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encoding time, have been proposed. However most of these structured VQs suffer from

the drawback of not always being able to identify the closest codeword for the given input

vector. This results in higher mean square error (MSE) as compared to unconstrained

VQ, which is undesirable. One such structured VQ is product VQ (PVQ), where the

input vector is broken into smaller sub-vectors and each of these are independently en-

coded. Optimal PVQ aims at maximizing the rate-distortion (RD) performance, ideally

approaching that of the higher dimensional unstructured VQ.
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Figure 4.1: Overlap between product regions and Voronoi regions of the higher dimension
VQ. Observe that the shaded region intersects multiple Voronoi regions, while the solid
region is fully contained in a single Voronoi region.

Observe that the PVQ provides a partition of the N -dim Euclidean space, as does the

higher dimension VQ. This is illustrated in Figure 4.1. Consider the following decoding

strategy

• Encode the input using PVQ and identify the PVQ Voronoi region in which the

input vector lies.
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• Find the k Voronoi regions of the VQ which are intersected by this PVQ Voronoi

region.

• Find the closest codeword to the input vector from among the codewords corre-

sponding to the k intersecting VQ Voronoi regions.

By the above procedure we are always guaranteed to find the true closest codeword to

the input vector. However unlike full search VQ which needed 2NR distance comparisons

we only require k distance comparisons in addition to performing the initial PVQ (note

that k will usually be different for different input vectors). In general k << 2NR, so the

encoding complexity will be significantly reduced. For example, in Figure 4.1 the solid

PVQ Voronoi region only intersects Voronoi region 3 and hence no further comparisons

are required; for the shaded Voronoi region, which intersects Voronoi regions 3, 4 and

6, three distance comparisons are required. Conventional PVQ design minimizes the

MSE along each sub-dimension. However since we are refining the result of the PVQ

encoder with the above strategy, to minimize the number of codewords comparisons we

should minimize the mismatch in Euclidean space partition between that provided by

the high dimension VQ and that provided by the PVQ. This can be cast as a joint

compression and classification problem. Consider Figure 3.11, this shows the optimal

Bayes classifier and the bins obtained for the scalar quantizer for Case(iii) of the previous

chapter (Section 3.3). We can see that product scalar quantizer is approximating the

Euclidean space partition of the optimal Bayes classifier. For the new PVQ design we

have a similar requirement, i.e., the PVQ design should approximate the Voronoi regions
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of the high dimension VQ. In this chapter we use the ideas developed in last chapter to

design PVQ to approximate a high dimension VQ.

Consider Figure 4.2, the input vector u is encoded as û by the full search VQ. If we

were to encode the vector u using a PVQ and then encode the PVQ result with a full

search VQ, we get the output as ù. To minimize the number of comparisons we should

minimize

∫

1(û 6= ù)f(u)du

where f(u) is the pdf of u. This is equivalent to the joint compression and classification

problem with the classifier replaced by the high dimension VQ.

u

û

ù

PVQ
1

PVQP

VQ

VQ

fs

fs

Figure 4.2: The top path represents the conventional full search VQ encoding scheme.
The bottom path shows the conceptual encoding scheme where the PVQ quantized data
is encoded by the full search VQ. Since in this case the full search VQ is operating on
quantized data it can be replaced with a table lookup.

Hence in this chapter, we consider the design of a PVQ such that the objective is

to minimize the error introduced in the labeling; i.e., we design the PVQ to minimize

the probability that the quantized label is different when quantizing the PVQ quantized

vector with the high dimension VQ instead of quantizing the original vector.
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For the joint compression and classification problem a parametric algorithm which

required knowledge of the joint pdf of the source was proposed in the last chapter. An

empirical algorithm was also proposed. However the empirical algorithm required par-

titioning of the space into small bins. While this technique can be applied to scalars it

is not straightforward to extend it to higher dimensions. The applications in the last

chapter considered classifiers of dimension 2 and 4; however in this chapter we shall con-

sider image compression by VQ, where the VQ operates on large block sizes (e.g., 4 by

4 blocks). For this vector size (16) reliable estimation of the joint pdf will require a very

large training set which is usually not available. In addition the empirical algorithm of

the last chapter will be computationally very expensive and may not provide reliable re-

sults when the training set is small. Hence we develop an empirical algorithm which can

overcome these shortcomings and can be easily extended to higher dimensions. We will

show that the design of the PVQs using this empirical algorithm can achieve improved

performance over independent design of the VQs, where the individual VQs are designed

to only minimize distortion.

Related work is discussed in Section 4.2. Our proposed algorithm is explained in

Section 4.3. The new empirical design algorithm which can be used for large vector

dimensions is proposed for situations where the pdf is not known and cannot be reliably

estimated. An application using Hierarchical VQ (HVQ) as the PVQ is considered in

Section 4.4. Finally conclusions are provided in Section 4.5.
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4.2 Previous work

We first briefly review related work in the areas of fast encoding with codeword refinement

and iterative PVQ design.

4.2.1 Pre-processing for fast encoding

Pre-processing the input data can enable fast encoding with an unstructured codebook.

Fine-Coarse VQ [37] uses a structured VQ as the pre-processor. This is followed by a table

lookup to find the final codeword from the unstructured higher dimension codebook. In

the FCVQ design, the initial structured VQ is kept fixed, and the optimal lookup tables

and the unconstrained codebook are designed based on the coarse VQ. However this

differs from our approach where we fix the higher dimension codebook and design the

initial structured VQs and lookup tables. Obviously FCVQ cannot be used in applications

where we are given a VQ and the goal is to speed up encoding performance. However

our proposed method will work in these applications. Also the PSNR obtained by our

method will be higher than the PSNR obtained by FCVQ because in our case the higher

dimension codebook is designed using only the training data, while in FCVQ the higher

dimension codebook is optimized for the training data and the initial structured VQ.

K-d [7] trees were originally proposed for information retrieval by associative searches.

They have been widely used for nearest neighbor encoding in vector quantization (see [50]

and references in it). The K-d tree is used to identify the leaf node bucket containing the

input vector. To find the closest codeword all codewords of the codebook whose Voronoi

region intersects the bucket associated to the leaf node are examined. The Euclidean
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partitioning of the K dimensional space by the Voronoi regions of unstructured codebook

is approximated by the partitioning of the Euclidean space by the buckets of the K-d

tree. However good approximation is restricted by (i) a greedy non-iterative algorithm

and (ii) the requirement of rectangular buckets. Our design is more general since it is an

iterative algorithm (where the encoders along each dimension are iteratively redesigned

until convergence) and in addition has the flexibility of dividing the vector into sub-

vectors and using VQs for each of the sub-dimensions. Hence it is not restricted to only

rectangular partition of the K dimension space. Therefore the final product regions can

better approximate the Voronoi regions of the unstructured codebook, as compared to the

approximation obtained by the rectangular buckets of the K-d tree, which will reduce

the number of codeword comparisons required after the final product region has been

identified.

4.2.2 Structured VQs

To reduce the encoding complexity of high dimension V Qfs, structured VQs with faster

encoding time have been proposed. These include tree structured VQ, multistage VQ,

product VQ (PVQ) and Hierarchical VQ (HVQ) [11]. Unlike V Qfs which for an input

vector is able to find the closest codeword, the structured VQs may not always find the

closest codeword. So while structured VQs reduce the encoding time, most of them have

the undesirable effect of lower PSNR when compared to V Qfs.

113



4.2.2.1 Hierarchical VQ

HVQ is a method of encoding vectors by using only table-lookups. The vector is parti-

tioned into smaller vectors, and each of these sub-vectors is used to index a table. If li is

the lookup table at level i, then the HVQ encoding can be represented as (for a 3-stage

HVQ encoder)

HV Q(X) = l3({l2({l1(X1,X2), l1(X3,X4)}), l2({l1(X5,X6), l1(X7,X8)})}) (4.1)

where X = [X1,X2, ...X8] is a vector of dimension N . If βi−1(·) and βi(·) are the decoders

at the i − 1th and ith level, then

li(m,n) = argmink(β
i(k), {βi−1(m), βi−1(n)}), (4.2)

i.e., every product codeword combination is represented by the closest codeword from

the next higher dimension. The codebook at every level is designed using the generalized

Lloyd algorithm (GLA) with sub-vectors of suitable dimension extracted from the training

set vectors. Note that we require a maximum of one table lookup per sample for encoding.

4.2.2.2 Weighted Transform Hierarchical VQ

An advantage of HVQ is that the complexity of the distortion measure does not influence

the complexity of the encoder. The distortion measure is pre-computed and stored in the

lookup table. Hence using (complex) perceptually meaningful distortion measures [10]

can improve the performance with no increase in encoding complexity. Instead of using

the conventional mean square error distortion measure, i.e,

d(x, x̂) =
∑

(xj − x̂j)
2 (4.3)
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a transform T is used and a perceptually weighted distortion measure is used in the

transformed domain, i.e.,

d(x, x̂) =
∑

wj(yj − ŷj)
2 (4.4)

where yj and ŷj are the components of y = Tx and ŷ = Tx̂ respectively, and w1, . . . , wN

is the set of perceptual weights. Note that if T is an orthogonal transform and if the mean

square error distortion measure is used instead of the perceptually weighted distortion

measure then there is no gain in using WTHVQ, because the codewords designed for

the transformed data will just be rotations and/or reflections of the codewords designed

for the original data. The design algorithm for WTHVQ is the same as that for HVQ,

except that the VQ codebooks for every level are designed using the perceptually weighted

distortion measure.

4.2.2.3 Entropy constrained product VQ

In the conventional PVQ design, each of the VQs is designed independently to minimize

the weighted sum of distortion and rate along each sub-dimensions. Here separate entropy

coders are used for each of the sub-dimension. However using a single entropy coder for

the entire vector can result in a significant reduction in bitrate. In this case rate depends

on the entire vector and an optimal entropy constrained PVQ (EC-PVQ) design should

consider it as a global cost. For the EC-PVQ problem with a vector entropy coder,

an iterative algorithm, which is similar to our proposed iterative algorithm, is proposed

in [33] to optimally allocate bits to the different sub-dimensions of a Mean-Gain-Shape-VQ

(MGSVQ). The EC-PVQ problem is similar to the joint compression and classification

problem since both involve minimization of a local and a global cost. However for the
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joint compression and classification problem we assume the presence of a high dimension

classifier (quantizer) which we are trying to approximate by the PVQ design. Also the

cost functions to be minimized in the two problems are different (distortion and rate

instead of distortion and misclassification).

4.3 Joint Product Encoder Design

We assume that we need to design P encoders and decoders; αi and βi, i = 1, 2, . . . , P

where

αi : Xi → Ii,Xi ∈ Rni ,Ii ∈ Z

βi : Ii → Yi,Ii ∈ Z, Yi ∈ Rni (4.5)

where the reproduction vector for ith sub-dimension, Yi, takes one of the values in

{yi1, yi2, . . . , yiki} and
∑

i ni = N . Note that the case when the same encoder and decoder

is used for all the sub-dimensions is a special case with Yi = Yj∀ i, j ∈ [1, 2, . . . , P ] and

ni = N/P ∀ i. We assume that the local cost functions Θi operate on sub-dimensions of

the vector while the global cost function Φ operates on the entire vector. Our goal is to

build encoders for each sub-dimension such that they minimize the cost function Θi and

at the same time the decoded vector minimizes the global cost Φ. Since the encoders in

each sub-dimension operate on only part of the entire vector it is not straightforward to

compute the effect of encoding in a sub-dimension on the cost function Φ. An empirical

algorithm which can be used with high dimension vectors is presented which designs the

encoders by combining the global cost function Φ and the local cost functions Θi.
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Without loss of generality we will show the encoder and decoder design for the ith

sub-dimension; the design is similar for other sub-dimensions. We can assume that we

originally initialize all encoders to a certain state, so when designing the ith encoder all

other sub-vectors Xj : j 6= i have been assigned to a codeword along their respective sub-

dimension. The training vectors X = [X1,X2, ...XP] are labeled, so we know δ(X), where

δ(·) is the N dimensional VQ. Given a training vector [X1 = x1,X2 = x2, . . . ,XP = xp],

we have to decide which codeword in the ith codebook best represents xi, so that both

distortion and misclassification are minimized. The codeword which best represents xi in

minimizing misclassification is given by

arg min
k

[1(δ(β1(α1(x1)), . . . , βi(k), . . . , βP (αP (xP))) 6= δ(X))] (4.6)

Note that there can be multiple codewords minimizing equation (4.6), in which case

to minimize misclassification it does not matter which codeword we pick. However for

convergence we should also consider distortion and pick the closest codeword from among

the competing codewords which minimize misclassification. So combining the above cost

with distortion we get the encoder for sub-dimension i, i.e.,

αi(xi) = arg min
k

[(xi − βi(k))2 +

λ · 1(δ(β1(α1(x1)), . . . , βi(k), . . . , βP (αP (xP))) 6= δ(X)) (4.7)

and the decoder that minimizes the distortion is found as

βi = arg min
z

E[d(Xi, z|αi(Xi))] (4.8)
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The intuition behind the above encoder design is that it penalizes the codewords which

cause misclassification in X, given the current configuration, and biases the decision

towards codewords which result in correct classification, while not increasing the MSE

significantly. By incorporating the classification cost during the encoder design, we are

indirectly influencing the decoder outputs (i.e., βi). This ensures that our system min-

imizes the joint cost of distortion and misclassification, better than a system designed

using an independent encoder design targeting only distortion.

The total cost over all the dimensions is

J =
P
∑

i=1

[

(Xi − βi(αi(xi)))
2
]

+λ ∗1(δ({β1(α1(x1)), . . . , βP (αP (xP))}) 6= δ(X))(4.9)

The encoder as defined by equation (4.7) will not increase the total cost J , since it

is the best assignment of the sub-vector xi, given the current configuration along the

other dimensions. The cost J is bounded below by 0, so the design of the encoder and

decoder by equations (4.7) and (4.8) can be expected to converge (the algorithm always

converged during our simulations), although not necessarily to a global minimum. The

problem with this encoder design is that the resulting encoders are not guaranteed to

be regular for a given λ. Consider two different vectors both of which have xi in the ith

sub-dimension. Depending on the class of the two vectors the above encoders assign each

of these to different codewords in the ith codebook. While this is not desirable, the extent

of non-regularity can be controlled by the Lagrange multiplier λ. The actual encoding is

done using a minimum distance criteria, so as to eliminate the problems of non-regularity.

After the design of the encoders, one iteration of the GLA was used with nearest neighbor

encoding to produce the final codebook. The iterative design is summarized as
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Algorithm 7 (Iterative empirical quantizer design)

Step 1 : Initialize the encoders for the P sub-dimensions, initialize λ to a fixed constant

Step 2 : for i = [1, . . . , P ]

Use GLA to design the encoder and decoder using equations (4.7) and (4.8)

for

ith sub-dimension.

Step 3 : If the codewords in any dimension changed go to Step 2.

Step 4 : Use GLA with only distortion criteria to generate the final codebook.

4.4 Applications

PVQs while having lower encoding time achieve a lower PSNR when compared to a

full dimension VQ. As mentioned in Section 4.2.2 the last stage of the conventional HVQ

chooses the V Qfs codeword which is closest to the product region reproduction level. This

procedure is not guaranteed to select the closest V Qfs codeword for all input vectors.

Consider the case of a 2-D VQ being approximated by a product of 2 scalar quantizers as

shown in Figure 4.1. Observe that the shaded product region intersects Voronoi regions

3,4 and 6 of the higher dimension VQ. For the input x which lies in the shaded product

region the closest V Qfs codeword is 4, however the HVQ encoder will encode x with V Qfs

codeword 6, since this is the closest codeword to the shaded product region reproduction

level. This sub-optimality can be eliminated by searching among the codewords whose

Voronoi regions intersect the shaded product region (i.e., 3,4 and 6 in the example). This
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codeword refinement [22] after product encoding will ensure that the distortion introduced

for the input vector will be the same as introduced by V Qfs. But unlike the full search

algorithm we do not need to search for the best candidate from the entire full dimension

codebook, we only need to compare those codewords whose Voronoi region intersects the

product region. We cannot use the technique proposed in [22] to identify the candidate

codewords because their method relies on rectangular partitioning of the Euclidean space

by the buckets of the K-d tree. Instead we can use the training data to determine which

Voronoi regions are intersected by a product region. For an input vector, HVQ is used

to find the product region p, and full search is used to find the closest V Qfs codeword

c. In the last stage HVQ lookup table, the index of c is added to the candidate list for

the product region p. This procedure is repeated for all training vectors in the training

set. During encoding once a vector is found to lie in a product region, we can search for

the closest codeword from among the candidate codewords for that product region. This

will result in exact match for vectors in the training set. However for vectors not in the

training set, the “true” closest codeword may not be identified. To overcome this problem

we find the distance of the product region reproduction to the closest V Qfs codeword

and store all codewords which are within a threshold T (> 1) of this minimum distance.

Due to codeword refinement the encoding time is increased when compared to HVQ.

The increase can be reduced by adopting the proposed joint encoder algorithm. The

increase in complexity arises because unlike HVQ, we now have multiple choices at the

last stage. By reducing the number of potential candidate codewords we can reduce the

encoding complexity. For an HVQ with L stages, the goal is to reduce the mismatch

between the partition of the Euclidean space by the first L−1 stages of the HVQ and the
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Figure 4.3: The HVQ encoding operation can be looked as a classification problem. The
V Qfs is the classifier and L− 1 stage HVQ is the encoder. The goal is to ensure that for
vectors in a training set the same index is given by the above two methods.

partition of the Euclidean space by the Voronoi regions of the V Qfs codebook. Figure 4.3

shows two encoding schemes: (i) encode the 2 sub-vectors of the vectors with two L − 1

stage HVQs and use the combination for the final table lookup; (ii) encode the vector

directly with a V Qfs.

We can treat this as a classification problem where our objective is to minimize the

likelihood of a vector being assigned to the wrong V Qfs codeword by L stage HVQ lookup

encoding, i.e.,

minX [V Qfs(X) 6= lL({HV QL−1(X1),HV QL−1(X2)})] (4.10)

where lL is the Lth level lookup table of the L stage HVQ. We treat the V Qfs Voronoi re-

gions as classes and we want to encode the N sub-dimensions of the vector independently

with L − 1 stage HVQs and ensure that the misclassification introduced is minimized.
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Since the final encoding decision is made by codeword refinement, only the misclassifica-

tion is important, actual distances do not matter. To ensure that the misclassification is

minimized our proposed joint encoder algorithm is used to design two codebooks (one for

each sub-dimension). The partition of the Euclidean space provided by the L − 1 stage

HVQs using our codebook matches better, when compared to the partition provided by

a conventional HVQ design, with the partition of the Euclidean space by the Voronoi

regions of the V Qfs codebook, so the average number of codewords for refinement is

reduced.

The above algorithm was used to design a modified HVQ, a modified WTHVQ and a

modified entropy constrained HVQ (ECHVQ) [9]. In the ECHVQ the last stage codebook

is an entropy constrained VQ, designed to minimize the cost function J = D+λR, where

D is the distortion, R is the rate and λ is a Lagrange multiplier used to control the

trade-off between rate and distortion. The performance of the modified HVQs was tested

using images. Images of size 512 by 512 were used for both training and testing. The

full dimension vector was a 4 by 4 pixel block, the HVQ tables had 4 levels. The 3rd

level tables were designed using our proposed joint encoder algorithm and the 4th level

table contained all the candidate codewords. The test images were lenna and baboon and

they were not included in the training set (neither for the V Qfs design nor for the HVQ

design). Table 4.1 shows the PSNR and number of vector distance computations for V Qfs,

partial distance elimination algorithm (V Qpde) [6], HVQ, codeword refined HVQ (CR-

HVQ) and codeword refined HVQ with joint encoder design (CR-JE-HVQ). Tables 4.2

and 4.3 respectively show the results for WTHVQ and ECHVQ. From Table 4.1 we can

observe that with codeword refinement the PSNR of CR-HVQ is much better than that
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Codebook Algorithm Threshold PSNR Number of distance
size computations per

image (∗103)
Lenna Baboon Lenna Baboon

V Qfs - 28.84 22.38 1049
V Qpde - 28.84 22.38 209 285
HVQ - 28.43 22.05 -

CR-HVQ 1.5 28.81 22.32 31 39
64 2.0 28.83 22.36 35 59

CR-JE-HVQ 1.5 28.80 22.33 31 41
2.0 28.83 22.36 35 60

V Qfs - 30.61 23.30 4194
V Qpde - 30.61 23.30 595 925
HVQ - 29.71 22.74 -

CR-HVQ 1.5 30.47 23.18 67 72
256 2.0 30.53 23.25 75 122

CR-JE-HVQ 1.5 30.48 23.17 62 72
2.0 30.54 23.24 70 119

V Qfs - 31.89 24.09 16777
V Qpde - 31.89 24.09 1915 3181
HVQ - 30.45 23.21 -

CR-HVQ 1.5 31.68 23.83 165 132
1024 2.0 31.76 23.95 181 246

CR-JE-HVQ 1.5 31.60 23.78 141 126
2.0 31.70 23.91 155 226

Table 4.1: PSNR and encoding time for V Qfs, V Qpde [6], HVQ, codewords refine-
ment HVQ (CR-HVQ) and codewords refinement joint encoder HVQ (CR-JE-HVQ). The
PSNR of CR-HVQ and CR-JE-HVQ is better than that of HVQ, however the encoding
time is significantly lesser than V Qfs
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Codebook Algorithm Threshold PSNR Number of Distance
size computations per

Image (∗103)
Lenna Baboon Lenna Baboon

WTV Qfs - 28.76 22.26 1049
WTV Qpde - 28.76 22.26 141 143
WTHVQ - 28.30 22.06 -

CR-WTHVQ 1.5 28.73 22.22 26 27
64 2.0 28.75 22.24 29 35

CR-JE-WTHVQ 1.5 28.73 22.22 26 26
2.0 28.75 22.24 28 35

WTV Qfs - 30.39 22.91 4194
WTV Qpde - 30.39 22.91 368 387
WTHVQ - 29.62 22.63 -

CR-WTHVQ 1.5 30.30 22.85 52 47
256 2.0 30.33 22.88 56 63

CR-JE-WTHVQ 1.5 30.32 22.84 51 46
2.0 30.34 22.87 54 61

WTV Qfs - 31.60 23.44 16777
WTV Qpde - 31.60 23.44 1210 1296
WTHVQ - 30.47 22.99 -

CR-WTHVQ 1.5 31.43 23.30 116 85
1024 2.0 31.48 23.35 122 120

CR-JE-WTHVQ 1.5 31.34 23.24 101 80
2.0 31.40 23.29 106 106

Table 4.2: PSNR and encoding time for V Qfs, V Qpde [6], WTHVQ, codewords refine-
ment WTHVQ (CR-WTHVQ) and codewords refinement joint encoder WTHVQ (CR-
JE-WTHVQ). The PSNR of CR-WTHVQ and CR-JE-WTHVQ is better than that of
WTHVQ, however the encoding time is significantly lesser than WTV Qfs
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Codebook Algorithm Threshold PSNR Number of Distance
size computation per

Image (∗103)
Lenna Baboon Lenna Baboon

ECV Qfs - 27.77 22.04 1032
ECV Qpde - 27.77 22.04 284 333
ECHVQ - 27.36 21.73 -

CR-ECHVQ 1.5 27.73 21.98 17 22
64 2.0 27.76 22.02 19 34

CR-JE-ECHVQ 1.5 27.72 21.98 16 21
2.0 27.75 22.02 18 32

ECV Qfs - 30.05 23.31 4194
ECV Qpde - 30.05 23.31 699 945
ECHVQ - 29.20 22.70 -

CR-ECHVQ 1.5 29.90 23.14 42 51
256 2.0 29.96 23.23 47 83

CR-JE-ECHVQ 1.5 29.91 23.13 39 47
2.0 29.97 23.22 43 77

ECV Qfs - 31.71 24.13 16777
ECV Qpde - 31.71 24.13 1960 3067
ECHVQ - 30.39 23.22 -

CR-ECHVQ 1.5 31.44 23.83 101 93
1024 2.0 31.54 23.97 111 164

CR-JE-ECHVQ 1.5 31.40 23.79 86 81
2.0 31.52 23.92 95 142

Table 4.3: PSNR and encoding time for ECV Qfs, ECV Qpde [6], ECHVQ, codewords re-
finement ECHVQ (CR-ECHVQ) and codewords refinement joint encoder ECHVQ (CR-
JE-ECHVQ). The PSNR of CR-ECHVQ and CR-JE-ECHVQ is better than that of
ECHVQ, however the encoding time is significantly lesser than ECV Qfs
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Algorithm Codebook Total lookup table
size size (k byte)

T=1.5 T=2.0

64 723 1139
CR-HVQ 256 887 1690

1024 1100 2745

64 803 1176
CR-JE-HVQ 256 966 1721

1024 1052 2190

64 246
HVQ 256 262

1024 279

Table 4.4: Memory requirement for the lookup tables. For small VQ codebook size the
memory required by CR-HVQ is lesser than CR-JE-HVQ, however for large VQ codebook
size savings in memory can be achieved.

for HVQ, and with a threshold of 2 we almost achieve the performance of V Qfs. Observe

that for all cases the number of distance comparisons for CR-HVQ and CR-JE-HVQ is

significantly lesser than that for V Qfs and V Qpde. Also note that the encoding time for

the same threshold is almost always lesser for CR-JE-HVQ when compared to CR-HVQ

(for images in the train set the number of comparisons was always lesser with CR-JE-HVQ

when compared to CR-HVQ), although the PSNR is almost the same, which shows that

with our proposed algorithm, the number of potential candidate codewords for refinement

is reduced when compared to a conventional HVQ encoder with codeword refinement.

Observe that as the VQ codebook size increases the reduction in number of comparisons

for CR-JE-HVQ over CR-HVQ becomes more significant, because at lower codebook

size the PVQ designed to minimize just distortion is able to closely approximate the VQ

Voronoi regions however as the number of VQ Voronoi regions increase the mismatch also

increases and thus our design gets improved performance. Similar observations can be
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made for the WTHVQ and ECHVQ. This shows the generality of the proposed technique,

and it can be applied to some of the other HVQ techniques proposed in [9]. Finally

Table 4.4 shows the total lookup memory size required for HVQ, CR-HVQ and CR-

JE-HVQ. We observe that both CR-HVQ and CR-JE-HVQ require significantly greater

memory requirement when compared to HVQ. Also since CR-JE-HVQ requires an extra

level 3 lookup table, the memory requirement for VQ codebook sizes 64 and 256 is lower

for CR-HVQ, however for VQ codebook size the total savings in memory outweighs the

memory requirement for the extra lookup table and the total memory requirement for

CR-JE-HVQ is lesser than that for CR-HVQ.

4.5 Conclusions

The joint compression and classification algorithm presented in the previous chapter was

modified to enable its application to high dimension cases when the source pdf was not

available. We proposed a codeword refinement strategy to achieve improved PSNR per-

formance over HVQ. To minimize the number of codewords used for refinement we used

the empirical joint compression and classification algorithm to propose a new design for

table lookup encoders which could reduce the encoding time over plain codeword refine-

ment schemes. An interesting extension of the method of refining with codewords of the

intersecting Voronoi regions to a given PVQ Voronoi regions is the potential applications

in trading off between performance and complexity. If every intersecting Voronoi region

is labeled with the probability of intersection between the PVQ Voronoi region and it,

then the higher the intersection the greater will be the probability and non-intersecting
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codewords will have probability zero. We can form a probability indexed descending list

of VQ codewords. To reduce the complexity we have to remove codewords from the candi-

date list. To ensure minimum effect on performance the codewords with least probability

should be removed ( note that non-intersecting codewords will not be in the candidate

list, and hence every codeword we remove will potentially lower the PSNR). This will

enable us to quantify the performance vs. complexity trade-off.
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Chapter 5

Minimum Mutual Information Loss Encoder

5.1 Introduction

In the previous chapter, we showed that when classification is one of the objective of the

application, then a pure MSE optimized quantizer is not optimal. In this chapter we

extend this analysis to investigate a sub-dimension based distortion metric which enables

design of quantizers which are better optimized for classification applications. Assume

that the encoded data is only used for classification (and not for reproduction). MSE

optimized quantizers attempt to ensure that the decoded data is as “similar” as possible

to the original data in the Euclidean distance sense. While minimizing MSE will ensure

that classification performance is not severely degraded, it is not apparent that the MSE

design is optimal for classification applications. Then what is the right metric to be used

during quantizer design? Obviously, optimizing the quantizer with the metric used to

evaluate classification performance is the right strategy. The metric used to evaluate

classifier performance is probability of classification error, Pe (also called probability of
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misclassification). If C is the true class label of the data and C̃ is the class label estimated

by the classifier, then

Pe = P (C 6= C̃) (5.1)

Unfortunately Pe does not have a mathematically tractable expression which will allow

us to use it for (sub-vector) quantizer design. Consider a simple one dimension, two class

problem. The pdfs of the classes are shown in Figure 5.1. It is obvious that to minimize

Pe the class boundary should be placed at 0. An MSE optimized quantizer, however, does

not use this knowledge of the position of the class boundary. In the previous chapter we

showed how incorporating the knowledge of the position of the class boundary by using

indicator function can be used to design better quantizers for classification applications.

In this chapter instead of using the “hard” information provided by indicator functions

we use the “soft” information provided by class conditional pdfs. This is explained in

more detail before.

To enable use of the “soft” information we make use of the information-theoretic

measure mutual information (MI) to enable design of quantizers for classification appli-

cations. In particular, we measure the quantizer performance by the loss in MI introduced

by quantization, i.e.,

MIL = I(X;C) − I(X̂ ;C) (5.2)

where, X is the data to be classified, C is the true class label associated to X and X̂

is quantized value of X. I(X;C) is the mutual information between the data and the

class labels and I(X̂ ;C) is the mutual information between the quantized data and the
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Figure 5.1: Probability of class given data for a two class problem. The means are -1 and
1 for the two classes and both classes have standard deviation 2.

class labels. Therefore, instead of preserving Euclidean distance between X and X̂, we

attempt to preserve the class information contained in data X.

The advantage of using MI loss instead of Pe, is that MI loss can be defined even

for sub-vectors of the entire vector used for classification while Pe could not be defined.

This is important because to alleviate the complexity during encoding it is necessary

for the encoders to operate on low dimensions sub-vectors of the entire vector used for

classification. Further justification for choosing to minimize MI loss can be obtained

from Fano’s inequality. It is known that mutual information between the classes and

the data used for classification provides a (tight) lower bound to probability of error

during classification. It can additionally be shown that the loss in mutual information

due to quantization approximates the increase in probability of classification error due to

quantization.
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Specifically, it will be shown that when the quantizer design minimizes the MI loss,

then the “distance” between the a-priori class conditional pdfs p(c|x) and the a-posteriori

class conditional pdfs p(c|x̂) after quantization is minimized. The optimal classifier rule

for the example in Figure 5.1 is

C̃ =















0 if p(c0|x) ≥ p(c1|x)

1 otherwise

(5.3)

By ensuring the quantizer design makes p(c|x̂) as similar to p(c|x) as possible it can

be expected that the impact quantization has on classification will be minimized. The

measure of dissimilarity between pdfs can be measured by the Kullback-Lieber (KL)

divergence between them, which is given by

DKL(p(c|x)||p(c|x̂) =

∫

x

f(x)
∑

i∈C

p(ci|x)log

(

p(ci|x)

p(ci|x̂)

)

dx (5.4)

It will be shown that the KL divergence emerges as the right “effective distortion metric”

when quantizers are designed to minimize the MI loss incurred by quantization. Note

that this approach encompasses the previous approach (Chapter 3) as a special case if

the “soft” information p(ci|x)∀i ∈ C is replaced by the “hard” information

L(ci) =















1 if p(ci|x) ≥ p(cj |x)∀j 6= i

0 otherwise

(5.5)

with ties broken arbitrarily.

5.2 Relation between mutual information and Pe

Let the pair {X,C} represent a data vector X associated with a class label C ∈ C. Let δ(·)

be a deterministic statistical classifier which operates on the data vector X to estimate
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the class associated to it. Let X̂ = Q(X) be the quantized value of X, where Q(·) is the

quantizer. Let C̃ = δ(X) and Ĉ = δ(X̂) be the class labels estimated by the classifier

from X and X̂, respectively. Let P u
e = P (C̃ 6= C) and P q

e = P (Ĉ 6= C) be the probability

of error when unquantized and quantized data are used by the classifier respectively.

5.2.1 Fano’s inequality

Suppose we wish to estimate (classify) a random variable Θ and observe a random variable

Z which is related to Θ by the conditional distribution p(z|θ). From Z we calculate a

function Θ̂ = g(Z), which is an estimate of Θ. If the probability of error Pe = P (Θ 6= Θ̂),

then Fano’s inequality states that (for proof see pg 39 of [16])

H(Pe) + Pelog(|Θ| − 1) ≥ H(Θ|Z)

5.2.2 Relating Pe to loss in mutual information

During classification the value of the data X is known, the value of the label C needs to

be determined, therefore by Fano’s inequality

H(P u
e ) + P u

e log(|C| − 1) ≥ H(C|X)

After rearranging we get

P u
e ≥

H(C|X) − H(P u
e )

log|C|

=
H(C) − I(C;X) − H(P u

e )

log|C|
(5.6)

Similarly P q
e can be lower bounded as,

P q
e ≥

H(C) − I(C; X̂) − H(P q
e )

log|C|
(5.7)
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It is known that Fano’s inequality is tight (see pg 40 of [16] for an example of a pmf which

achieves the bound with equality). Therefore equations (5.6) and (5.7) can be written as

P u
e =

H(C) − I(C;X) − H(P u
e )

log|C|
+ ε1 (5.8)

P q
e =

H(C) − I(C; X̂) − H(P q
e )

log|C|
+ ε2 (5.9)

where ε1 and ε2 are the difference between the probability of errors P u
e and P q

e and their

respective lower bounds in equations (5.6) and (5.7).

Then the increase in probability of error due to quantization is

P i
e = P q

e − P u
e

=
I(C;X) − I(C; X̂)

log|C|
−

H(P q
e ) − H(P u

e )

log|C|
+ ε1 − ε2 (5.10)

If we assume quantization does not severely degrade classification performance then,

H(P q
e ) ' H(P u

e )

Additionally, we can expect the difference ε1 − ε2 will be small. Therefore,

P i
e '

I(C;X) − I(C; X̂)

log|C|
(5.11)

From the above equation we observe that the increase in probability of classification error

due to quantization is closely approximated by the loss in mutual information. Hence, it

is reasonable to expect that by minimizing loss in mutual information during quantization

indirectly ensures that the increase in probability of classification error is also minimized.
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5.3 Information Bottleneck Method

The Information Bottleneck (IB) Method [66] provides a variation principle for efficient

representation of information for a given rate. The authors assume the presence of a

relevance variable C (for classification application the relevance variable would be the

class label), which is not independent from the signal to be compressed X, i.e., they

share a positive mutual information I(X;C).

Their proposed method attempts to quantize X while retaining as much information

about C as possible. The MI between X and C is given by

I(X;C) =

∫

x

f(x)
∑

c

p(c|x)log

(

p(c|x)

p(c)

)

dx (5.12)

The authors trade-off between the MI and the rate required to represent the compressed

data. Their assignment retains a fixed amount of meaningful information about C while

minimizing the number of bits needed from X. The cost function minimized is

J1 = I(X; X̂) − λI(X̂;C) (5.13)

or, equivalently the cost function to be minimized can be re-written as

J2 = I(X; X̂) + λ[I(X;C)] − I(X̂ ;C)] (5.14)

Notice that since I(X;C) is a constant, the two minimizations are equivalent. However

Equation (5.14) provides a better intuitive understanding of the problem for classification

applications. Since now the problem is stated as minimizing the MI loss due to quanti-

zation for a given rate. In Section 5.2 it was shown that the MI loss directly correlates

to the increase in probability of classification error due to quantization.
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The main result of the IB method is that minimization of Equation (5.13) when

using a soft partition of the input data space, results in the Kullback-Liebler divergence

between the a-priori conditional class pdfs P (c|x) and the a-posteriori conditional class

pdfs after quantization P (c|x̂), DKL[p(c|x)||p(c|x̂)], emerges as the relevant “effective

distortion metric”. Additionally, an iterative algorithm similar to the Blahut-Arimoto

(BA) algorithm is provided to design quantizers.

The short-comings of the IB method are

• It requires the knowledge of the joint pdf p(x,c). In most practical applications this

joint pdf is not available.

• The BA-algorithm induces a soft partition of the input space. In actual encoding

we require a hard partition of the input space. It is not clear if the IB method is

optimal when a hard partitioning of the input space is used.

• The rate allocation problem is not addressed. It is well known that rate allocation

plays an important role in achieving good performance for rate-distortion (RD)

based systems. It can be expected that rate allocation will play an important role

even in rate-mutual information loss (RMI) based systems.

• Dimension mismatch between the vector used for classification and that used for en-

coding has not been addressed. As mentioned before for practical encoding schemes

the data vector X has to be encoded using a product encoder, due to computational

requirements.
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In the following section we address these short-comings. We provide an empirical

quantizer design in Section 5.4 which uses a hard partitioning of the input space. We

address the rate-allocation problem in Section 5.4.2.

5.4 Minimum Mutual Information Loss Encoder

Before describing our minimum mutual information loss encoder, we introduce our nota-

tion. We represent vectors in bold and the components of the vector are enclosed in {}.

Random variables (RVs) are represented by uppercase letters and the value taken by the

RVs by lowercase letters, i.e., X = x = {x1, . . . , xN} implies the vector RV X takes the

value x, which has N components xi, i = 1, . . . , N . δ(·) denotes a statistical classifier,

α(·) and β(·) denote the encoder and decoder respectively. We use the quantizer, Q(·),

as a shorthand for the encoder-decoder pair, i.e., Q(·) , β(α(·)).

Let [Y, C] denote a continuous (NT )-dimensional RV Y = {X1, . . . ,XT} which is

associated with a class label C that takes a value in 1, . . . , L, and Xi is an N -dimensional

RV. In speech recognition the RV Y represents feature frames of a phoneme, Xi represents

a feature frame, and C represents the phoneme Y belongs to. Assume to represent

Y1, we are given a rate R, the rate constraint could be due to transmission or storage

requirements. The problem we consider is that of finding the best representation Ŷ =

{X̂1, . . . , X̂T} = {Q(X1), . . . , Q(XT )} s.t. H(Ŷ) ≤ R, which minimizes the probability

of error in classification, i.e., Pe(δ(Ŷ) 6= C), where H(Ŷ) is the entropy of the RV Ŷ.

The fundamental problem we are addressing is given the constraint that the classifier has

1The rate required to represent a continuous RV X with exact precision is ∞
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to operate on compressed data with a rate limit, what is the best product quantizer that

minimizes the probability that the class label is different when obtained from unquantized

and quantized data? Note that we design the same quantizer Q(·) for all the feature

frames, Xi, i = 1, . . . , T .

Unlike Pe(·), which is not defined for sub-vectors (the classifier can only make its

decision using the entire vector), MI can be calculated even between sub-vectors Xi and

the class labels. Since we design the same quantizer for all feature frames in what follows

we drop the subscript in Xi.

Different speech utterances could contain the same feature frames (possibly in different

temporal locations) and still belong to different classes. So it is obvious that given a

feature frame the class labels need not be the same, i.e., every feature frame X = x is

associated with a conditional pdf p(c|x). Hence MI between the RV X and the RV C

(class label) is given by

I(X;C) =

∫

x

f(x)
∑

c

p(c|x)log

(

p(c|x)

p(c)

)

dx (5.15)

It is well known that

H(C|X) = H(C) − I(X;C) (5.16)

where H(C) is the original entropy of the class labels and H(C|X) is the entropy of

the class labels after observing X. Therefore the MI between C and X is the amount by

which uncertainty in class labels is reduced by observing X. Obviously the larger I(X;C)

is, the more relevant (useful) X is for the classification task. This intuition has been

used previously in speech recognition to propose a maximum mutual information speech

recognizer design technique [39] as an alternative to maximum likelihood techniques.
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Our work also makes use of this intuition to design a minimum mutual information loss

(MMIL) quantizer, QMI(·), which minimizes the loss in MI, I(X;C) − I(X̂;C), due to

compression, where X̂ = QMI(X). The loss in MI due to compression corresponds to an

increase in class uncertainty (see Equation (5.21) below), hence the MMIL quantizer is

well suited for compressing data in classification applications. The MMIL quantizer treats

loss in MI as the distortion incurred during quantization, similar to a minimum mean

square error (MMSE) quantizer treating Euclidean distance as the distortion incurred.

The MI between the quantized data X̂ and C is

I(X̂;C) =
∑

c

∑

x̂

p(c, x̂)log

(

p(c, x̂)

p(c)p(x̂)

)

≤ I(X;C) (5.17)

where I(X̂;C) ≤ I(X;C) by the data processing inequality.

The optimal MMIL quantizer, Q∗
MI(·), subject to a rate constraint, is obtained by a

constrained minimization

Q∗
MI(·) = argminQMI :(I(X;C)−I(QMI(X);C))≤DMI

I(X;QMI(X))

Based on standard Lagrange techniques this constrained minimization can be converted

into an unconstrained minimization, i.e.,

Q∗
MI(·) = argminQMI

I(X;QMI(X))

+λ(I(X;C) − I(QMI(X);C)) (5.18)

where λ is the Lagrangian multiplier which controls the trade-off between rate and dis-

tortion (i.e., loss in MI).
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5.4.1 MMIL Encoder: Quantizer Design

One of our main motivations is to provide an empirical algorithm which can be used in

practical applications to design quantizers directly from sample training data. To enable

this we show how the distortion in Equation (5.18) can be estimated directly from data

samples used to design the quantizer. First from the Markov chain C ↔ X ↔ X̂, we

have

p(x̂|c) =

∫

x

p(x̂|x)p(x|c)dx (5.19)

and

p(c|x̂) =

∫

x

p(c|x)p(x|x̂)dx (5.20)

From Equation (5.16), the MI loss (distortion) is

I(X;C) − I(X̂;C) = H(C|X̂) − H(C|X) (5.21)

where

H(C|X) = −

∫

x

f(x)
∑

c

p(c|x)log (p(c|x)) dx (5.22)

and

H(C|X̂) = −
∑

c

p(c)
∑

x̂

p(x̂|c)log (p(c|x̂)) (5.23)

Substituting Equation (5.19) in Equation (5.23) we get

H(C|X̂) = −
∑

c

p(c)

∫

x

p(x|c)
∑

x̂

p(x̂|x)log (p(c|x̂)) dx (5.24)

Note that p(x̂|x) = 1 if Q(x) = x̂ and 0 otherwise. Therefore define

q(c|x̂) =















p(c|x̂) if Q(x) = x̂

0 otherwise

(5.25)
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Substitute Equations (5.22), (5.24) and (5.25) in Equation (5.21) (by continuity argu-

ments we assume 0log(0) = 0). After rearranging, we get

I(X;C) − I(X̂;C) =

∫

x

f(x)
∑

c

p(c|x)log

(

p(c|x)

q(c|x̂)

)

dx (5.26)

If d(x, x̂) represents the distortion between x and x̂, then E[d(x, x̂)] =

∫

x
f(x)d(x, x̂)dx. This implies that the distortion metric for the MMIL quantizer is

∑

c p(c|x)log
(

p(c|x)
q(c|x̂)

)

, i.e., the distortion is the KL distance between the a-priori condi-

tional class pdfs before quantization, p(c|x), and the a-posteriori conditional class pdfs

after quantization, q(c|x̂). Therefore the MMIL quantizer attempts to choose those code-

words X̂ which best preserve the a-priori conditional class pdfs. It is obvious that for

statistical classifiers (e.g. HMMs) which choose the class label based on a maximum like-

lihood decision using p(c|x), the MMIL quantizer will have less detrimental effect on the

probability of misclassification when compared to traditional mean square error (MSE)

based quantizers which do not explicitly consider the conditional class pdfs during quan-

tization design. If the source pdfs are not known fine quantization is used to find an

empirical estimate p̃(c|x) of p(c|x) from labeled training data [7]. Equation (5.20) is then

used to find p(c|x̂), where p̃(c|x) is used instead of p(c|x).

Algorithm 8 Minimum mutual information loss vector quantizer design

Step 0: Calculate p̃(c|x) for c = 1, . . . , L

Step 1: Initialize all codewords x̂i, i = 1, . . . , I, d(0) = ∞, k = 1. Let ε be a small

positive constant.

Step 2: Find p(c|x̂i), c = 1, . . . , L, i = 1, . . . , I; using Equation (5.20)

Step 3: α(x) = argmini

∑

c p(c|x)log
(

p(c|x)
q(c|x̂i)

)
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Step 4: x̂i = β(i) = E[x|α(x) = i]

Step 5: d(k) =
∫

x
f(x)

∑

c p(c|x)log
(

p(c|x)
q(c|β(α(x)))

)

dx

Step 6: if (d(k − 1) − d(k))/d(k) < ε STOP, else k = k + 1, go to Step 2

Here in Step 4 we make use of the result that for encoders designed using KL distance

as the distortion measure, the optimal decoder is the Lloyd decoder [58].

The flexibility of our encoder design is that since we are using loss in MI as the

distortion measure rather than Pe(·), it can easily be applied to design independent

quantizers for each of the components of the vector X. If the vector X has N components,

i.e., X = x = {x1, . . . , xN} then the optimal quantizer Qj∗
MI(·) for the jth component is

designed by minimizing I(Xj ;C) − I(Qj∗
MI(Xj);C).

Given that the designed quantizers need to satisfy a rate constraint, the standard

entropy constrained quantization design technique [14] can be adopted, with MI loss as

the distortion. The entropy constrained encoder αn(·) for the nth component is

αn(xn) = argmini

∑

c

p(c|xn)log

(

p(c|xn)

q(c|x̂ni
)

)

+ λlni
(5.27)

where lni
is the number of bits used to represent the ith codeword x̂ni

in the nth sub-

dimension. As a simplification we use lni
= −log2(p(x̂ni

)). The decoder is the Lloyd

decoder βn(i) = E[xn|αn(xn) = i].

5.4.2 MMIL Encoder: Rate-Allocation

Rate-allocation (or bit-allocation) plays an important role during designing independent

encoders for components of a vector. The GBFOS algorithm [53] has been used for rate-

allocation in MMSE encoders. It relies on the calculation of rate vs. distortion points
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for each of the components and then selects the combination of points which satisfy the

rate constraint and yield the minimum distortion. For MMIL quantizers the distortion

is MI loss, hence several rate vs. mutual information loss points are calculated for each

of the components. Then if the available rate is R, these calculated points are used by

the GBFOS algorithm to allocate rates, Rn, n = 1, . . . , N ;
∑

n Rn ≤ R, to each of the

components. The GBFOS algorithm is presented below.

Algorithm 9 (GBFOS bit allocation)

Step 1 : For n = 1, . . . , N , set Bn = q. This is the initial bit allocation.

Step 2 : Calculate, for n = 1, . . . , N , for i = 1, . . . , Bn,

Sn(Bn, Bn − i) =
∆MILoverall

∆Roverall
= −

MILn(Bn) − MILn(Bn − i)

i
(5.28)

Step 3 : For each n = 1, . . . , N , determine i for which Sn(Bn, Bn − i)is minimized.

Step 4 : Determine the component for Sn(Bn, Bn − i) is the lowest. Assume it is

component l. (If minimum Sn(Bn, Bn − i) is not unique, then select all components with

this value). Set Bl = Bl − i.

Step 5 : Calculate Balloc =
∑

n Bn. Check if Balloc ≤ B; if so for n = 1, . . . , N, setRn =

Bn/T , where T is the sampling frequency and Stop

Step 6 : Repeat Steps (2), (3), (4) and (5).

The final rate-allocation for the component n is given by Rn.

To satisfy the rate allocation, during quantizer design, λ in Equation (5.27) is modified

until H(X̂n) ≤ Rn, standard bisection techniques can be used to find the “best” λ.
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5.5 Experiments and Results

To evaluate our techniques we generated a mixture of eight 2D Gaussian sources. The

means and the optimal Bayes classification boundaries for this mixture source are shown

in Figure (5.2). 10,000 samples from each class were generated, each dimension was

independently quantized and then used for classification. A classification error occurs

if a sample from class i is classified as belonging to class j 6= i. The experiments were

repeated 100 times and results reported are average results. The baseline classification

error using unquantized data was 27.4%.

−6 −4 −2 0 2 4 6
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0

1
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4

Figure 5.2: The mixture of eight 2D Gaussian sources used to evaluate our proposed tech-
niques. Misclassification was 27.4% even when unquantized features were used, indicating
significant overlap between the different sources.

The different quantization techniques (Q1-Q4) evaluated are listed in Table [5.1].

To illustrate the effect of MI on the different aspects of the quantizer, we progressively

increase the significance the role MI plays in the quantizer operation. Q4 represents the

quantization technique incorporating MI in all three phases, design, rate-allocation and

encoding. This represents our best system. Figure (5.3) shows the results obtained when

the different quantizers were used for encoding the data before classification. We plot the
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ID Design Rate-allocation Encoding

Q1 MSE MSE MSE

Q2 MSE MI MSE

Q3 MI MI MSE

Q4 MI MI MI

Table 5.1: In the different quantization techniques, we varied the design algorithm, the
rate-allocation technique and the encoding scheme. Here MSE refers to mean square
error distortion and MI refers to our proposed mutual information loss distortion. Note
that we progressively increase the amount of role MI plays in the quantizer operation, by
first using it only for rate-allocation, then for both rate-allocation and quantizer design
and finally for all three operations.
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Figure 5.3: The results obtained by the different quantization schemes. Observe that
as MI is increasingly used in the quantizer, the rate-classification performance always
becomes better.
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increase in misclassification vs. bits-per-sample. The increase in misclassification is with

respect the baseline performance using unquantized data. Observe that at high bitrate

(> 3.5 bits-per-sample), the performance of all systems is almost the same, although

Q4 achieves the best results of the four techniques. However at low bit rates the sub-

optimality of MSE for classification becomes clear. When the GBFOS algorithm uses

rate vs. mutual information loss points instead of rate vs. MSE points to allocate rates to

the different components of the vector we observe that the performance improves or stays

the same (Q2 is better than Q1). Once MI is also included for quantizer design (Q3),

we observe substantial improvement in performance. At 2.3 bits-per-sample the increase

in misclassification due to Q1 is 7.6%, while due to Q3 it is only 2.2%. Notice that this

improvement comes with no extra cost during encoding, i.e., Q3 still uses the sub-optimal

MSE encoding, thus having no extra run time computational increase. However we

observe that between 2.5 and 3.5 bits-per-sample, the performance of Q3 is not monotonic.

This is due to the fact that a quantizer designed to minimize loss in MI, is used by an

encoding scheme which minimizes MSE. To eliminate this mismatch MI can be used as

the criteria during actual encoding (Q4). Observe that Q4 outperforms Q1, Q2 and Q3

at all bitrates, and additionally eliminates the non-monotonicity of Q3 (however the run

time encoding complexity increases).

The significant performance improvements achieved for this eight class task motivated

us to apply the MMIL technique to the problem of encoding speech in a distributed speech

recognition (DSR) task (see Chapter 2). Our scalable DSR encoder [64] uses uniform

scalar quantizers, hence we concentrate on rate-allocation. The rate-allocation to each

of the mel frequency cepstral coefficients (MFCCs) was based on the importance of each
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Figure 5.4: WER in spoken names recognition task. Significant performance improve-
ments is achieved at all bitrates by the MI rate-allocation compared to the heuristic
rate-allocation. At 3920 bps, the MI rate-allocation scheme results in only a 0.31% in-
crease in WER when compared to using unquantized MFCCs.

MFCCs for recognition. It is unclear how to map importance to rate-allocation. However

loss in MI is a better metric for allocating the rates, since the loss in MI indicates the

increase in class uncertainty. The results obtained when rate-allocation to the MFCCs was

done with MI is shown in Figure (5.4). The recognition task was a two stage spoken names

recognition (see 2.4.3 for details). Observe that for all bitrates the MI rate-allocated

encoder significantly outperforms the heuristically rate-allocated encoder. At 3920 bps

the MI rate-allocation reduces the increase in WER due to compression from 1.92% for

the heuristic rate-allocation to 0.31%, more than a six fold decrease. In terms of bitrate,

the MI rate-allocation achieves at 2500 bps the same recognition performance as the

heuristic rate-allocation does at 3920 bps, a 36% reduction in bitrate with no penalty in

recognition performance.
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5.6 Conclusions

We proposed mutual information, an alternative to MSE, as a more appropriate distortion

criteria for encoder design in classification (recognition) applications. We showed that KL

distance is the right optimization measure to ensure that the quantizer design minimizes

loss in MI between the data samples and class labels. We provided a practical empirical

quantizer design technique. We also showed that rate-allocation based on MI can result

in significant performance improvements in distributed speech recognition.
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Chapter 6

Future Work

6.1 Successively Refinable Predictive Encoding

In Chapter 2 a scalable predictive encoding scheme was presented for encoding MFCCs.

The advantages of using scalable encoding for speech recognition were also discussed.

Scalable encoding is also very useful even in other applications. For example consider

digital video broadcast from a server to several clients. Assume that some of the clients

have access to high bandwidth channels while others are bandwidth constrained. The

most straightforward method of video transmission would involve the server transmitting

two independent video streams, one encoded at high rate and the other at low rate.

Obviously this is a wasteful strategy. The better alternative would be for the server

to transmit a single scalable stream and the clients would receive the part of the video

stream based on their bandwidth capacity, i.e., clients with high bandwidth would receive

the entire stream while clients with low bandwidth would only receive the initial portion

of the scalable stream.
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Obviously, while this enables savings in bitrate, it can affect the performance. More

formally assume that when the video is encoded at rates R1 and R2 (R2 > R1) and the

distortion is D1 and D2 respectively. Then is it possible to encode the video with rate

R1 and distortion D1 and then add a refinement at rate R2 − R1 and achieve distortion

D2? Or more generally is it possible to reach every point on the rate-distortion curve in

a scalable manner? The answer to this question was presented by Equitz and Cover [20]

and Rimoldi [52], who proved that for a source X to be successively refinable from X̂1

(rate R1 and distortion D1) to X̂2 (rate R2 and distortion D2), X, X̂1 and X̂2 have to

form a Markov chain, i.e.,

X ↔ X̂2 ↔ X̂1 (6.1)

6.1.1 Methods of scalable encoding

Perfect successive refinability is not achievable by practical scalable encoding techniques

even for sources for which it is known that Equation (6.1) is satisfied. The encoding

technique proposed in [20] relies on random coding techniques, and is only optimal as-

ymptotically in the limit as the block length of the vector being encoded goes to infinity.

In practical encoding techniques, it is computationally inferable to use large dimension

vectors during encoding. Instead the encoders operate on low dimension vectors.

Our primary interest is in the design of scalable predictive encoders. Both [20] and [52]

consider independent and identically distributed (iid) sources. It can be expected that

design of practical scalable predictive encoders will be more challenging than scalable

encoders for iid sources.
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Most scalable predictive encoding techniques can be broadly classified in two differ-

ent techniques, Refinable scalable predictive encoders and Morphable scalable predictive

encoders.
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Figure 6.1: A refinable scalable predictive encoding scheme. Subsequent DPCM loops
encode the quantization error of the previous DPCM loop.

A refinable scalable predictive encoder is shown in Figure 6.1. For ease of explanation

let us assume that scalable stream consists of two layers. The lower rate description

requiring rate R1 is initially generated by a DPCM loop with a coarse quantizer. The

quantization error of the first DPCM loop ri is predicted with another DPCM loop

to generate the refinement layer. The basic operation consists of initially generating a

description requiring rate R1, Then R2−R1 refinement bits are sent to generate the higher

fidelity description. The advantage of this approach is that both rate requirements R1

and R2 are fixed. However while distortion D1 is fixed, we do not have control over D2

(in general the distortion achieved will be greater than D2).
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Figure 6.2: A morphable scalable predictive encoding scheme. Each layer is encoded using
independent DPCM loops. The quantized prediction error of previous DPCM loops is
used by the subsequent DPCM quantizer and entropy coder.

A morphable scalable predictive encoder [34] is shown in Figure 6.2. Here two separate

predictive encoders are used for the two layers. Then we get descriptions l0 and l1.

The lowest rate description l0 is transmitted as is, however instead of transmitting l1

a bitstream m1 is calculated from l0 and l1 which will enable the decoder to morph l0

into l1. The basic operation involves generating both descriptions requiring rates R1 and

R2. Then morph bits, m1, are generated and transmitted as the higher layer bitstream.

The decoder uses the morph bits and the lower description to generate the same “exact”

higher rate description as was available at the output of the higher layer DPCM loop.

The important point to note is that in this technique the high fidelity representation

exactly achieves the distortion D2. The difference with the previous technique being that

now the rate required by the refinements bits will be greater than R2 −R1. The obvious
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advantage of this techniques is that we can achieve the exact distortions D1 and D2 at

both points. This allows us precise control over the fidelity quality for the user.

Primary motivation for investigating morphable scalable predictive encoding schemes

stems from the fact that fine grain scalability (FGS) (which falls into the category of refin-

able scalable predictive encoding), introduced in MPEG-4 for generating scalable video

streams is extremely inefficient. With the possible potential practical impact scalable

predictive encoding can have on the development of layered video encoders, it is worth

exploring both the theoretical and practical implications of morphable scalable predictive

encoders.

6.2 Predicting Rate Requirement for Classification Tasks

Consider two different classification tasks. Assume the first classification task has to

decide the class label from C1 and the second decides the class label from C2. Assume

that |C1| >> |C2|. An example would be two speech recognition tasks, the first one

could be a continuous speech recognition (CSR) task where the candidate classes are

all possible words in the task and the second could be a digit recognition task where

the possible classes are in (0,1,...,9 and oh). For both these tasks MFCCs are used for

recognition. However intuitively it is apparent that the amount of information required

for the digit recognition task will be much lesser than that required for CSR.

When we consider these recognition tasks in the context of Distributed Speech Recog-

nition (DSR), we can expect that the rate required for minimal recognition performance

degradation in the digit recognition task will be lesser than the rate required for CSR.
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The interesting question is, can we predict the recognition performance for different rates

for different recognition tasks? Of course the most straightforward way to do this would

be to actually encode the MFCCs at different rates and perform recognition experiments

for different tasks at these different rates and determine the recognition performance.

But in practice this can become impractical. Hence there is a necessity to develop a

methodology which can with low computational complexity predict the rate-recognition

performance for classification tasks.

Consider Equation (6.2), which was proved in Chapter 5

P q
e − P u

e '
I(C;X) − I(C; X̂)

log|C|
(6.2)

This states that the increase in probability of error due to quantization is approxi-

mately proportional to the loss in mutual information due to quantization. Hence we can

expect that mutual information (MI) loss can be used to predict the increase in prob-

ability of error, when the input data is quantized. Calculation of MI loss involves less

effort than recognition experiments. Additionally, this procedure is not dependent on the

particular implementation of the recognizer and hence can generalize to a wide variety of

variations of speech recognizer implementations (for eg. HMM based, segmental based,

ANN based).

Note that in Equation (6.2), the MI between the class labels and the MFCC vector

needs to be estimated. Typically the MFCC vector consists of 13 components. Hence

to estimate the MI loss, knowledge (or estimation) of the joint pdf p(c, x1, . . . , x13) is

required. Usually the MFCCs are modeled as mixture Gaussians. Unfortunately no

closed form expressions of MI exist for mixture Gaussians. Hence calculation of MI loss
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can be challenging in practice. One method to overcome this would be (as in Chapter 5)

would be to use fine quantization to discretize the MFCCs, i.e., X̃ = Q(X). Then I(C; X̃)

is calculated as

I(X̃;C) − I(X̂;C) =
∑

x̃

f(x̃)
∑

c

p(c|x̃)log

(

p(c|x̃)

q(c|x̂)

)

(6.3)

The number of codewords in the vector quantizer can be chosen to ensure P X̃
e −P u

e ' 0,

hence there would be no loss in estimation by using X̃ instead of X.

Another possibility would be use the Renyi entropy instead of Shannon entropy. The

Renyi entropy is defined as

hα(X) =
1

1 − α
log2

(
∫

fα
X(x)dx

)

(6.4)

and it converges to the Shannon entropy as α → 1, i.e.,

h(X) = −

∫

fX(x)log2(fX(x)dx = limα→1hα(X) (6.5)

A minimum spanning tree (MST) approach can be used to estimate the Renyi entropy [27,

26]. The spanning tree can be constructed using the MFCCs (X). Each edge in the tree is

associated with a cost. The MST is defined as the set of edges which connect all vertices

in X with minimum total cost. i.e., the cost of the MST is

LXN
= mine∈T

∑

e

‖ e ‖γ (6.6)

where e denotes an edge in the tree T , ‖ · ‖ and γ denote the Euclidean norm and power

exponent, respectively.

Then the estimate of Renyi entropy is given by [27, 26],

hα(X) =

(

log2

(

LXN

Nα

)

− log2(βL,γ

)

/(1 − α) (6.7)
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where α = (d − γ)/d (d is the dimension of the vector), βL,γ is a density dependent

constant only depending on the type of spanning tree used and γ. By setting γ to a small

constant, the estimate of the Renyi entropy closely approximates the Shannon entropy.

Then the estimate of MI is given by

Iα(C;X) =
1

1 − α

(

log2

(

LXN

Nα

)

−
∑

c∈C

log2

(

LXN
|C = c

Nα

)

p(c)

)

(6.8)

6.3 Optimal Transformation for Minimizing Mutual

Information Loss

In Chapter 5 MI based quantization and rate allocation techniques were presented. These

were shown to provide good improvements over MSE based encoders for classification ap-

plications. However the quantizer operated on the original source data. For conventional

RD based systems, transform coding has proven to be an extremely powerful component

of the encoder. It has enabled the use of simple scalar quantizers (SQ) on the trans-

formed data to achieve good performance comparable to (or better than) that achieved

using vector quantizers (VQ) on the original data.

It can expected that use of transform coding will be beneficial even in rate-mutual in-

formation based systems. Most rate-distortion (RD) transform coders employ orthogonal

transforms, i.e, if the transform is T , then TT−1 = I. The advantage of using orthogonal

transforms is that they preserve energy, i.e., the MSE introduced in the transform space

will be equal to the MSE in the original space.

156



For mutual information, any invertible transform preserves mutual information. I.e.,

if the original N -dim data is X, which is associated with a class label C and Y = TX is

the transformed data, then

I(X;C) = I(Y ;C) (6.9)

if T−1 exists.

^
Y Y

X1

X2

^

^

^XN

X
^

T T
-1

N

2

1Q

Q

QN

X

X1

X

X

2

Figure 6.3: Encoder employing an invertible transform. The transform coefficients are
independently quantized. The final decoded vector is obtained by inverse transforming
the quantized coefficients.

Consider the source encoding system shown in Figure 6.3. The N -dim input X is

transformed into Y by the transform T . The components Yi of Y are independently

quantized by scalar quantizers Qi(·), i.e., Ŷi = Qi(Yi). The quantizer vector Ŷ is inverse

transformed to get the final decoded vector X̂. For mean square error (MSE) based

systems, the quantizers Qi(·) are designed to minimize E[Yi−Ŷi]. For MSE based systems

it has been shown that the Karhunen-Loeve (KL) transform is the optimal transform [28].
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It is shown that the KL transform makes the transformed coefficients uncorrelated and a

MSE system employing the KL transform minimizes the MSE distortion for a given rate.

If the system in Figure 6.3 is designed to minimize mutual information loss, then what

is the optimal transform T ? The optimal transform for a MSE system was a transform

which made the transform coefficients uncorrelated, so is the optimal transform for min-

imum mutual information loss systems a transform which ensures that the transformed

coefficients are independent?

Let the input vector X have two components X1 and X2. Consider two invertible

transforms T
′

and T
′′

, where T
′

is the transform with makes transformed components in

each class independent and T
′′

is an arbitrary transform. Let Y
′

= T
′

X and Y
′′

= T
′′

X.

Consider optimal MI quantizers Q
′

i and Q
′′

i , i = 1, 2 which are used to quantize the compo-

nents of Y
′

and Y
′′

respectively, i.e., Ŷ ′ = {Q
′

1(Y
′

1 ), Q
′

2(Y
′

2 )} and Ŷ ′′ = {Q
′′

1(Y
′′

1 , Q
′′

2(Y
′′

2 }).

Let the reconstructed values be X̂
′

= T
′−1Ŷ

′

and X̂
′′

= T
′′−1Ŷ

′′

.

The MI losses for two cases are

MILindep = I(X;C) − I(X̂
′

;C) = I(Y
′

;C) − I(Ŷ
′

;C)

= I(X;C) − I(Ŷ
′

;C) (6.10)

and

MILarbit = I(X;C) − I(X̂
′′

;C) = I(Y
′′

;C) − I(Ŷ
′′

;C)

= I(X;C) − I(Ŷ
′′

;C) (6.11)
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I(Ŷ
′

;C) = I(Ŷ1

′

, Ŷ2

′

;C)

= I(Ŷ1

′

;C) + I(Ŷ2

′

;C) − I(Ŷ1

′

; Ŷ2

′

|C)

= I(Ŷ1

′

;C) + I(Ŷ2

′

;C) (6.12)

This follows from the fact that T
′

makes the transformed components in each class inde-

pendent hence I(Ŷ1

′

; Ŷ2

′

|C) = 0.

I(Ŷ
′′

;C) = I(Ŷ1

′′

, Ŷ2

′′

;C)

= I(Ŷ1

′′

;C) + I(Ŷ2

′′

;C) − I(Ŷ1

′′

; Ŷ2

′′

|C) (6.13)

Since T
′′

is an arbitrary transform I(Ŷ1

′′

; Ŷ2

′′

|C) ≥ 0.

MILindep − MILarbit = I(Ŷ
′′

;C) − I(Ŷ
′

;C)

= I(Ŷ1

′′

;C) + I(Ŷ2

′′

;C) − I(Ŷ1

′′

; Ŷ2

′′

|C)

−I(Ŷ1

′

;C) − I(Ŷ2

′

;C)

≤ I(Ŷ1

′′

;C) + I(Ŷ2

′′

;C) − I(Ŷ1

′

;C) − I(Ŷ2

′

;C) (6.14)

if I(Ŷ1

′′

;C) + I(Ŷ2

′′

;C) = I(Ŷ1

′

;C) − I(Ŷ2

′

;C) then MILindep ≤ MILarbit.
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The intuition is that when the transform T
′

is used, each component of the trans-

formed data provides completely extra information about the class labels. However when

an arbitrary transform T
′′

is used the information provided by the different components

is not completely independent. Hence it can be expected that the total amount of infor-

mation provided by the transform coefficients about the class when transform T
′′

is used

will be less than when the transform T
′

is used.

6.4 Application Specific Distributed Source Coding

Consider a sensor network where several sensors acquire observations about a target. The

signals acquired will be correlated due to the spatial proximity of the sensors. To reduce

the bandwidth required for transmission we can take advantage of this correlation. The

observations can be jointly encoded. However this requires inter-sensor communication,

which is not desirable from an energy point of view, since transmission tends to dominate

the power requirements in sensor networks. The rule of thumb is processing is preferable

to transmission. Consider that we have encode two correlated observations X and Y .

Joint encoding requires a rate H(X,Y ) for lossless transmission. This requires the encoder

know both X and Y . However the surprising result by Slepian-Wolf is that with the same

rate, H(X,Y ), the two observations can be independently encoded, provided that they

are decoded at a central location. This is shown in Figure 6.4. Similarly the Wyner-

Ziv theorem provides the rate-distortion function for distributed encoding when lossy

encoding instead of lossless encoding is employed.
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Figure 6.4: Distributed encoding of two statistically dependent sources. X and Y are
independently encoded but jointly decoded at a central decoder.

These two techniques, Slepian-Wolf and Wyner-Ziv either attempt to lossless transmit

the data or attempt to minimize the distortion in the decoded data. Consider a sensor

network where the system attempts to identifies the type of the vehicle traveling on the

road. Here the objective is to first decide if a vehicle is traveling on the road and if so,

then to identify the type of the vehicle. This is a classification task which makes use of

the observations acquired by several different sensors. It is not required that the sensors

transmit the entire acquired data to the central location making the classification decision.

It is sufficient that the sensors transmit sufficient information required to reliable identify

the presence of the vehicle(s) and identify it(them). Similar to the distributed classifi-

cation problem discussed before, now this is a system which involves distributed coding

and distributed classification. The conventional distributed coding algorithms [45] only

make use of the correlation between Xi, i = 1, . . . , N , where Xi are observations acquired

at N different sensors. However for classification tasks the information provided by each
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of the Xi about the class label is relevant not the individual Xi’s themselves. Hence it

is obvious that the Slepian-Wolf/Wyner-Ziv framework is not necessarily optimal for the

distributed-source-distributed-classification problem. The optimal rate-constrained solu-

tion would be to transmit sufficient information from each sensor subject to a bandwidth

constraint which would ensure that the classification at the central location is minimally

affected.

One method to do this would be consider the mutual information between the obser-

vation at a sensor and the class labels that need to be discriminated among. Consider two

sensors that acquire observations X and Y about a phenomena. The applications goal is

to estimate a class label C from these observations. Based on the minimal mutual infor-

mation loss framework the required optimal encoders would be quantizers that minimize

I(X;C)− I(X̂ ;C) at the first sensor, and minimize I(Y ;C|X̂)− I(Ŷ ;C|X̂) at the second

sensor. Obviously this requires complete knowledge of the joint pdf p(x, y, c). In general

even if this pdf is known or can be estimated it would require significant inter-sensor com-

munication, which we want to avoid. Hence it is required to develop a framework similar

to Slepian-Wolf/Wyner-Ziv, which address the problem of distributed-source-distributed-

classification problem. The question to be answered is, is it possible to attain the same

performance in a distributed mutual information source coding system without commu-

nication between sensors as that could be achieved with communication between sensors?

The advantage of this would be

(1) Better system performance can be achieved, since we are concerned only about

the applications objective (2) The rate requirement can be significantly reduced (3) Only

relevant information will be transmitted
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The more general question thats needs to addressed is, can distributed mutual infor-

mation based systems also be incorporated into the same framework as MSE based distrib-

uted systems. This would enable development of optimal distributed-source-distributed-

classification systems which would ensure that loss due to quantization in a distributed

encoding system have minimal effect on the applications final desired result, i.e., classifi-

cation.
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