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Abstract

Analyzing Internet traffic is critical to ensure the proper operation and maintenance of the current network infrastructure as well as to guide the expansion of future Internet pathways. Being able to analyze Internet traffic efficiently and with minimal error demands systems capable of measuring network traffic events while preserving characteristics of the traffic important to the particular analysis being conducted. Because of this it is important that measurement and analysis systems for Internet traffic be designed in a cooperative manner.

As a starting point of our cooperative measurement and analysis system design, we examine timing errors, with respect to a specific type of analysis task, inherent to Internet measurement systems. For select measurement systems we derive models for the timing errors, and show that with the proper choice of signal representation most of the timing errors can be mitigated. The signal representation we choose, called SigVec, is a modified point process representation. The modification is required because, in certain measurement systems, only a subset of packet arrival timestamps accurately reflect the packet timing. To preserve timing accuracy subsampling of the signal is required, which we incorporate in the SigVec representation. Then for specific Internet analysis tasks we propose a method to optimize the subsampling. Most importantly, our SigVec representation and subsampling optimization are very general and can be applied to any existing measurement system, including those like NetFlow that record flow measurements instead of packet arrivals, and measurement systems
designed to follow the IPFIX/PSAMP protocols recommended by the IETF [2,3,15].

Conveniently, our SigVec representation allows us to use the wealth of existing theory regarding point and renewal processes. In particular, from renewal theory we select a formulation, called the renewal density, which is suited for analyzing long range characteristics of Internet traffic. Using the renewal density formulation and our SigVec signal representation we derive a novel detection system, called inter-arrival based anomaly detection (IA²D), for detecting low-rate periodic anomalies in Internet traffic. Because IA²D uses the renewal density we can employ many features not found in existing systems. One feature of our system is the use of subdensities, which divide the renewal density into narrow time segments; this allows our system to detect and distinguish between multiple periodic anomalies, something most other detection systems are incapable of doing. Another feature of our system, due to renewal theory, is the ability to analyze and completely characterize the performance of our detection system for an idealized set of measurements, e.g., a Poisson process. Using this idealized analysis we derive expressions for system parameters, such as the time-to-detection, which we then use as guidelines for selecting detection system parameters when actual Internet network traffic is analyzed. Our system differs from state of the art systems by: i) detecting periodic anomalies at lower-rates, ii) detecting anomalies in aggregate Internet traffic, i.e., without flow separation as used in some systems, and iii) being able to distinguish between multiple periodic anomalies.
Chapter 1:

Introduction

Internet traffic measurement systems are used in numerous network analysis applications such as network tomography, anomaly detection and measuring quality-of-service [54, 61]. In general a measurement system is any system connected to an Internet link that extracts information from packet headers, such as packet size, as the packets pass through the system. The measurement system records this information along with a timestamp indicating, with some processing delay, when the packet arrived at the measurement system. In addition to measurement systems that simply record packet header and timestamp data, Internet traffic measurement systems can use information extracted from the packet header to construct flow based measurements. A flow is a connection between a pair of computer systems. Packets from the same flow are identified by having the same source and destination IP addresses, as well as using the same port connections [15].

Both packet and flow level measurements are useful for Internet network traffic analysis in a variety of applications. Internet traffic measurements are used to analyze existing networks to identify under-performing and outdated links, which can cause bottlenecks in otherwise healthy networks and should be repaired or updated for optimal network performance [9, 25, 42, 47]. Detecting anomalies is another important
task that makes use of network traffic measurements to detect denial-of-service (DOS) attacks, which can affect availability of web sites and services thereby impacting the economy of the Internet [12,34,36,74]. In addition to being important for maintenance and security of the Internet, network measurements can also effect its operation. For instance, network measurements are used in the congestion avoidance algorithms of some recent variations of the transmission control protocol (TCP), such as TCP Vegas and FAST TCP. The congestion avoidance algorithm of TCP Vegas uses the average round trip time (RTT) between when a packet is sent and when it is acknowledged as being received [13]. In FAST TCP queuing delay replaces the RTT in the congestion avoidance algorithm [8]. Both RTT and queuing delay are estimated using timing information obtained from packets, therefore, accurate measurements are important to the proper operation of these congestion avoidance algorithms.

Clearly, being able to measure Internet packet timing with minimal error is important to Internet traffic analysis and operation. The focus of the work in this thesis is on generating Internet traffic measurements while mitigating timing errors, yet at the same time preserving characteristics of the traffic important to a specific type of analysis task. We propose that we can accomplish these two criteria by selecting the proper signal representation, and through the use of subsampling. The signal representation is the form in which the measurement system records the Internet network traffic, in this dissertation we select a signal representation that is most natural to Internet network traffic events, namely a point process representation. Subsampling is used when the timing information of particular measurements is known to be inaccurate, typically due to the measurement system. By modifying the operation of the measurement system it is possible to optimize which measurements are inaccurate, and thus which measurements are subsampled. By optimizing the measurement system we create measurements that preserve the desired traffic characteristics for
particular analysis tasks.

To illustrate how the signal representation and subsampling optimization can benefit Internet traffic analysis we consider a typical, and important, analysis application, detecting anomalies in aggregate Internet traffic. In this dissertation we select a particular anomaly, low-rate periodic traffic, and design a detection system that directly uses our signal representation instead of modifying the representation as done in similar detection systems [12, 34, 74]. Further, we optimize subsampling of the traffic measurements specifically for the low-rate anomaly detection task, which allows us to process large collections of Internet traffic efficiently while maintaining reliable detection performance. We test the performance of our detection system in multiple applications against that of other detection systems that require modifying the signal representation [74] or separating the traffic based on flows [10]. The performance results indicate our system performs comparably to other systems, however, since we require no modifications to the aggregate signal our system can be used more readily. For example, unlike the method in [10] our method works when flow information is not available because an attacker uses IP address spoofing.

1.1 Motivation

The motivating theme for the work in this dissertation is the importance of generating Internet measurements with minimal timing error while preserving characteristics of the traffic important to specific analysis applications. Typical Internet traffic events, e.g., packet arrivals or the beginning of a flow, occur discretely, and measurements of these events are recorded by standard systems with individual timestamps for each event recorded. However, many Internet traffic analysis techniques convert the event based measurements to a more common time series representation in order to be
compatible with standard signal processing techniques (e.g., fast Fourier transform, power spectral density, etc.). The conversion from the event based measurements to a time series signal representation is a potential source of timing error, and requires additional computations. By selecting one signal representation compatible with both the measurement and analysis systems we are able to mitigate a potential source of timing error.

We derived our signal representation, named $SigVec$, based on our analysis of measurement systems, particularly software based systems, which is described in Chapter 2. Software based measurement systems are a desirable alternative to hardware system because they are low-cost. However, certain timing errors inherent to these systems make them unsuitable for Internet traffic analysis, particularly when used on high speed networks. One source of error, called interrupt coalescence, groups packets together creating a situation where out of the entire group of packets the timestamp is accurate for only one packet. In a sense interrupt coalescence can be seen as a form of subsampling, and in our signal representation only one accurate timestamp for the group of packets is recorded and the other timestamps are subsampled. By optimizing how interrupt coalescence works, as discussed in Section 2.3, we are able to generate subsampled measurements that preserve desired characteristics of the Internet traffic making the measurements more useful for Internet traffic analysis. This optimization is task specific, and using our optimization method the measurements generated are signal independent and do not contain the timing bias found in standard interrupt coalescence methods.

It is important to note that, as discussed in Section 2.4, the $SigVec$ signal representation and subsampling optimization techniques are general and can be used in any existing measurement system. In particular, subsampling is important for all measurement systems to reduce the amount of data that must be stored, and to
reduce the computational cost in analyzing Internet traffic.

In Chapter 4, we design techniques for Internet network traffic analysis that use our SigVec representation in order to reduce the timing errors associated with transforming the signal to a time series representation. Many analysis applications, anomaly detection for instance, work by analyzing the long-term timing behavior in Internet traffic. We use concepts from renewal theory, specifically the renewal density, to perform such long-term timing behavior analysis using our signal representation. As an example application of the possible uses of long-term timing analysis we selected low-rate periodic anomaly detection and designed a detection system, which we called inter-arrival based anomaly detection or IA²D, as described in Section 3.3. This detection system is shown in Sections 4.3 and 4.4 to perform as well as similar detection systems, with some additional benefits including: (i) ability to distinguish multiple periodic anomalies and (ii) being amenable to subsampled measurements.

Finally, in Chapter 5 we present a multi-level, distributed forensic analysis system. The multi-level system varies the level of subsampling, with a high subsampling rate used at the first level to quickly determine measurements likely to contain an anomaly, and then lower subsampling rates at the next level to improve detection confidence. The multi-level architecture of this system requires that the measurement system and analysis application work together, which occurs seamlessly with our SigVec signal representation and IA²D detection system.

In this dissertation we show that by selecting the proper signal representation and by designing Internet traffic analysis techniques that use this representation, we can mitigate many timing errors and integrate the measurement and analysis systems. Further, by optimizing subsampling in the measurement system we can preserve characteristics of the traffic important for various Internet traffic analysis applications, while reducing the data storage and computational costs required to
perform such analysis.

Given the generality of our signal representation and subsampling optimization method there exist many applications beyond what is considered in this thesis for further research, both within Internet traffic analysis and in other areas. For example, the techniques derived in this thesis for Internet traffic can be applied to signals from research areas, such as biological or financial data analysis, where event based signals occur naturally. Two examples of event based signals from these areas are the firing of neurons in the human body, and the purchase and sale times of stocks in the stock market [60]. Further, low-rate periodic events are just one type of anomaly currently found in Internet network traffic. Low-rate periodic events were considered here because, by using the renewal density, it is straightforward to distinguish between Internet traffic that does and does not contain periodic traffic. It is possible to detect other types of anomalies by modifying our IA²D detection system, however, depending on the characteristics of the anomaly, distinguishing between the renewal density of Internet traffic with and without the anomaly may not be as straightforward as in the periodic case.

1.2 Summary of Contributions

The following list provides a brief summary of the key contributions of this dissertation.

- Software Measurement System Modeling, Section 2.2 - Similar measurement system analysis has been performed previously, for example the work of Salah that derived the maximum throughput and average timing delay of packets through a software measurement system [66]. However, the analysis presented here is different in that it provides system component models which reflect the
actual operation of the measurement system components, yet are simplified, making system analysis easier. Using this analysis we show that with the choice of our signal representation we can mitigate many of the timing errors inherent to the software measurement system.

- **SigVec Signal Representation, Section 2.2.4** - The signal representation derived here contains all accurate information captured by the software measurement system. As mentioned previously, due to interrupt coalescence, only one timestamp per group of packets is accurate. Therefore our signal representation reflects this and provides one measurement per group of packets; each measurement indicating the one accurate packet timestamp and the number of packets contained in the measurement. The signal representation with two components is a novel idea that conveys more information about the characteristics of the subsampled Internet traffic than is indicated by just the subsampled timestamps alone.

- **Optimized interrupt coalescence, Section 2.3** - The operation of interrupt coalescence is, for the first time, optimized specifically for Internet traffic analysis. In order to optimize the operation of interrupt coalescence we define a metric, which can be modified for specific analysis applications, and use this metric to optimize the probability distribution of the number of packets per measurement found in the interrupt coalescence algorithm used. Compared to existing interrupt coalescence methods our optimized interrupt coalescence technique is signal independent and does not incur timing bias found in some existing methods. The optimization metric and technique are completely general and can be used to design subsampling in other measurement systems, not just those that use interrupt coalescence.
• IA²D Detection System, Chapter 3 - The detection system designed here uses a renewal theory formulation called the renewal density, which allows us to analyze long-range timing behavior using our signal representation. Because the system works in the time domain we can detect and distinguish between multiple periodic anomalies, which is not possible in many other detection methods. Distinguishing multiple periodic anomalies is possible because we independently analyze different time segments of the renewal density, which we call sub-densities.

• \( T_D \) - Time-to-Detection Analysis, Sections 4.3.1 and 4.4.1 - IA²D is designed to wait a specific amount of time in order to gather enough evidence to determine if an anomaly is present or not. The length of time to gather evidence is called the time-to-detection, \( T_D \), and using renewal theory we derive expressions for \( T_D \) for two different anomaly detection applications. The expressions for \( T_D \) are based on the assumption that the background Internet traffic is modeled by a Poisson processes, therefore, we make certain modifications to the expressions for real Internet traffic in Chapter 4, where we also show that the modifications reliably predict the \( T_D \) required for real Internet traffic. The \( T_D \) analysis also provides an addition benefit in the implementation of our IA²D detection system. For each subdensity in our system \( T_D \) is different, however, for a better user interface we desire to have all subdensities report detection decisions at the same time. Therefore, we design a jumping window implementation, based on the \( T_D \) calculation, such that each of the subdensities can report detection decisions at the same time, at a rate determined by the user.

• Multi-Level Detection System, Chapter 5 - We designed as a final application of IA²D a distributed, forensic anomaly detection system, which combines our
work on measurement and analysis systems into one integrated application. In this architecture, multiple nodes record measurements of Internet traffic. When an anomaly is detected somewhere in the network, the recording nodes send their measurements to a processing node for forensic anomaly detection, seeking to determine the path of the anomaly through the network. In order to reduce the cost of transmitting data between recording and processing nodes we propose a multi-level detection method, which at the first level finds measurements that likely contain an anomaly, then request additional data to confirm the detection. The multi-level structure also speeds analysis at the processing node making such a system desirable for implementation in large, distributed measurement networks.

1.3 Outline

This dissertation is organized in the following manner. In Chapter 2 we examine software based measurement systems, construct a suitable yet simple timing error model for measurement generation in such a system and derive a signal representation and subsampling technique that mitigates the timing error. Using this signal representation, combined with ideas from renewal theory, we derive a low-rate periodic detection system, called IA²D, in Chapter 3. Applications of IA²D are studied in Chapter 4, and for each application a thorough system analysis is conducted using an ideal renewal process, e.g., a Poisson process. Finally, in Chapter 6 we provide some concluding remarks and highlight a number of potential applications of IA²D in a broad set of research areas.
Chapter 2:

Signal Representation and Subsampling Optimization in Internet Measurement Systems

2.1 Introduction

As described in Chapter 1 measuring Internet traffic in real time is a task with numerous applications, many of which are important to the operation and maintenance of the current network infrastructure as well as to the expansion of future Internet pathways. The accuracy of the timing information affects the usefulness of the Internet measurements for many analysis tasks, including those mentioned in Chapter 1. The timing information may be used explicitly, as in the packet-pair method for estimating bottleneck bandwidths, which measures the inter-arrival time between pairs of probe packets [47]. Otherwise the timing information might be used implicitly, such as in DoS detection mechanisms that compute the autocorrelation and power spectral density of the incoming packet stream, searching for periodic components which could indicate an anomaly [34, 36]. Distortions or delays in the timing information recorded in Internet traffic measurements impact the performance of many analysis applications.
Clearly, measuring Internet traffic in real time is fundamentally important to Internet analysis, therefore, much attention has been given to designing methods and systems to generate measurements. Not all measurement systems generate timestamps for the recorded measurements, for example some systems count the number of packets per second matching some selection criteria (packet size, destination port number, etc.) and the measurements are packet counts output at regular intervals. The focus of this work however, is on systems that produce a timestamp that indicates the timing of the corresponding measurement. The notion of timestamping a measurement is important because it distinguishes between classes of measurement systems. Measurement systems can be categorized by the rate at which they are capable of producing measurements with accurate timing information. Cost is another way to classify measurement systems, and is linked to the accuracy of the timing information the system produces. The most accurate systems can cost as much as $10,000, while less accurate systems, like those built using everyday personal computers, may cost only a few hundred dollars. When determining the required accuracy of the measurement system and the associated cost, it is important to consider the intended Internet analysis application. For many analysis applications lower cost systems, with less accurate timing information, or subsampling the number of output measurements, may be suitable as long as the effect of the measurement is known.

One class of measurement system, which we broadly define as hardware based systems, uses a very accurate hardware clock to generate timestamps for measurements. The use of a hardware clock is beneficial because it allows the timestamp to be generated before any processing by the host system takes place. By generating a timestamp before host system processing occurs, and thereby avoiding delays caused by the system processing, a hardware based system is capable of generating timestamps for individual packets at very high rates. Also, because the host
system processing delays are removed, the timestamp indicates the time when the packet arrives at the measurement system. The accuracy of hardware based systems, most notably the DAG network cards developed by Endace [23, 24], depends on the precision of the hardware clock. Current systems feature hardware clocks capable of generating timestamps with nanosecond precision, which is sufficient for current high speed networks, e.g., 10 Gbps. The major drawback of hardware based systems is the price; where current systems cost on the order of $10,000. Further, as the speed of Internet network links increase, hardware clocks capable of generating timestamps with greater than nanosecond precision will be desirable; thereby driving up the cost to produce hardware based measurement systems. Note that it is possible to create lower cost hardware measurement systems that use less precise hardware clocks, or use subsampling to reduce the number of measurements, thus decreasing system complexity. The advantage of such lower cost hardware systems would be that they remove the timing delays due to system processing, as discussed in the next paragraph, however, currently such systems do not exist.

Due to the high cost of current hardware systems, recently there has been more research done on the viability of using alternative classes of measurement systems to conduct Internet traffic analysis. An alternative class of measurement system, which we define as software based systems, uses the host system clock to generate measurement timestamps. Costing less and being readily available, software based measurement systems represent a potential alternative to hardware systems, however, their fundamental drawback is the rate at which software systems can generate measurements. In a software based system the timestamp is not generated until the measurement software running on the host system receives the packet, which does not happen until after the packet has been processed by the network interface card (NIC). Processing in the NIC creates multiple, non-constant delays that impact the
accuracy of the timing in software based measurements. The timing delays occur because, except during low-rate traffic conditions, a software system cannot generate individual timestamps for each incoming packet. Instead packets get queued, waiting to be processed, or more commonly a technique known as interrupt coalescence is used to reduce the burden on the system processor that is created by the network interface card requesting each packet to be processed individually. Interrupt coalescence reduces the burden by grouping multiple packets for the system to process together; reducing the time spent by the system context switching and other tasks. These are done once for each group of packets, but would be done for each packet if no interrupt coalescence was used [66]. Because multiple packets are grouped together, the timestamps recorded by the system indicate the time when processing by the NIC has been finished for the entire group of packets and not the arrival time of the individual packets, as in the hardware system case. Only when the incoming traffic rate is low enough can a software system produce timestamps for individual events; thus, the differentiation between hardware and software systems is based on the rate at which they can generate measurements.

The goal of this chapter is not to redesign software measurement systems in order to keep up with the increasing network rates. Instead we focus on two methods to mitigate the timing errors inherent to software measurement systems such that existing systems can be used for Internet network traffic analysis. The two methods we use to mitigate the timing errors are subsampling of measurements, and the choice of how to represent the measured signal. To derive a meaningful signal representation and determine methods to subsample measurements we first perform a thorough analysis of the effect of the software measurement system, and its inherent delays, in Sections 2.2.1, 2.2.2 and 2.2.3. Then by understanding these delays a new signal representation is derived in Section 2.2.4, which is able to group multiple packets (those
received during the same interrupt) into a single measurement. It will be shown that
the timing for one packet in each group is accurate; thus the new signal representation
contains all the reliable measured information, one accurate timestamp and a count
of the number of packets in the measurement. Given this system analysis and signal
representation, we show, in Section 2.3, how to optimize the operation of interrupt
coalescence for specific network traffic analysis tasks. Such an optimization is, we
believe, the first of its kind, as normally the operation of interrupt coalescence is de-
dsigned only to maintain an average interrupt rate. Finally, we will show in Section 2.4
that our signal representation can also be applied to measurements from high rate
(e.g., hardware based) measurement systems, and that our method for optimizing in-
terrupt coalescence can be used to optimize subsampling of measurements in general
systems.

2.1.1 Related Work

Several approaches have been proposed to mitigate the effects of the software system
processing. One method to reduce the timing delays associated with software systems
is to improve the processing performance of such systems. The work of Varenni, et
al. [76] and Dashtbozorgi [19] seeks to use multiprocessor software based measurement
systems that can process multiple packets in parallel. Parallel packet processing
removes or reduces the time that packets are queued waiting to be processed, and
makes interrupt coalescence unnecessary. While such methods are possible given the
current Internet link speeds, in the future such multiprocessor systems will become
increasingly more complex to optimize in order to maintain pace with the bandwidth
of the Internet. Additionally, the work in this thesis uses standard measurement
systems because they cost less and are more available than the specially designed
multiprocessor systems.

Another method to make software systems viable for Internet traffic analysis is to adapt network traffic analysis methods to software based measurements. Some recent work has focused on adapting a specific analysis task, bandwidth estimation, to work with software system measurements. Prasad, *et al.* [61] studied the effect of the measurement system on a standard bandwidth estimation technique, the packet train method, and based on their observations were able to adapt the estimation technique to mitigate the measurement system effect. Man, *et al.* [50] went a step further and adapted the analysis method by altering how the packet train was injected into the network. By altering the packet train the effect of the measurement system was reduced, which improved estimation time and performance. Thus most existing work that uses software based measurement systems involves modifying the analysis task to counteract the effect of the measurement system.

The work presented in this thesis begins with a similar idea, but with one key distinction. The previous work focused on how the measurement system impacts the signal used for their particular analysis task, i.e., bandwidth estimation. Our work instead looks at the entire measurement process, including how measurement timestamps and the signal used for analysis are generated. By studying the impact of the software system on the entire measurement process, we developed a completely different signal representation. Finally, using this new signal representation, we can perform various Internet analysis tasks with measurements generated using measurement systems, such as the software based system, that can only produce measurements at lower rates.
2.2 Software Measurement System Modeling

High rate measurement systems, e.g., hardware systems, are able to produce accurate timestamps for individual packets, even when the packets are received at a very high rate. The advantage of a hardware based system as compared to a low rate, or software based system is illustrated in Figure 2.1. The measurement timestamp generated by the hardware system occurs before the packet is processed by the NIC. This is advantageous because processing that takes place in the NIC creates multiple, variable delays that impact accuracy of the measurement timestamp. While the benefit of the hardware based system is apparent the drawback is in the price of the systems. Further as the speed of Internet networks increase the cost to produce hardware systems capable of matching the speed of the network will increase as well.

![Figure 2.1: Packet Timestamping in Hardware and Software Measurement Systems](image)

Software based measurement systems are one example of measurement systems that are not always capable of producing measurements for individual packet arrivals. The capability of software systems to produce measurements for individual packet arrivals depends on the incoming traffic rate and the maximum interrupt rate that they system can handle. However, software systems are a readily available, lower-cost alternative to hardware systems. The accuracy of the timestamps generated for a software based system depends on the processing done on the packet before a timestamp is recorded. As shown in Figure 2.1, the additional processing can be grouped into three separate blocks. The first block, described in Section 2.2.1, is a packet-size dependent delay that occurs when transferring the packet data to
memory. The second block is interrupt coalescence (IC), which depends on the arrival timing of the incoming packet stream. Interrupt coalescence, covered in Section 2.2.2, is a method used in high speed network interface cards (NIC), which lessens the processing burden on the host system by reducing the number of interrupt service requests generated by the NIC indicating to the system that a packet is ready for processing. The last block is the delay due to software processing, which we discuss in Section 2.2.3. The software processing delay is a combination of multiple delays from the operating system as well as the application generating the timestamp.

Note that hybrid hardware/software measurements systems exist; one example system is CoralReef developed by CAIDA [43], which is actually a software suite designed to work with a number of high end network adapters. Using CoralReef along with a high end network adapter and host system measurements can be generated for individual packets without incurring the signal-dependent timing delay due to interrupt coalescence. Thus with such a system the only timing delays are packet size dependent, and can therefore be removed by post processing making such measurements reliable for Internet analysis. Because of the cost of components, high-end, hybrid measurement systems typically cost as much as commercial hardware systems and generally are designed specifically for and maintained by research laboratories or universities (CAIDA is based at the University of California’s San Diego supercomputing facility). In our work we do not consider hardware or hybrid systems because of their associated cost.

2.2.1 Packet Transfer to Memory

In a software based system the incoming packet data is first transferred to system memory. The NIC waits for this transfer to complete before asserting a system
interrupt letting the CPU know that the packet data is available for processing. Commonly, two methods are used to transfer data from the NIC to memory, direct memory access (DMA) and programmed input output (PIO). With PIO the CPU is used to transfer the data from the NIC to memory. This often overburdens the CPU, which is already stressed in a high speed network measurement system, so in this chapter discussion is limited to the study of DMA data transfers [63].

The delay, \( D[n] \), incurred in transferring the packet data to memory is a combination of two delays, i.e., \( D[n] = D_1[n] + D_2[n] \). The first delay, \( D_1[n] \), is the time spent waiting to access the peripheral component interconnect (PCI) bus (used to transfer data). In typical systems the transfer rate of the DMA channel is comparable to that of the network link being measured, therefore, in our work we assume that \( D_1[n] \) is negligible. As a particular example we consider the rates of the current DMA engines and current network link rates. According to [65] “a typical DMA engine can sustain over 1 Gbps of throughput across the [PCI] bus”, which is sufficient for a Gigabit Ethernet NIC. For higher speed NIC, such as 10 Gigabit Ethernet, a PCI express bus can be used offering greater throughput than the PCI bus. Maximum raw throughput for the PCI express bus is 2.5 Gbps with actual data rates depending on the payload size (packet size) and ranging from 1.5 to 2.0 Gbps [38]. These values are for individual PCI express bus channels or lanes, therefore 10 Gigabit Ethernet NIC cards require multiple PCI express bus channels [69].

The second delay, \( D_2[n] \), is the length of time required to actually transfer the data to memory. Because the speed of the DMA channel is fixed, the amount of time required to transfer a packet depends on the size of the packet itself. Thus, the delay, \( D_2[n] \), is some constant multiple of the packet size. We approximate delay using the equation \( D_2[n] = \frac{PacketSize}{BitRate} \) seconds. Here \( BitRate \) is the bit rate of the DMA channel and \( PacketSize \) is the size in bits of the current packet. This
approximation for \( D_2[n] \) captures the packet size dependence of the DMA transfer time.

Figure 2.2 shows an example of the packet size dependent data transfer model along with our approximation of the model. In our approximation the delay \( D[n] = D_1[n] + D_2[n] \) is simplified by the expression \( D[n] = D_2[n] \). We use this approximation because, as discussed previously, \( D_1[n] \) is assumed negligible. One might argue that this approximation is overly simplistic, and that the DMA transfer time depends on the availability of system resources like the PCI bus. However, according to Salah, et al. in [66] “the transfer rate of incoming traffic [...] is not limited by the throughput of the DMA channel.” Therefore, using \( D[n] = \frac{\text{PacketSize}}{\text{BitRate}} \) our packet transfer model approximation accurately reflects the packet size dependence of the DMA transfer delay while being simple to implement in simulation.

In Figure 2.2 \( m[n] \) indicates the time stamp of the beginning of a packet received at the NIC. At the output of the packet transfer block (in Figure 2.1 the timestamp of the incoming packet is now \( m'[n] = m[n] + D[n] \)). Using our approximation for \( D_2[n] \) (lower section of Figure 2.2) the timestamp of the packet now indicates the end of the packet, and is given by \( m'[n] = m[n] + \frac{\text{PacketSize}}{\text{BitRate}} \).

![Figure 2.2: Example of Packet Size Dependent Transfer Model vs. Approximation of Model](image-url)
2.2.2 Interrupt Coalescence

In a software based measurement system, after the packet data has been transferred to memory the NIC asserts a system interrupt informing the CPU that the packet is ready for processing. In low speed networks, an interrupt is asserted for each packet that the NIC receives, since at these speeds, e.g., 10 Mbps to 100 Mbps, typical CPUs are capable of responding to an interrupt service request (ISR) for each packet. However, in high speed networks, e.g., 1 Gbps and beyond, the number of packets received increases significantly and consequently the number of ISRs made by the NIC increases as well. The increase in ISRs can result in a condition called receive livelock where the host system cannot perform any processing and spends all of its clock cycles servicing the interrupt requests. To prevent livelock, a technique called interrupt coalescence (IC) is used in high speed NICs that reduces the workload of the host CPU by lowering the number of interrupts issued by the NIC [66].

Three variations of interrupt coalescence are commonly used: timer-based IC (TIC), packet-based IC (PIC), and hybrid time based methods (HIC), such as those found in the Intel NIC [37, 44, 66]. The goal of interrupt coalescence is to reduce the interrupt rate imposed on the measurement system by the NIC. The intuitive way to reduce the interrupt rate is to not issue an interrupt for each packet received. When an interrupt is issued depends on the method of interrupt coalescence. For example, when using PIC after the initial packet arrives, the NIC card waits until a given number of subsequent packets are received before an interrupt is asserted [66]. The limitation of this method is that during low traffic rate conditions the latency between the first packet arrival and interrupt assertion becomes excessive. Alternatively, TIC waits a fixed amount of time after the arrival of a packet before issuing an interrupt. In low traffic rate situations long fixed time values can also lead to excessive latency.
for TIC. Figure 2.3 shows how TIC and PIC generate interrupt service requests. On
the left TIC is used with parameter $T_{fix}$, which is the length of time after the initial
packet arrival before an interrupt is issued. Similarly on the right, PIC is pictured
where the number of packets received before asserting an interrupt, $C_{fix}$, is set to 5.

![Fixed Time IC ($T_{fix}$) vs Fixed Packet IC (5)](image)

**Figure 2.3:** Example of interrupt coalescence using TIC and PIC methods

Although these simple methods successfully reduce processor burden, their lim-
itations create a need for hybrid methods such as that developed by Intel, which
incorporates two separate mechanisms to control the number of interrupts asserted
on the system. These mechanisms are controlled by two separate timers named the
absolute and packet timers [37]. Figure 2.4 illustrates the difference between the timer
variations. The packet timer, $T_{pack}$, begins counting down after a packet has been
received. If additional packets are received before the timer finishes counting down,
then $T_{pack}$ is reset and begins counting down again. Anytime $T_{pack}$ reaches zero before
a packet arrives to reset the timer, the NIC will assert an interrupt and all packets
that were received since the previous interrupt will be processed by the CPU. During
low traffic rate conditions the packet timer prevents excessive latency in the packet
processing.

However, under high traffic rate situations when packets arrive in rapid succession
it is possible that the packet timer will never count down to zero, so a second timer
called the absolute timer, $T_{abs}$, is used. Similar to fixed time IC, the absolute timer
waits a fixed interval following the receipt of an incoming packet before asserting an
Figure 2.4: Examples of interrupt coalescence with absolute and packet timers controlling the assertion of interrupts

ISR. All packets received during the interval $T_{abs}$ are processed by the system during the same ISR as the initial packet. Interrupt service requests are issued whenever $T_{pack}$ or $T_{abs}$ count down to zero; in this way interrupts are asserted efficiently during both high and low traffic rate conditions.

While the effect of the data transfer delay was packet size dependent, the effect due to interrupt coalescence is packet timing dependent. Because the incoming packet timing is not known in general, studying the effect of IC on individual packets is difficult. In [64] Salah used a Markov model to study the average timing delay experienced by individual packets in a system using fixed-packet interrupt coalescence. In our work, rather than study the effect of interrupt coalescence on individual packets, we propose a simplification in Section 2.2.3 and our signal representation in Section 2.2.4, which allows us to analyze the effect of IC on a group of packets (one measurement) instead of individual packets. The simplification and change of representation not only facilitates the analysis, but also removes some timing errors, that are described in the next section, created by the measurement system. While our signal representation produces a subsampling in the number of data points it preserves only the data for which accurate timing information is known.
2.2.3 System Processing

After interrupt coalescence generates an interrupt service request for a group of packets, each packet must be processed by the system. The packet processing consists of two parts. The first part of processing is handling the ISR, which for systems using DMA consists of interrupt-context switching and informing the system kernel to begin protocol processing on the packet. Similar to the notation in [65], we define $r$ to be the ISR handling rate, so that $1/r$ is the average time to handle an ISR. One of the benefits of interrupt coalescence is that the ISR processing is done for the entire group of packets, so the ISR servicing time for all the packets is the same as the ISR service time of a single packet [65]. The second part of processing involves protocol processing, based on the type of packet received (TCP, UDP, etc.), and user application processing, i.e., generating the time stamp. Unlike the first stage, the second stage of processing is done individually for each packet even if they are received as a group due to IC. In general, the processing done in the second stage depends on the availability of the system processor, which may be different for each packet. Therefore the system processing time is variable and we define it for the $n$-th packet as $S[n]$. Note that system kernels exist which can generate timestamps for the user application avoiding some timing errors, however, as will be discussed later, using our signal representation the effect of user application processing is removed in the final measurement timing.

One cause for variable system processing time is the fact that the second stage of processing may be interrupted at any time for ISR servicing. In systems without interrupt coalescence this fact makes it difficult to model the variability of the system processing delay. As shown in Figure 2.5, while the actual packet servicing time might be the same for all packets, the effective packet servicing time can be quite different
from packet to packet and depends on the number of ISRs handled during packet processing.

Figure 2.5: Example showing system processing operation in a system without interrupt coalescence

Alternatively, in measurement systems that employ interrupt coalescence the processing is slightly different, as shown in Figure 2.6. In this scenario the ISR is not issued until after the last packet in the coalesced group has been transferred to memory (here 3 packets are grouped together via IC). Then a single interrupt service request is handled for the 3 packets (taking $1/r$ seconds), and then packet processing begins. We assume that the system is able to process all the packets from the current coalesced group before an ISR is generated signaling that the next group of packets is ready for processing. Because of this assumption the second stage processing is assumed to be constant for each packet, so $S[n] = S$. When this assumption does not hold, the timestamp values in the final output measurement will suffer from jitter.

Figure 2.6: Example of system processing operation in a system with interrupt coalescence
Given this system processing delay model, and assuming the second stage processing is a fixed time $S$, the time difference between packets received in a single coalesced group would be exactly $S$. An example of this is shown in the top of Figure 2.7, where the packet timestamps are such that $M[0] - M[1] = M[1] - M[2] = S$. This fixed inter-arrival timing is artificial and does not reflect any of the characteristics of the original signal. The artificial inter-arrival timing is noise that is added to the signal. In order to reduce the effect of this noise, a more natural signal representation, shown in the bottom of Figure 2.7 and described in the following section, is used.

![Figure 2.7: Example of Software Induced Delay vs. Signal Model](image)

### 2.2.4 Signal Representation - SigVec

Some alterations to the signal representation become necessary when the effects of the software measurement system are taken into account. In particular, the problem outlined in Section 2.2.3, where system processing being done for each packet creates an inter-arrival time between packets in the same coalesced group that is near uniformly equal to $S$ seconds. It is desirable to remove the measurements that are
affected by the software processing delay, and to do so we propose our signal representation, which we have termed \textit{SigVec}. In \textit{SigVec}, the signal is represented by the vector, $X(k)$:

$$X(k) = \{M(k), C(k)\} \quad (2.1)$$

Where $M[k]$ represents the timestamp generated by the system for the first packet in the coalesced group, and $C[k]$ gives the number of packets received in that group. The number of packets received in each group, $C[k]$, is recorded because this information is needed by many statistical analysis methods. As a simple example, computing the average rate or inter-arrival time between packet arrivals in a computer network requires the number of packets contained in each measurement. Let $\lambda$ denote the average inter-arrival time between packets, and let $\lambda'$ denote the average inter-arrival time between \textit{measurements} recorded on a software measurement system using our signal representation. Then the average inter-arrival times are related by the expression $\lambda' = E[C[k]] \cdot \lambda$, i.e., the average inter-arrival between measurements is equal to the average inter-arrival time between packets multiplied by the average number of packets per measurement. The information contained in $C[k]$ is also required for more sophisticated statistical analysis, in particular it is important for deriving an estimate of the renewal density, which we discuss in Chapter 3 and use in our anomaly detection method.

\textit{SigVec} captures precisely the measured information: each interrupt provides accurate timing information for one packet and a packet count. Depending on the type of interrupt coalescence used in the system the timing information may indicate the actual timing of the last packet or the first packet in the measurement. This is the case in systems that use PIC. As an example, in Figure 2.8, the measurement timestamp, $M[1]$, generated for the first serviced packet is equal to $M[1] = m[3] + 1/r + S$. 
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Here \( m[3] \) indicates the time when third packet has been transferred to the system via the DMA channel. In this example we assume that \( C_{fix} = 3 \) for PIC, so \( m[3] \) is the last packet in the group of packets. Therefore the timestamp of \( M[1] \) indicates the time when the last packet in the group of packets has been transferred to the system, plus the ISR handling time \( 1/r \) and the system processing time \( S \). Assuming \( 1/r \) and \( S \) are constant, the final measurement timestamp, \( M[1] \) indicates the actual packet timing of the last packet in the measurement with a constant shift of \( 1/r + S \). The constant shift is the same for every measured timestamp, and thus can be ignored.

\[ M[1] = m[1] + T_{fix} + 1/r + S \]

A similar situation arises in systems that use TIC. As an example, in Figure 2.9, the timestamp \( M[1] \) is equal to \( M[1] = m(1) + T_{fix} + 1/r + S \). In TIC the timer begins counting down after the initial packet, and the interrupt is asserted once the timer has reached zero. Thus the timestamp generated for the measurement, \( M[1] \) is the timing of the first packet in the group plus a constant shift equal to \( T_{fix} + 1/r + S \).

While knowing that the measurement timestamp indicates the first or possibly the last packet in the group does not affect the analysis techniques, it is important to note that only one packet in each coalesced group does have accurate timing, and thus the signal representation is appropriate.

The key point regarding the signal representation is that by grouping all packets received during the same interrupt into a single measurement the error associated with
software processing is mitigated, i.e., the artificial $S$ second inter-arrival time is removed. Further, instead of being viewed as a timing distortion, interrupt coalescence can be seen as a subsampling mechanism that reduces the number of measurements that can be used for analysis. Thus only the timing delay from transferring the packet to memory remains. Note that when not measuring the time at the beginning of a packet, and instead generating a timestamp indicating the end of the packet, the delay due to data transfer actually does not alter the relevant timing statistics. In other words, the average inter-arrival time between packets remains the same regardless of whether the timestamp reflects the beginning or the end of a packet.

Therefore the process of generating measurements using a software based measurement system is equivalent to methods which sample only a subset of incoming packets, such as those described in [4, 16, 78]. The key difference is that in the mentioned works subsampling is a process applied to the measured data by the software or hardware collecting the measurements. Instead, in a software measurement system subsampling is controlled by the operation of interrupt coalescence, which is primarily designed to reduce the number of ISRs asserted by the NIC and is not designed for generating measurements. In particular there is no reason to expect that these measurements preserve information that is important for Internet traffic analysis. In the next section a general model for interrupt coalescence will be introduced, which
we also show how to optimize. The general model for interrupt coalescence, is event counts, and can be used to generate many of the subsampling strategies described in [16], and any others that involve event counts. Not that subsampling strategies that use timing between events cannot be implemented. We do not use timing between events because as compared to counters measuring timing between events, their implementation is more difficult in a measurement system, particularly in lower cost systems.

2.3 Subsampling Optimization

One main contribution of this thesis is to present for the first time a formal approach to designing subsampling methods, so that measurements are optimized to improve Internet analysis. We are particularly concerned with quality-of-service monitoring tasks such as end-to-end link capacity estimation, available bandwidth estimation, and bottleneck detection, as well as security applications such as denial-of-service (DoS) attack detection. Besides being important for proper network operation, all these tasks share a common characteristic of requiring sufficiently accurate inter-arrival timing data between packets. Given the tremendous packet rates associated with Internet network traffic, combined with the subsampling architecture already built-in to standard measurement systems, optimizing subsampling for Internet analysis is extremely useful.

Our work in optimizing subsampling, which was first presented in [53], was done considering interrupt coalescence as the method of subsampling. The various practical IC techniques that have been proposed [37], typically use simple timers triggered by packet arrivals. The focus in these designs has been on maintaining reasonably low interrupt rates, and no formal consideration has been given to how groupings should
be optimized to facilitate relevant Internet traffic analysis tasks.

We note that while the work here focuses on interrupt coalescence in software based measurement systems, and therefore only considers packet arrival measurements, the techniques derived are general and can be applied to many other scenarios, such as those discussed in Section 2.4. For example, instead of being used to implement interrupt coalescence, subsampling can be applied in high-rate (hardware) based measurement systems to reduce the storage cost required for storing long segments of Internet traffic. Subsampling of high-rate measurements can be done using the existing PSAMP/IPFIX protocols [2,3]. These protocols define the general operation of measurement systems, yet allow the specific operation of the systems to be left to the user or system designer. Thus, optimized subsampling methods could be used in measurement systems under the PSAMP/IPFIX protocols. Further, subsampling is also applied to flow based measurements, such as NetFlow, therefore our optimization techniques could also be applied to flow based measurements as well.

The starting point for our work is that for various analysis tasks, measurement systems should preserve both first and higher order inter-arrival distributions, where the order refers to how many packets are received in between the measured timestamps. Example analysis applications include, end-to-end link capacity and available bandwidth estimation [41,61], and our anomaly detection method, to be described in Section 3.2.3, that computes an estimate of the renewal density. Thus, we propose that various IC (and subsampling) approaches can be compared by obtaining first and higher-order inter-arrival distributions and quantifying, e.g., using the Kullback-Leibler divergence, how different they are from those that would be obtained from the original data, for which timing is accurate for all packets as recorded by a high-rate measurement system.

Our proposed optimization techniques are based on two main observations. First,
existing IC methods are based on timers triggered by packet arrivals. This leads to potential biases in estimated inter-arrival times, since different packet inter-arrival patterns affect the timers, which in turn are used to generate measurements. Thus we propose measurement techniques that group packets to generate interrupts independently of their inter-arrival times. Specifically, before each measurement, the system decides how many packets should be aggregated into one measurement and waits as long as needed for the required number of packets to be gathered before generating an interrupt. Second, such measurement systems are completely specified by the distribution of number of packets per measurement.

There are many ways of selecting the distribution of the number of packets per measurements. Since we consider applications that use different inter-arrival orders, we propose the following two metrics to that we use to select distributions of packets per measurement that are optimized for particular Internet traffic analysis applications. The first metric aims at maximizing the number of accurate first and higher order measurements, and is optimized for tasks where smooth approximations of inter-arrival times are required. The second metric aims at distributing more uniformly measurements across inter-arrivals of different orders, and it is well suited for anomaly detection tasks. While we only consider the two previously mentioned Internet traffic analysis applications and corresponding metrics, for other analysis applications different metrics can be designed and used to select the optimal distribution of packets per measurement for that particular task.

2.3.1 Problem Formulation

Using the signal representation described in Section 2.2.4, denote the “ideal” measured signal to be $X'(k) = \{M'(k), 1\}$, where exact timing is available for all packets.
If \( X'(k) \) is available then the \( m \)-th order inter-arrival, \( J'_m(k) \), for measurement \( X'(k) \), is obtained by taking the difference \( J'_m(k) = M'(k) - M'(k - m) \). For a given measured signal, \( X(k) = \{M(k), C(k)\} \), produced by an IC measurement system the \( m \)-th order inter-arrival, \( J_m(k) \), is given by the difference, \( J_m(k) = M(k) - M(k - m) \) where \( m \) indicates the sum of the number of packets in the \( j \) previous measurements, as in the following equation (note that \( C(k - j) \) is not included):

\[
\sum_{i=0}^{j-1} C(k - i) = m
\]  

(2.2)

The inter-arrival histogram at order \( m \) is computed using all of the inter-arrival measurements of order \( m \). Without subsampling, every measurement \( X'(k) \) produces an inter-arrival at every order \( m \), however, when IC or subsampling is used then, for a measurement \( X(k) \), the inter-arrival times that can be computed depend on the \( C(k) \)'s. As stated, our goal is to optimize the coalescing of packets in a way that maximally retains the first and higher order inter-arrival timing information. Our goal is in contrast with methods like TIC, PIC and HIC used in [37]. These methods coalesce packets in order to maintain a desired interrupt rate, and not to preserve any timing information. Further, these methods use techniques that can potentially bias the inter-arrival timing information. For example, HIC generates measurements when a timer counts down between packets biasing inter-arrival time estimates because, for example, \( C(k) = 1 \) only if \( M(k) - M(k - 1) \) is large (in order for the timer to expire).

To preserve timing information, and eliminate bias, our IC mechanism selects how many packets are aggregated into each measurement independently of their arrival times. Instead, our method randomly selects the number of packets in each measurement following an independent and identically distributed probability mass function (pmf) that is optimized based on the criteria mentioned earlier. Let \( l \) denote the
number of packets included in the next measurement. Then \( l \) is a random variable with pmf \( \{p(1), p(2), ..., p(N-1), p(N)\} \), \( \sum_{l=1}^{N} p(l) = 1 \). Thus, the \( k \)-th measurement includes \( l \) packets with probability \( Pr(C(k) = l) = p(l) \).

Note that with this implementation the pmf of \( l \) completely defines how the system operates. By denoting \( P(N) \) to be the set of all possible pmfs with a maximum of \( N \) packets per measurement, our goal will be to define metrics that apply for various analysis tasks which we can optimize to find the best pmf in \( P(N) \) for a given analysis task.

### 2.3.2 Optimization Techniques

As a starting point we define \( I(n) \) to be the percentage of inter-arrival measurements retained at order \( n \). \( I(n) \) is the ratio of the number of inter-arrival measurements of order \( n \) obtained using the subsampled signal \( X \). The number of inter-arrival measurements of order \( n \) obtained using the ideal signal \( X' \). These are the inter-arrivals of order \( n \) that can be directly derived from measured data, i.e., without using histograms derived for lower order arrivals to estimate higher order inter-arrivals. \( I(n) \) is a function of the pmf of the number of packets per measurement. For example, if \( p(2) = 1 \) and \( p(1) = p(3) = ... = p(N) = 0 \), i.e., all measurements have two packets, then \( I(2 \cdot i + 1) = 0 \) and \( I(2 \cdot i) = 1 \) because it is not possible to get an inter-arrival order that is an odd number if all measurements have two packets.

\( I(n) \) is computed by taking the summation of all possible ways to get an inter-arrival of order \( n \) (as computed using (2.2)), this is equivalent to finding the integer partitions of \( n \). A partition of \( n \) is a set of strictly positive integers that sum to \( n \). Let \( s_n(j) \) be a partition of \( n \) with \( j \) elements, i.e., \( s_n(j) = \{e_1, e_2, ..., e_{j-1}, e_j\} \) and \( \sum_{i=1}^{j} e_i = n \). Let \( S(n) \) be the set of all partitions of the integer \( n \). Computing
partitions is done recursively using a method such as that of Wilf, which computes the partitions in Gray Code or “minimum change” order [59]. Wilf approach and other related methods list partitions in non-increasing order. For example, a partition is listed only as \{3, 1, 1\}, yet it can also be reordered as \{1, 3, 1\} and \{1, 1, 3\}. When computing \( I(n) \) all reorderings are considered different, i.e., each reordering adds to the number of inter-arrival measurements, at a particular order, retained following subsampling. Thus, for a given partition, \( s_n(j) \) with \( j \) elements, the number of distinct permutations is given by

\[
\frac{j!}{j_1! j_2! \cdots j_r!}
\]

where \( j_r(i) \) is the number of elements \( e_j \) in the partition equal to a specific integer \( r(i) \). In our example, for the partition \{3, 1, 1\} we have \( j = 3 \) elements, \( j_1 = 2 \) and \( j_3 = 1 \) giving \( \frac{3!}{2!1!} = 3 \) distinct permutations.

To compute the function \( I(n) \) we define the mapping \( \alpha \) which takes each element in the partition as the index into the pmf, then computes the product of these elements:

\[
\alpha : S(n) \mapsto P(N)
\]

\[
\alpha(s_n(j)) = \alpha(\{e_1, e_2, ..., e_j\}) = p(e_1) \cdot p(e_2) \cdots p(e_j)
\]

Here we restrict our partitions to be strictly less than the maximum number of packets per measurement given our pmf, i.e., \( n < N \).

Finally, the function \( I(n) \) is computed by:

\[
I(n) = \sum_{s_n(j) \in S(n)} \frac{j!}{j_1! j_2! \cdots j_r!} \alpha(s_n(j))
\]

multiplying each partition by its number of distinct permutations, and summing over all possible partitions of \( n \).

For example, the only way to get an inter-arrival of order 1 is to have a measurement with one packet, thus \( I(1) = p(1) \). For \( I(2) \) there are two partitions \{2\} and \{1, 1\}, so \( I(2) = p(2) + p(1)^2 \) Finally, for \( I(3) \) there are three partitions \{3\},
\{2, 1\} (this partition has two distinct permutations \{2, 1\} and \{1, 2\}), \{1, 1, 1\} and \(I(3) = p(3) + 2 \cdot p(2) \cdot p(1) + p(1)^3\).

We now propose two different metrics to be optimized with our choice of pmf.

**Formulation 1** OICv1 - Maximizing the total number of inter-arrival measurements of multiple orders, noting that each measurement \(X(k)\) contributes to multiple inter-arrival measurements. Formally:

\[
\max_{\{p(i)\} \in P(N)} \sum_{i=1}^{N} I(i)
\]

\[
\text{s.t.} \sum_{i=1}^{N} i \cdot p(i) = \hat{m}, \sum_{i=1}^{N} p(i) = 1
\]

which maximizes the percentage of inter-arrival measurements retained, up to order \(N\), subject to the constraints that the sum of the pmf is unity and the average value is a user defined \(\hat{m}\) that gives the desired reduction in measurement rate.

The optimization is carried out using a sequential quadratic programming approach to solve the constrained, nonlinear, multi-variable formulation via an algorithm adapted from [31]. This optimization, which we term OICv1, results in a pmf we characterize as “on/off”, where a significant probability weight is given to \(p(1)\), and the remaining weight given to a much higher order to achieve the desired average value. The “on/off” characteristic of the pmf is caused by the fact that \(I(n)\) can be computed for any chosen pmf, and each pmf resulting potentially resulting in a very different percentage of inter-arrival times preserved at each order. This leads to a trade-off, where it may be possible to increase the number of measurements at a given order, at the expense of decreasing the number of measurements at a different order. Note that if the desire was for the number of measurements as so other order
to be maximized, i.e., if we want $I(k)$ to be large, then giving significant weight to $p(1)$ is not the best strategy.

For example, optimizing the pmf for an average of 6 packets per measurement, and setting $N = 40$ leads to a solution of $p(1) = .8214$ and $p(29) = .1786$. The large value of $p(1)$ helps this method achieve the maximum number of inter-arrival measurements. To illustrate, consider Figure 2.10, which shows the inter-arrival measurements retained using OICv1. Because $p(1)$ is large OICv1 produces many consecutive single packet measurements, and a few measurements with many packets. When $n$ single packet measurements occur consecutively they produce $n - 1$ first-order inter-arrivals, $n - 2$ second-order, etc. In fact, using (2.2) we see that the number of inter-arrivals retained at order $n < 29$ is equal to $p(1)^n$; in other words it drops off geometrically. Alternatively, consider the case where all measurements have 6 packets. This formulation produces the same average number of packets per measurement, however, for $n$ measurements this formulation only produces $n - 1$ sixth-order inter-arrivals, $n - 2$ 12th-order, etc., significantly less total inter-arrivals than the previous case.

The relationship between the value of $N$ and the “off” probability weight, i.e., $p(29) = .1768$ in the above example, can also be seen in Figure 2.10. The formulation in (2.5) maximizes the total number of inter-arrival measurements, which in the figure is equivalent to maximizing the area under the inter-arrivals retained curve. Notice that the “off” probability weight is not given to $p(N)$. While it might seem intuitive that to maximize the number of measurements one should maximize the value of $p(1)$. However, maximizing the value of $p(1)$ would require that the “off” probability order $p(n)$ be set at a larger $n$ to maintain the same expected value, i.e., $p(1) + n \cdot p(n) = \bar{m}$. Since we are trying to maximize the area under the curve, selecting a smaller order $n$ for the “off” probability is actually better.

For analysis the problem with OICv1 lies in the fact that the percentage of
inter-arrival measurements retained decreases geometrically in $p(1)$, as shown in Figure 2.10. Thus, as the inter-arrival order increases, from $1 - 29$ in our example, we have very few measurements available. To solve this problem one approach is to use the inter-arrival data from the lower orders, specifically the first order data, to estimate the inter-arrival data of the higher orders. This could be done by: estimating the probability distribution of the first order inter-arrival times (using measurements containing only one packet), and using the estimated probability distribution to estimate the probability distribution of higher order inter-arrivals by taking the convolution of the first order inter-arrival distribution with itself multiple times. However, estimating the higher order inter-arrival distributions this way leads to smooth higher order inter-arrival estimates due to the convolution operation. The problem with the smooth estimate is that it will miss potentially interesting anomalous events that occur infrequently. For example, if many “normal” events occur between anomalous events, then the inter-arrival timing between consecutive anomalous events can only be observed in the actual higher order inter-arrival time distribution and not in the estimated distribution.

To solve this problem we propose a second approach, more suited for anomaly detection, based on a different optimization metric that distributes measurements more uniformly across orders. The second formulation provides better estimates of higher order inter-arrival time distributions based strictly on measured data, i.e., without using lower order inter-arrival distributions to estimate higher order ones.
Figure 2.10: Inter-arrivals retained using OICv1 and OICv2 for $\hat{m} = 6$

**Formulation 2** OICv2 - Find the pmf that produces a uniform distribution of $I(n)$ for all $n$.

\[
\min_{\{p(i)\in P(N)\}} \sum_{i=1}^{N} (q - I(i))^2
\]

\[
s.t. \sum_{i=1}^{N} i \cdot p(i) = \hat{m}, \sum_{i=1}^{N} p(i) = 1
\]

which minimizes the error between a uniform distribution and the $I(n)$ functions, under the same constraints as the first optimization.

The difficulty with this problem is the selection of the parameter $q$, which is merely an arbitrary value that the optimization attempts to make all orders of $I(n)$ equal to. In general this optimization can be solved for any given value of $q \leq N$. However, solving the problem this way only leads to the minimum error solution, i.e.,
\[ \sum (q - I(n))^2 \], for that \( q \). Instead, by relaxing the condition \( \sum_{i=1}^{N} i \cdot p(i) = \hat{m} \), we can find an exact solution such that \( \sum (q - I(n))^2 = 0 \). For the exact solution the value of \( q \) is not arbitrary, and is instead related to the expected value, \( \hat{m} \).

First we derive the \( I(i) \) and \( p(i) \) as a function of \( q \). Starting with \( I(1) = p(1) \) and assuming an exact solution exists \( I(1) - q = p(1) - q = 0 \) (from (2.6)), thus \( p(1) = q \). The remaining \( p(i) \) are solved for iteratively as follows:

\[
I(2) - q = p(2) + p(1)^2 - q = 0 \Rightarrow p(2) = (1 - q) \cdot q \\
I(3) - q = q = p(3) + 2 \cdot p(1) \cdot p(2) + p(1)^3 - q = 0 \Rightarrow p(3) = (1 - q)^2 \cdot q
\]

\[
\vdots
\]

\[
I(n) - q = 0 \Rightarrow p(n) = (1 - q)^{(n-1)} \cdot q
\]

The general solution, \( p(n) = (1-q)^{(n-1)} \cdot q \), can easily be recognized as the probability of success on the \( n \)-th attempt given a geometric distribution. Therefore the geometric distribution, with parameter \( q \), gives an exact solution to the second optimization formulation. Further, the expected value of the geometric distribution is \( 1/q \), therefore using the relation \( 1/q = \hat{m} \) we can choose \( q = 1/\hat{m} \) to meet the constraints of 2.6.

Finally, we claim that value of \( q = 1/\hat{m} \) is the maximum value that solves the formulation exactly. To show this, assume there exists another value, say \( q' > q \), which solves this formulation exactly. As shown above, this implies that \( p'(n) = (1 - q')^{(n-1)} \cdot q' \). Since \( p(n) \) is given by a geometric distribution, then \( \sum_{i=1}^{N} p(i) = (1 - q)^{(n-1)} \cdot q = 1 \). However, for \( p'(n) \), the sum \( \sum_{i=1}^{N} p'(i) = (1 - q')^{(n-1)} \cdot q' > 1 \) because \((1 - q')^{(n-1)} \cdot q' > (1 - q)^{(n-1)} \cdot q \ \forall n \). Thus, the new solution is not a valid pmf, and the solution \( q = 1/\hat{m} \) is the maximum value that solves the formulation exactly. Selecting \( q \) to be the maximum value that solves the formulation exactly is not an explicit constraint of our formulation, it is however implied. Since a geometric
distribution of the pmf is the only one that solves the formulation exactly, we could select the pmf to be geometrically distributed with parameter \( r < q \). The expected value of this new pmf would be \( 1/r > 1/q \) and the expected number of packets per measurement, i.e., the subsampling rate, would be too large and the constraints of our optimization framework would not be met. Further, by maximize the value of \( q \) we actually maximize the total number of inter-arrival measurements retained while meeting the constraints of our formulation. This occurs because the number of inter-arrival measurements retained is equal to \( \sum I(i) i \in [1, N] \), but \( I(i) = q \ \forall i \). Therefore, the sum, \( \sum I(i) i \in [1, N] \), is actually equal to \( N \cdot q \) and is maximized by maximizing the value of \( q \).

It is important to notice that the solution to the second optimization is equivalent to uniform random sampling. In uniform random sampling each incoming event is either retained, i.e., sampled, with probability \( q \) or skipped with probability \( 1 - q \). This equivalence is important because multiple theories regarding thinning a renewal process, which will be discussed in Section 3.2.1.1, are based on uniform random sampling of a renewal process. Thus, there is a strong link between thinning a renewal process and our proposed methods for subsampling Internet measurements.

### 2.3.3 Performance Evaluation Using Synthetic Data

Since our goal was to retain as much inter-arrival information as possible following coalescence, we select the Kullback-Leibler (KL) divergence as a metric to compare the performance of our optimizations with existing IC methods. We compare the performance of our optimized IC methods, OICv1 and OICv2 (where v1 represents the method derived from (2.5) and v2 from (2.6)), versus three common IC strategies: fixed pack IC (PIC), fixed time IC (TIC), and the hybrid IC (HIC) method developed
by Intel [37].

The KL divergence is computed by generating histograms to estimate the inter-arrival timing distribution using ideal measurements (where each packet receives an individual timestamp) and measurements generated by simulating interrupt coalescence with a measurement subsampling rate of 6 (input/output measurement rate). For each signal we compute the histogram for inter-arrival orders up to 40, and measure the divergence between the inter-arrival distribution estimates at each order.

While not a true distance metric, KL divergence is a common measure of the difference between two probability distributions [45]. The divergence, $D_{KL}(P||Q)$, between distributions $P$ and $Q$ is computed using:

$$D_{KL}(P||Q) = \sum_i P(i) \ln \frac{P(i)}{Q(i)} \quad (2.8)$$

The KL divergence is an average of the difference (logarithmic difference) between the two distributions [45]. Other divergence or distance metrics could be used, such as the total variation distance, which finds the greatest distance between the probability distributions $P$ and $Q$. We use the KL divergence here because the distributions we encounter in simulation are smooth, therefore, a greatest distance metric (such as the total variation distance) is not as meaningful as an average difference metric (the KL divergence) because the difference between two smooth distributions is likely small everywhere and the greatest distance would vary randomly to different points in the distribution. Even in practice, when we estimate the distributions of inter-arrival times from Internet traffic, the distributions are smooth, yet have small random variations around this smooth curve because inter-arrival times between packet arrivals in Internet traffic do not follow an ideal random process. Thus, we select the KL divergence to give an overall measure of the difference between the distributions.
In the following analysis we simulate Internet traffic with exponentially distributed inter-arrival times. While it has been shown [58] that a Poisson process does not accurately model Internet traffic we use it here to show our solution applies to a more general class of signals, i.e., signals where packet size does not constrain minimum inter-arrival times. For actual Internet network traffic, the performance of our method and the IC methods we use for comparison will be different than in the Poisson case. We will discuss the important performance differences of the methods when using Poisson and Internet traffic following the Poisson discussion in Section 2.3.3.1.

Figure 2.11 shows the KL divergence measured using only the inter-arrival times computed using the actual measurement data. The plot for PIC only contains points at multiples of the subsampling rate, for example $r$, because for all measurements PIC generates $C(k) = r$. Because PIC generates measurements with identical numbers of
Figure 2.12: PMF of the number of packets per measurement for the various IC methods

packets per measurement it contains no inter-arrival information for orders that are not a multiple of $r$.

For TIC the KL divergence plot contains multiple bumps, where low points (when the divergence is minimum) occur near multiples of the subsampling rate 6. This happens because the value of $T_{fix}$ used in TIC was selected in order to achieve the subsampling rate of 6. Selecting $T_{fix}$ this way creates a distribution of packets per measurement that is centered around 6, which is shown in Figure 2.12. Much like the PIC case where all measurements have 6 packets, the KL divergence for TIC is minimum near multiples of the subsampling rate.

The distribution of the number of packets per measurement for HIC and OICv2, as shown in Figure 2.12, is nearly identical, and because of this we would expect that the KL divergence for the two methods to be similar as well. However, based on the result shown in Figure 2.11 this is clearly not the case. The reason for this is due
to the way HIC operates, in particular the packet timer prevents measurements from
having an inter-arrival time shorter than $T_{\text{pack}}$. Therefore, the first and low order
measurement inter-arrival time distributions are skewed towards higher inter-arrival
times, which is quite different from the ideal measurements and the KL divergence
at low orders is very large. The skew in the distribution impacts the inter-arrival
distribution up to order 6 because this is the value that the timers $T_{\text{pack}}$ and $T_{\text{abs}}$
were designed for. Beyond order 6 HIC performs similarly to OICv2, which fares the
best overall using only the data received to generate the inter-arrival histograms.

The limitation of OICv1, the on/off measurement behavior, is apparent from the
Figure 2.11 as well (OICv1, is not shown in Figure 2.12, but its distribution would
be bimodal with $p(1) = .8124$ and $p(29) = .1786$). The KL divergence is very small
at low orders, and for inter-arrival orders near the 'off' probability value ($p(29)$ in
this example), which is caused by the combination of 'on' and 'off' measurements
generating inter-arrival times with orders close to 1 and 29 in this case. While OICv1
performs well at these orders we see that the divergence increases rapidly at inter-
arrival orders in between the 'on' and 'off' probability values and orders much larger
than the 'off' value.

OICv1 generates the largest number of total inter-arrival measurement by gen-
erating a majority of single packet measurements. This allows OICv1 to accurately
replicate the first order inter-arrival time histogram. We exploit the accurate first or-
der inter-arrival timing information to estimate the higher-order histograms by taking
the convolution of the first-order histogram multiple times, an operation we describe
in detail in Section 3.3.3. With this modification OICv1 can achieve very low val-
ues of KL divergence even at high inter-arrival orders, however, as mentioned before,
the alternative method to generate the higher order inter-arrival histograms creates
smooth approximations of the higher order distributions that are not practical for
Figure 2.13: KL divergence of inter-arrival distributions using estimates from low order data
detecting anomalous traffic.

Figure 2.13 shows the KL divergence performance using estimates of the high order inter-arrival histograms obtained from the lower order inter-arrival data. From the figure we see that OICv1 shows the smallest KL divergence of any IC method. For some methods the KL divergence actually increases, as is the case for HIC and TIC which are not pictured because their divergence is very large. This is caused because certain methods (like HIC) are prone to biases in measurements with low numbers of packets per measurement. Because HIC only generates a measurement with one packet if the inter-arrival time between consecutive packets exceeds a given time the first-order inter-arrival histogram is biased towards long inter-arrival times and is a poor indication of the actual distribution of inter-arrival times.
2.3.3.1 Internet Traffic Measurements

As mentioned previously the performance of our optimized IC techniques and the standard IC methods differ when actual Internet traffic is used in place of Poisson traffic. One area where Internet traffic deviates from Poisson is in what is called “burstiness” of Internet traffic. Burstiness of Internet traffic manifests as short bursts of many packet arrivals, followed by relatively long periods of inactivity. An example of this behavior would be when a user browses onto a website: their web client requests the webpage from the server, which requires a significant amount of data to be transmitted from the server to the client. Once the website is loaded the user will typically spend a large amount of time, relatively speaking, reading the webpage before browsing on to another website. Aggregate Internet traffic consists of many such bursty sessions, combined with more regular traffic, e.g., video streaming, where the traffic rate is more constant. In terms of performance, the difference between our optimized IC methods and the standard methods, HIC and TIC for example, is that our methods are signal independent. Signal dependence or independence is important when trying to measure traffic characteristics. For example, during bursty periods of Internet traffic HIC will likely coalesce many packets together because the packet timer does not count down to zero when packets are arriving quickly. Conversely, when using HIC any stray packets that arrive during the non-bursty, or inactive, period will not be coalesced with other packets. Therefore, the measurements containing only a single packet will only be from the inactive periods. The signal dependent behavior of HIC can influence measures of traffic characteristics. Alternatively, when using our optimized methods the chance that a measurement contains only a single packet does not depend on whether the traffic was in a bursty or inactive period. Thus, because our optimized methods generate measurements independently of the
incoming traffic, our methods can produce more reliable estimates of traffic characteristics than the standard IC techniques.

2.4 Generalization to High Rate Measurement Systems

One main benefit of the signal representation we selected in Section 2.2.4 is that it is completely general and can be used for measurements from all types of existing measurement systems. This is particularly convenient considering the vast selection of measurement system architectures, which vary in terms of system cost, accuracy and measurement type. Similarly, our method to optimize interrupt coalescence introduced in Section 2.3 is directly applicable to measurements from all measurement systems that employ our signal representation.

For example, as mentioned in the introduction, hardware based systems are capable of producing very accurate timestamps for individual packet arrivals in real-time. Examples of such systems include CoralReef, developed and maintained by CAIDA [43], or the commercial line of DAG network interface cards developed by Endace [23, 24]. While these systems do not require subsampling of measurements, in certain scenarios subsampling might be desirable to reduce data storage costs. For hardware based systems our $\text{SigVec}$ representation is a suitable method to record measurements whether or not subsampling is used.

Further, our signal representation also applies to measurement systems that do not record packet arrivals, like NetFlow developed by Cisco, which records measurements of network flows [15]. In systems that record network flows the start of the flow is typically recorded, thus a timestamp representing the flow start could be reflected in
our signal representation. Subsampling of flows is also common in analysis to reduce the computational cost as was done in [26]. Further, in detection systems that search for long-range periodicities in flow arrivals, such as the work by Bartlett, et. al. [7], subsampling could be potentially be applied and our signal representation used.

Our signal representation and methods to optimize subsampling are particularly relevant given the recent protocols defined by the IETF PSAMP and IPFIX working groups [2, 3] for creating a flexible distributed measurement system architecture. The PSAMP and IPFIX working groups defined a set of common protocols to be used in certified measurement nodes (called recording nodes), which are designed for recording both packet and flow based Internet traffic events. Because the systems are designed to be deployed in a distributed manner one desirable quality of the system is low-cost. In order to make such systems low-cost both protocols define what they call selection processes, which are methods to select with incoming event to sample. In other words, a selection process is a method to subsample the incoming events, and because the selection process is general, a subsampling strategy designed using our optimization techniques could be implemented. Further, the distributed architecture is designed such that the measurements are sent from the recording nodes, via an exporting process, to a collector node where analysis would take place. Subsampling is an effective method to reduce the data transmission cost between recording and processing node, which is something we consider in Chapter 4.

Thus, our signal representation \( \text{SigVec} \) and methods to optimize interrupt coalescence can be generalized to many existing measurement systems.
2.5 Conclusion

In this chapter we analyzed and modeled the timing errors inherent in software based measurement system. This modeling was necessary in order to make such systems, which are desirable for their low-cost, useful for general Internet traffic analysis tasks. From this system modeling we proposed a signal representation, called $SigVec$, which represents the accurate timing information following the software system processing. In a software system using interrupt coalescence accurate timing is available for only one packet per group of packets that are serviced during the same interrupt service request. Because we record only one accurate timestamp for the group of packets the operation of interrupt coalescence controls the subsampling of the measured events. To optimize the operation of interrupt coalescence, we created a metric that can be used to produce software system measurements optimized for specific Internet traffic analysis tasks. By optimizing generation of measurements and removing their dependence on packet arrivals we can improve estimates of inter-arrival distributions, which we use in subsequent chapters to perform Internet traffic analysis.

Finally, the signal representation and method to optimize interrupt coalescence are general enough to be applied to most existing measurement systems, including high rate measurement systems, such as the previously mentioned hardware based systems, and systems that record measurements of flows instead of packet arrivals.
Chapter 3:

Anomaly Detection with the IA²D Detection System

3.1 Introduction

As shown in Chapter 2, Internet traffic events, and more specifically packet arrivals, occur as discrete events, with each event occurring at a unique time. Thus a collection of packet arrivals can be seen as a realization of a point process, where each event (e.g., the n-th packet arrival) is indicated by the time it occurred, $t_n$. Similarly, traces recorded using Internet measurement systems, e.g. [24], produce a time stamp, say $t'_n$ for each packet measured (in the case of a measurement system this time could indicate the actual packet arrival time plus some delay due to system processing).

Although the point process is a natural representation of packet arrivals and network measurements, it is common in network traffic analysis to convert the collection of measurements to a time series representation by uniformly sampling the signal, as described for example in [18]. The time series representation is generally favored over the point process representation in tasks that analyze the long term characteristics of Internet traffic. This is done because, for a uniformly sampled time series, signal processing tools can be used for analysis, which can efficiently determine long
term characteristics in time series. For example in [6, 12, 17, 18, 41] a uniformly sampled signal representation enables the use of standard signal processing tools such as wavelets [6, 41], and spectral analysis [17, 18], which have been shown to be effective methods to detect network performance problems like bottleneck links [41] and network anomalies [6].

The point process representation has been used previously to analyze Internet traffic, for example in [49] and [42], however in this work only the inter-arrival time between consecutive events was analyzed. Computing the inter-arrival time between consecutive events is useful for determining some traffic characteristics, such as average rate, but looking only at consecutive events fails to capture the long range behavior in Internet traffic. In this chapter we present a number of formulations, with existing foundations in renewal theory, that we use to characterize the long term behavior of Internet traffic measurements while maintaining the timing accuracy inherent to the point process representation. We introduce these formulations, called the renewal function and renewal density, that allow us to perform similar network analysis tasks as were done with the time series representation, i.e., detecting bottleneck links and network anomalies, without having to convert from the point process representation of the measurement system to the time series representation; saving storage space as well as processing time. Further, with the added timing precision we have found these tools to be well suited for one task in particular, detecting low-rate periodic anomalies.

Low-rate periodic anomalies occur in Internet traffic for a number of reasons, as will be discussed in Chapter 4. Low-rate anomalies are characterized as involving relatively few packets per second, as compared to the Internet traffic they are aggregated with. Due to the low-rate nature of the anomalies, detection requires examining long segments of data in order to gather enough evidence to be certain of an anomaly. The
formulations presented here are computed using a fixed window size that is shifted over the long segment of data allowing efficient computation regardless of the length of the data being analyzed. Conversely, time series based signal processing methods, such as the fast Fourier transform, must be computed using a window size equal to the length of the data segment being analyzed and thus do not scale as efficiently as our formulations with increased trace durations.

Using the renewal theory formulations, we designed a system to detect low-rate periodic network anomalies, called inter-arrival based anomaly detection, or IA²D. IA²D detects differences between an estimate of the renewal density, computed from the Internet traffic measurements, and an “anomaly-free” distribution that we call the “smooth approximation”. The smooth approximation is computed on the same measured data as the renewal density estimate, but by using certain characteristics of the anomaly we are able to filter out its presence in the smooth approximation.

The benefits of our IA²D system include: 1) it can detect very low-rate periodic anomalies in aggregate Internet traffic measurements by only analyzing the timing of the events, 2) it operates without having to train on known anomaly-free measurements, and 3) our detection system can distinguish between multiple periodic events, which is not possible in other methods.

In addition to the renewal theory formulations presented here to analyze Internet traffic, renewal theory also provides us with another concept, called thinning, which is a method for subsampling a point process. The theory of thinning contains some particularly useful results for Internet analysis. One result gives the impact of thinning on the renewal density. Another outlines how certain renewal processes, when thinning is applied, converge towards the more ideal Poisson process. When we apply the second result to subsampling of Internet traffic measurements it allows us to analyze Internet measurements as if traffic were an ideal Poisson process, and use
many of the existing results from renewal theory. In particular, since IA^2D is based on renewal theory we can use an ideal Poisson process to derive theoretical values for many of the system parameters, which can then be used, with modification, for real Internet traffic.

The first half of this chapter, Section 3.2 presents the necessary background in renewal theory for its use in analyzing Internet traffic. In this half of the chapter two formulations, the renewal function and renewal density, are described which are useful for analyzing long term behavior of Internet traffic. These formulations are designed for renewal processes, which are in general infinite length, we discuss the methods we use to estimate them for Internet traffic measurements. Finally, in the first half of this chapter, we discuss the theory of thinning, or subsampling, a renewal process and the impact of thinning on the renewal function and renewal density.

With the necessary background the second half of this chapter describes the design of our IA^2D detection system in Section 3.3. In this discussion we describe how we split the renewal density into sub-densities, which allows us to detect and distinguish multiple periodic anomalies. Then we discuss the operation of our statistical test, Pearson’s Chi-Square test, that we use for detection, including how we construct the smooth approximation used for comparison in the test. Our detection system operates using a jumping window approach that allows the system to output detection decisions at fixed intervals specified by the user. Finally, we describe how to select various system parameters based on the assumption that the Internet traffic is modeled by a Poisson process. In Chapter 4 we discuss how to modify these system parameters when using actual Internet traffic because of the deviation of Internet traffic from the Poisson process assumption.
3.2 Background

3.2.1 Renewal Theory

We start by introducing some basic concepts in renewal theory as they relate to Internet traffic analysis. Most of this introduction comes from [55], which is a good source that describes how renewal theory can be applied to computer network and Internet traffic analysis.

Let $M, M_1, M_2, ..., M_n$ be independent and identically distributed non-negative random variables ($M$ is a generic random variable of the sequence), reflecting the inter-arrival time between events. Note that high-rate measurement systems (i.e., no subsampling) record timestamps for each packet arrival, therefore, to generate a point process we replace the timestamp for each packet arrival with the time elapsed since the previous packet, e.g. $M_1 = M(2) - M(1), M_2 = M(3) - M(2), ..., M_n = M(n + 1) - M(n)$.

Define the partial sums, $S_0 = 0, S_n = S_{n-1} + M_n = M_1 + M_2 + ... + M_n$, so that $S_n$, reflects the time between the starting time and $n$-th event. The renewal process, $N(t), t \geq 0$, is then defined to be the counting measure given by [55]:

$$N(t) = \sum_{n=0}^{\infty} I(S_n \leq t) = n : S_n \leq t$$ (3.1)

Here $I$ is the indicator function, and thus $N(t)$ is a continuous time function that conveys the number of events that occur before time $t$. By studying the distributions of the partial sums we can learn the long range behavior of a point process.

For example, consider the problem of determining whether a point process consists of completely random events, i.e., a renewal process, or if the point process is a combination of a deterministic sequence, i.e. low-rate periodic events with period $P$, 
mixed with random events, as shown in Figure 3.1. If \( P \gg \lambda \), the periodic events do not occur consecutively; rather they arrive with a random number of renewals between each periodic pair. The periodic events correspond to a subset of the inter-arrival times, i.e., \( M_{i(k)} \) where \( i = \{i(1), i(2), ..., i(k)\} \) is an ordered subset of \( \{1, 2, ..., n\} \). In Figure 3.1, \( i = \{1, 4\} \) and the periodic events correspond to \( M_1 \) and \( M_4 \). Then in terms of partial sums the inter-arrivals between periodic events gives \( S_{i(j)} - S_{i(j-1)} = P \forall j \in [2, k] \), e.g., \( S_4 - S_1 = \{M_4 + M_3 + M_2 + M_1\} - \{M_1\} = \{M_4 + M_3 + M_2\} = P \) in the figure.
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Figure 3.1: Point Process with Periodic Deterministic Sequence

### 3.2.1.1 Thinning a Renewal Process

One interesting area of Renewal Theory is 'thinning' of a Renewal Process, which is a method to subsample the data in a Renewal Process. The most common implementation of thinning, proposed by Rényi [62], is uniform probabilistic thinning where a measurement is retained with probability \( p \) and removed with probability \( 1 - p \). Two main results from [62] that are useful in our work are:

1. when thinning a Poisson process with scale parameter \( \lambda \), the resulting thinned process is also Poisson with scale parameter \( \lambda / p \)

2. for a general renewal process with intensity \( \lambda \), the process obtained by thinning by a factor \( 1/p \) converges to a Poisson process with intensity \( \lambda / p \) as \( p \longrightarrow \infty \)
The first result will be used in Section 3.2.3.3 when we look at the impact of thinning on the renewal density of a Poisson process. The second result is important because actual Internet traffic measurements do not follow a Poisson process, however, after applying subsampling (the measurement equivalent of thinning) Internet traffic measurements converge towards a Poisson process. The benefit of this results is that we can analyze the performance of our detection system using a Poisson process (Section 4.3.1), and determine some of the system parameters based on this analysis.

While Rényi only considered uniform probabilistic thinning, more general methods for thinning were examined in [21], including thinning using a thinning probability distribution. Thinning using a probability distribution is very similar to our idea of using a probability distribution for subsampling developed in Section 2.3. In fact, thinning is the equivalent operation to subsampling, however, the term subsampling is used to indicate when we are applying it to events or measurements whereas thinning is applied to renewal processes. One difference between our subsampling implementation and thinning is that when thinning is applied some measurements are discarded, and the information about how many measurements were discarded is not recorded. When working with renewal processes, which are infinitely long, discarding this information is valid because the resulting process after thinning remains infinitely long and computing (not estimating) the renewal density does not require information about the discarded measurements. In contrast, working with actual measurements (finite amount of data) makes it necessary to use information about discarded measurements when we estimate the renewal density, as described in Section 3.2.3. Therefore, in our work, we retain the number of measurements discarded.

For our theoretical analysis in Section 4.3.1, we limit the use of thinning theory to Rényi’s thinning implementation because the two results mentioned above only work in a limited number of thinning probability distributions featured in [21]. However,
in the future it could be possible to use the results from [21] to analyze the performance of our detection system for a more general class of subsampling (thinning) probability distributions. This would allow more general subsampling methods using the optimization techniques from in Section 2.3 to be analyzed in a similar manner as to what was done in Section 4.3.1.

### 3.2.2 Renewal Density

Let $F_n$ be the cumulative distribution function (cdf) of the partial sum with $n$ variables, i.e., $F_n$ is the cdf of $S_n$. The renewal function, $R(t)$ is defined to be the expected number of renewals in a given time $t$, i.e., $R(t) = E[N(t)]$ which was shown in [55] to be:

$$R(t) = \sum_{n=1}^{\infty} F_n(t)$$

(3.2)

In other words, $R(t)$ is the sum of the cumulative distribution functions of all partial sums of inter-arrival times.

The renewal density, is similar to the renewal function, but instead indicates the probability that a renewal occurs at a given time $t$. Let $f_n$ be the probability distribution function (pdf) of the partial sum with $n$ variables, i.e., $f_n$ is the pdf of $S_n$. The renewal density, $r(t)$, as shown in [55], is the sum of the pdfs of all partial sums of inter-arrival times, given by:

$$r(t) = \sum_{n=1}^{\infty} f_n(t)$$

(3.3)

For our periodic example above we could expect that the renewal density would have spikes at multiples of the fundamental period, i.e., $t = kP$ for some integer $k$. The size of the peak is a function of the ratio of periodic traffic rate and the regular Internet
traffic rate, and is discussed in more detail in Section 3.3.2.

The renewal function and density are related by:

\[
\begin{align*}
  f_n(t) &= \frac{\delta F_n(t)}{\delta t} \\
  r(t) &= \frac{\delta R(t)}{\delta t}
\end{align*}
\]

(3.4)

For renewal processes the renewal function and renewal density are completely characterized by the cdf or pdf of the random variable \( M \). This occurs because, as shown in [55], the distribution of \( F_n \) is given by the \( n \)-fold convolution of the cdf of \( M \), thus:

\[
F_n(M) = F^\ast_n(M) = F_M * F_M * ... * F_M
\]

(3.5)

and similarly for the pdf \( f_n(M) \). Therefore, knowing the cdf or pdf of \( M \) it is possible to compute the densities of all partial sums and compute either \( R(t) \) or \( r(t) \).

For a Poisson process, with mean inter-arrival time \( \lambda \), the renewal function and renewal density are given by the simple expressions [55]:

\[
\begin{align*}
  R(t) &= \frac{t}{\lambda} \\
  r(t) &= \frac{1}{\lambda}
\end{align*}
\]

(3.6)

Thus the renewal function is a linear function and the renewal density is a constant equal to the inverse of the mean inter-arrival time of the process. The reason \( r(t) \) is flat for a Poisson process can be seen in Figure 3.2, which shows the pdfs of the first few inter-arrival orders that are generated with a Poisson process. As the inter-arrival order increases the distribution shifts towards longer inter-arrival times, and the distribution becomes smoother. The shift causes the significant mass in the distributions not to overlap. The sum of all the shifted and smoothed distributions
creates a flat renewal density show as the bottom distribution in Figure 3.2.

![Figure 3.2: Generating renewal density for Poisson process](image)

### 3.2.3 Estimating the Renewal Density

If \( f_M \) is unknown then most methods to estimate the renewal density rely on generating multiple instances of the point process to compute estimates of \( f_n \) and \( r(t) \), denoted \( \hat{f}_n \) and \( \hat{r}(t) \) where we use \( \hat{\cdot} \) to denote empirical estimates [29]. However, for practical signals, e.g., packet arrivals, it is not feasible to generate multiple realizations of the point process. Instead, given empirical measurements we generate time averages using observations from a single set of Internet traffic measurements, i.e., the renewal density estimate represents the average of multiple observations from different periods of time. This is accomplished by using multiple observations of the same set of measurements where each observation reflects a different starting point in the measured signal, a technique derived in [51].
The method from [51] operates by starting with the first event in the signal, \( M_0 \), and computing the sequence of partial sums up to the desired order \( n \), i.e., \( \{S_1(M_0), S_2(M_0), ..., S_n(M_0)\} \). Where the partial sums are given by:

\[
\begin{align*}
S_1(M_0) &= M_1 \\
S_2(M_0) &= M_1 + M_2 \\
S_n(M_0) &= S_{n-1}(M_0) + M_n
\end{align*}
\] (3.7)

Moving to the next event in the signal, \( M_1 \), the process is repeated to generate the next sequence of partial sums, \( \{S_1(M_1), S_2(M_1), ..., S_n(M_1)\} \).

The estimate \( \hat{f}_n \) is computed non-parametrically using histograms that tabulate the data from each partial sum observation, \( S_n(M_j) \), \( \forall j \), for the entire set of observations. Each partial sum of order 1 to \( n \) is used in the estimate of the pdf at the respective order, i.e., \( S_i(M_j) \) contributes to \( \hat{f}_i \) only. Finally, \( \hat{r}(t) \) is computed as:

\[
\hat{r}(t) = \sum_{i=1}^{N} \hat{f}_i(t)
\] (3.8)

Figure 3.3 shows the operation of our renewal density estimation technique for a set of measurements. The operation is similar to that in Figure 3.2 except that we have to compute the partial sums from different observations (starting points) of the same set of measurements (shown in the top half of the figure) and estimate the pdfs, \( \hat{f}_n \), using histograms. Instead, in Figure 3.2 the partial sums are computed using different realizations of the renewal process, and the pdfs are the actual distributions \( f_n \).

When subsampling is applied to the measurement the estimation of the renewal density must take into account both components of the vector measurement signal,
i.e., the timestamps, $M(k)$, and the number of packets in that measurement, $C(k)$.

Let $X(k)$ be the current measurement with components $M(k)$ and $C(k)$. The partial sum sequence for $X(k)$ is constructed as follows:

$$S_0(M(k)) = 0$$

$$S_{n(1)}(M(k)) = M(k - n(1))$$

$$S_{n(i)}(M(k)) = S_{n(i-1)}(M(k)) + M(k + i) = ...$$

$$= M(k + 1) + M(k + 2) + ... + M(k + n(i))$$

(3.9)
Where $n(i)$ is computed to be the sum of the $C(k)$’s:

\begin{equation}
    n(i) = C(k+1) + C(k+2)\ldots + C(k+i)
\end{equation}

Note that in the sum of $n(i)$ the range is from $k+1$ to $k+i$. Thus, $S_{n(i)}(M(k))$ reflects the time between the current measurement and $n(i)$-th previous event.

With this modification, estimating the renewal density using the technique from [51] takes into account that for each input measurement the partial sums generated only contribute to the estimates of a subset of the density functions $\hat{f}_{n(i)}$.

Using the estimation method from [51] the observations are not independent, as they contain a majority of the same inter-arrival times. The estimation method introduced by Frees in [29] generates additional observations of the point process by rearranging the order of the original inter-arrival times, where each observation corresponds to a different permutation of the indices $n$ of the sequence $t_n$. The method from [29] works well for renewal processes where each inter-arrival time is independent and identically distributed. However, the Internet traffic measurements we consider are not guaranteed to be independent or identically distributed. For example, when a packet is queued at a router it is output as soon as the router has finished processing the previous packet. In this example the inter-arrival time of the queued packet depends on the time taken to process the previous packet and therefore is not independent. Since Internet traffic measurements are not ideal renewal processes the method from [29] cannot be used to estimate the renewal density of Internet traffic.

The fact that Internet traffic measurements are not a renewal process does not impact our use of the renewal density estimate for detection. We use the renewal density estimate as a means to examine the long range timing behavior of a point
process and to detect anomalies in the timing behavior. Computing a renewal density estimate using the technique from [51] does not require that the measurements come from a renewal process. Further, we use properties of the renewal density that are specific for renewal processes (such as generating $f_n$ from $f_1$ via convolution) only in our analysis section where we approximate Internet traffic by a Poisson process, and in Chapter 4 we discuss modifications to this analysis specific for Internet traffic analysis.

3.2.3.1 Histogram as Density Estimator

We now discuss the estimation of the renewal density and the inter-arrival probability density functions when a histogram approach is used. In [28], the authors discuss the errors inherent to estimating a probability density using a histogram. The authors use a binomial random variable to model the number of events falling in the $j$-th histogram bin interval, e.g., \( \{t_0 + j \cdot h, t_0 + (j + 1) \cdot h\} \), where $t_0$ is a reference point and $h$ is the bin width in seconds. Letting $N_j$ be the number of events falling in the $j$-th bin, then the value of the histogram, $\hat{f}(t)$, at the point $t \in \{t_0 + jh, t_0 + (j + 1)h\}$ is given by $\hat{f}(t) = N_j/mh$ where $m$ is the total number of events, thereby normalizing $\hat{f}(t)$ so that the area under the histogram is unity.

Let $f_h(t)$ be the integral of the actual probability density (the one being estimated) over the bin interval containing the point $t$, i.e.,

$$f_h(t) = \int_{t+jh}^{t+(j+1)h} f(t) dt.$$  \hspace{1cm} (3.11)

Let $f_{h_j}(t)$ denote the integral, over the same bin interval as above, for the pdf of the
$i$-th order partial sum sequence. Further, let $r_h(t)$ be the integral, over the same bin interval as above, for the renewal density, then

$$r_h(t) = \int_{t+jh}^{t+(j+1)h} r(t) dt$$

(3.12)

or in terms of $f_h(t)$:

$$r_h(t) = \sum_{i=1}^{\infty} f_h^i(t)$$

(3.13)

Here we assume that the bin interval, $h$, is the same for all $f_h^i(t)$ otherwise the summation would not be possible.

Using the definition of $f_h(t)$ from (3.11), the number of events in the $j$-th histogram bin, $N_j$, is a binomial random variable with number of trials $m$ and success probability $f_h(t)$ for $t \in \{j \cdot h, (j+1) \cdot h\}$. Finally, the expected value and variance of the histogram, $\hat{f}(j)$ are given by [28]:

$$E[\hat{f}(j)] = f_h(t)$$

$$Var[\hat{f}(j)] = \frac{1}{mh} \cdot f_h(t)(1 - h \cdot f_h(t))$$

$$t \in \{j \cdot h, (j+1) \cdot h\}$$

(3.14)

We now consider how to compute an estimate of the renewal density, $\hat{r}(j)$, which is our novel adaptation of the probability density estimator work in [28]. This involves
the sum of multiple histogram estimates, so that the expected value of the renewal density estimate is given by:

\[
E[\hat{r}(j)] = E[\sum_{i=1}^{\infty} \hat{f}_i(t)] = \sum_{i=1}^{\infty} E[\hat{f}_i(t)] = \sum_{i=1}^{\infty} f_i^i(t) = r_h(t)
\]

(3.15)

In other words the expected value of the renewal density estimate is the integral of the actual renewal density over the bin interval, i.e., \( r_h(t) \). Thus, using the histogram approach the renewal density estimate is an unbiased estimator of the actual renewal density.

Finding an expression for the variance of the renewal density estimate is not as straightforward as was finding the expected value. The variance of the estimate is given by:

\[
Var[\hat{r}(j)] = Var[\sum_{i=1}^{\infty} \hat{f}_i(j)]
\]

(3.16)

where, even though the renewals in the process are independent, the probability density function of the partial sum sequence, say \( S_k \), depends on the pdf of the partial sum at the previous order, \( S_{k-1} \), which in turn depends on all previous lower orders. This also applies to the histogram based estimates of the partial sum pdfs, i.e., the \( \hat{f}_i(j) \). Thus, the variance of the estimate cannot be readily simplified beyond the above expression.

Alternatively, rather than find the variance of the sum of multiple histogram estimates we can approximate this by treating the sum of the histograms as a single
histogram, which is the estimate of our renewal density, \( \hat{r}(j) \). In other words instead of computing the variance using (3.16) we find the variance by:

\[
Var[\hat{r}(j)] = Var[r_h(t)] \quad t \in \{j \cdot h, (j+1) \cdot h\}.
\] (3.17)

Then applying Equation (3.14) we can express the variance of the renewal density estimate \( \hat{r}(j) \) as:

\[
Var[\hat{r}(j)] = \frac{1}{m h} \cdot r_h(t)(1 - h \cdot r_h(t)).
\] (3.18)

This approximation is suitable given that for a specific bin interval, \( \{j h, (j+1)h\} \), only a small number of histogram estimates, \( \hat{f}_i(j) \), contribute a non-negligible probability density. This approximation is based on the fact that as the order \( i \) increases the probability mass of \( \hat{f}_i(j) \) is shifted towards longer inter-arrival times as was shown in Figure 3.3. Because only a few \( \hat{f}_i(j) \) are non-negligible we can treat the \( \hat{f}_i(j) \) as independent over the small bin intervals. Therefore the variance of the sum, \( Var[\sum \hat{f}_i(j)] \), is approximated by the sum of the variances, \( \sum Var[\hat{f}_i(j)] \).

In Section 3.3, we introduce the Pearson Chi-Square test [33], which is the statistical test we use for anomaly detection. The Pearson Chi-Square test requires the number of occurrences and not probability of occurrence, which is given by \( \hat{f}_i(j) \). Therefore the histogram estimates used in Section 3.3 are not normalized by the total number of measurements, \( m \), and we denote them by, \( \tilde{f}_i(j) \). Similarly the renewal
density estimate computed using the \( \tilde{f}_i(t) \) is denoted, \( \tilde{r}(t) \). This modifies the expected value of the renewal density estimate from the expression in (3.15) to the following:

\[
E[\tilde{r}(j)] = E[\sum_{i=1}^{\infty} m_i \cdot \tilde{f}_i(t)] = \sum_{i=1}^{\infty} E[m_i \cdot \tilde{f}_i(t)]
\]

\[
E[\tilde{r}(j)] = \sum_{i=1}^{\infty} m_i \cdot f^i_h(t) = m \cdot r_h(t)
\]

\[
t \in \{j \cdot h, (j + 1) \cdot h\},
\]

and the variance of the renewal density estimate, using the same approximation that was used in (3.18), is given by:

\[
Var[\tilde{r}(j)] = \frac{m}{h} \cdot r_h(t)(1 - h \cdot r_h(t))
\]

\[
t \in \{j \cdot h, (j + 1) \cdot h\},
\]

Note that the number of events at a particular order, \( m_i \), is replaced with \( m \), which is the average number of events. This approximation is made because in practice typical values of \( m_i \) are very large, so small differences between a particular \( m_i \) and the average \( m \) are negligible.

### 3.2.3.2 Convergence of Renewal Density Estimate

We now consider the convergence of the histogram to density being estimated. This topic is covered in detail in [28] where the author considers the mean square deviation between the histogram and the density being estimated as a function of the size of the histogram bins, \( h \). Note that [28] only considers estimation of a single density function, and not the sum of multiple density function estimations that is required for computing the renewal density estimate. Some comments on how convergence of the renewal density estimate will be discussed at the end of this section. The optimal size
of $h$ naturally depends on the shape of the density being estimated and the number of samples used to generate the histogram. For example, if the number of samples, $m$, is small and we select $h$ to be narrow then most histogram bins will contain only a few samples and the histogram will not be a good indication of the underlying probability distribution. Similarly, if the curve of the distribution is flat, e.g., a uniform distribution, then we do not need many histogram bins in order to achieve an accurate representation of the distribution; in fact for a uniform distribution only one histogram bin would suffice. On the other hand, for complex distributions, such as an exponential or Laplacian distribution, many more histogram bins are required to accurately model the complex curvature of these distributions.

As a guideline for selecting, $h$, in [28] the authors propose the following “rule”:

Choose the cell width as twice the interquartile range (IQR) of the data divided by the cube root of the sample size, i.e.,

$$h_{\text{min}} \geq \frac{2 \cdot IQR}{m^{1/3}}$$  \hspace{1cm} (3.21)

This rule captures both conditions mentioned above. The interquartile range, $IQR$, measures the dispersion of the distribution, which gives an indication of the smoothness of the distribution. While dividing by $m^{1/3}$ keeps the width of $h$ wider when $m$ is small, and $h$ can be narrow as $m$ increases.

When selecting the histogram bin width for our detection system, which we discuss in Section 3.3.5, we follow this rule but provide some modifications since we know the distributions that we are trying to estimate using the histograms. When selecting the initial system parameters we make the assumption that Internet traffic can be modeled as a Poisson process. Using the Poisson process assumption, the distribution of inter-arrival times at order $n$ follows an Erlang, or Gamma distribution with scale
parameter $\lambda$ and shape parameter equal to the order of the inter-arrival, i.e., for $f_n(t)$ the shape parameter is $n$. For large $n$ we can use the Normal approximation to the Gamma distribution, i.e., $f_n(t) \sim N(n \cdot \lambda, n \cdot \lambda^2)$. The interquartile range for the Normal distribution is simply $IQR = 1.34\sigma$, which given our approximation would be $IQR = 1.34 \cdot \sqrt{n \cdot \lambda^2}$. Using this approximation we modify (3.21) to derive the following expression for the minimum size of $h$:

$$h_{\text{min}} \geq \frac{2.68 \cdot \sqrt{n \cdot \lambda^2}}{m^{1/3}}$$  \hspace{1cm} (3.22)

A more convenient expression for $h_{\text{min}}$ is to write it as a function of time. We can accomplish this by replacing $m$ with the average number of inter-arrival measurements per second, where $m = t/\lambda$, and rewrite (3.22) as:

$$h_{\text{min}} \geq \frac{2.68 \cdot \sqrt{n \cdot \lambda^{4/3}}}{t^{1/3}}$$ \hspace{1cm} (3.23)

Using this version of the equation it is easier to determine if the histogram will sufficiently converge in the amount of time that our system uses to detect an anomaly (discussed in Chapter 4).

As mentioned previously the convergence results from [28] were derived for the estimation of a single density function, i.e., $f_n(t)$ for some $n$. Since, in order to estimate the renewal density, we have to estimate multiple density functions the result for $h_{\text{min}}$ in (3.23) does not guarantee that the entire renewal density will converge. Instead we use the approximation, described in Section 3.2.3.1, that inside a single sub-density only a few of the inter-arrival density function estimates, i.e., only a few $\tilde{f}_n(t)$, are non-zero. Therefore, we can use the convergence criterion, given by (3.23), to verify that the non-zero density function estimates being used in the sub-density
where we are performing detection have sufficiently converged. For the non-zero
density functions in a particular sub-density, i.e., the \( n \) such that \( \tilde{f}_n(t) > 0 \), it is
possible check that the value of \( h_{\text{min}} \) is satisfied because each sub-density has its own
time-to-detection (described in Section 3.3.2). Thus, we can use the time-to-detection
as the value of \( t \) and the values of \( n \) corresponding to the non-zero density functions
to check that \( h_{\text{min}} \) is satisfied using (3.23).

3.2.3.3 Effect of Thinning on Renewal Density

When thinning is applied to a renewal process the renewal density is altered. For a
Poisson process with scale parameter \( \lambda \), using the result from Rényi [62] mentioned in
Section 3.2.1.1, when thinned with uniform probability, \( 1/\mu \), i.e., thinning rate is \( \mu \),
the resulting process remains Poisson with scale parameter \( \mu \cdot \lambda \). The renewal density
of a Poisson process was given in [55] to be \( r(t) = 1/\lambda \). Combining the results we
see that the renewal density of the process resulting after thinning a Poisson process
with scale parameter \( \lambda \) by a factor of \( \mu \) is simply:

\[
r_{\mu}(t) = \frac{1}{\mu \cdot \lambda}
\]

Using the second result from Rényi [62], that a general renewal process with
intensity \( \lambda \) when thinned by a factor of \( \mu \) converges to a Poisson process with scale
parameter \( \lambda' = \mu \cdot \lambda \) as \( \mu \rightarrow \infty \), we can see that by thinning a more general
renewal process its renewal density converges to (3.24) as \( \mu \rightarrow \infty \). This feature of
renewal theory will be used when analyzing and implementing the detection system
for real Internet traffic in Section 4.3.1. Real Internet traffic does not behave like
a Poisson process, and because of this the renewal density estimated for Internet
traffic is not a constant function as defined in (3.6). However, by applying thinning
to the measurements the renewal density estimated for Internet traffic converges to the flat distribution as indicated by (3.6). The trade-off being that, when thinning is applied, it takes longer for the histograms used to compute the renewal density estimate to converge. This is clear from (3.23), where the effective scale parameter, $\lambda'$, after thinning becomes larger and requires a longer time, $t$, before the histogram will converge.

### 3.3 Detection of Periodic Events

As discussed in Section 3.2.2 the renewal function and density are two important tools used to characterize the long term behavior of point processes. Using techniques to estimate these functions for empirical measurements of Internet traffic allows us to detect anomalous behavior in the Internet measurements, even if the behavior occurs infrequently. One particular task that the renewal density is well suited for is detecting low-rate, periodic events interspersed in regular Internet traffic. Multiple causes of periodic events in Internet traffic will be discussed in Chapter 4 and include malicious activity such as DoS attacks, as well as benign but undesirable network behavior such as bottleneck links.

There are three main classes of methods that have been applied to detect low-rate periodic events: frequency domain, rate-based, and inter-arrival timing based. Of the three, frequency domain methods are the most common and work by transforming the signal into the frequency domain then searching for frequencies containing significant energy, which can signal the presence of an anomaly. Such methods have been considered before, see [34], to detect period packet arrivals in Internet traffic. In [52] we showed that our inter-arrival timing based method, called periodic detection with multiple measurements (PDMM), outperformed the best frequency domain method.
available at that time [34] when detecting low-rate anomalies. PDMM is a precursor to the detection method described in this chapter.

More recently Thatte, et al. derived a rate-based method, called the bivariate parametric detection mechanism (bPDM) [75]. Rather than using a point process representation, where observed arrival times are used, bPDM first applies a coarse uniform time sampling to generate a signal that records the number of events (packet arrivals) per unit time. Using this signal bPDM derives statistics to determine if the events are random or random plus a constant signal; signifying the presence of a constant rate anomaly (an example of which would be a periodic anomaly). Similar to our previous results, in [75] bPDM was shown to be superior to frequency domain based methods.

In this section we propose, as an alternative to frequency domain and rate-based methods an inter-arrival time based method, which we call inter-arrival based anomaly detection, IA²D. Our detection system works by applying Pearson’s Chi-Square test on the renewal density [33]. The detection method makes use of the techniques shown in Section 3.2.3 to estimate the renewal density. Since the periodic events only affect a portion of the estimated renewal density it makes sense to divide the renewal density into smaller segments, which we call sub-densities, and perform detection on the individual sub-densities; this process is described in Section 3.3.1. In order to use Pearson’s Chi-Square test, described in Section 3.3.2, we require a second renewal density that is anomaly-free, which we term the “smooth approximation”. In Section 3.3.3, methods to estimate this anomaly-free distribution from the empirical measurements, even in the presence of an anomaly, are discussed. Finally, the operation of the detection method depends on the period itself, i.e., it takes longer to detect anomalous events with longer periods. Therefore, we use jumping windows
with varying lengths, discussed in Section 3.3.4, that are used to estimate the renewal density in the different sub-densities and allow our system to output detection decisions at regular intervals regardless of the period of the anomaly. By performing detection independently on individual sub-densities, IA²D can detect and distinguish between multiple anomalies, something bPDM cannot do.

Finally, while not considered in this thesis, framing IA²D in terms of renewal theory makes this method readily applicable to many scientific signals of interest, where anomalies can be important for diagnosing disease in biological signals or may be evidence of potential malicious activity in financial data, e.g. stock market data, [60].

3.3.1 Sub-Densities

One difficulty with using the renewal density to detect low-rate periodic events is that it requires estimating the renewal density, $r(t)$, up to and beyond the period of the event, e.g., $t > P$. Without prior knowledge about the period of the events, which is assumed unknown, this requires that detection be performed for all potential periods. Further, the periodic anomaly only affects a portion of the renewal density in the immediate area around $t = P$, and the remainder of the renewal density is unaffected by the anomaly. The unaffected portion of the renewal density decreases the performance of our detection method because the test we use for detection, Pearson’s Chi-Square test, compares the renewal density estimate to an anomaly free distribution, and computes a score based on how similar the two distributions are. Pearson’s test compares the anomaly free and anomalous distributions over the entire range, i.e., $0 \leq t \leq P$, and generates a score based on the difference between the distributions, however, this score is normalized by the width of the range compared. Therefore, the
normalized score would be much smaller when the entire range is considered versus when a smaller range, i.e., \( P - \delta \leq t \leq P + \delta \), is used because the smaller range would produce the same difference score (before normalization) as the entire range. Because of this we designed our detection system such that the renewal density is divided into smaller blocks, which we call sub-densities, e.g., \( \tilde{r}_s(j) \) \( s \in [1, N_{Sub}] \) where \( N_{Sub} \) is the number of sub-densities Detection is then performed independently in each sub-density and because range used in the normalization is smaller we improve detection performance by using sub-densities.

The detection system is designed as shown in Figure 3.4. Where the input to the system are the measurements obtained from the measurement system, and the multiple outputs correspond to detection decisions from the respective sub-densities. Performing detection on sub-densities independently presents an interesting system design challenge. The number of events that must be observed in order to be confident, statistically speaking, and decide whether or not the traffic contains an anomaly depends on the period of the event. Thus, detecting higher-rate events (with smaller
periods $P$), which arrive at the system more frequently, requires less time than does detection of lower-rate events. Therefore, sub-densities corresponding to shorter periods can potentially report detection decisions more frequently. In our system, however, it is desirable to have all sub-densities report detection decisions at the same time interval. The solution to this, which is explained in Section 3.3.4, is to observe events using jumping windows of varying length. Thus, all sub-densities can report detection decisions at the same time.

Processing inside the detection system proceeds as follows. The input measurements are processed individually. For each input measurement the estimate of the renewal density $\tilde{r}(j)$ is updated using the technique discussed in Section 3.2.3. If the time since the last detection decision is greater than the output time interval then detection is performed in all sub-densities. Detection is performed using Pearson’s Chi-Square test, described in Section 3.3.2, and the result of the test, whether or not a periodic event was detected, is then output from the system. After the result is output the oldest observation window, described in Section 3.3.4, is discarded for all sub-densities and the system resumes processing input measurements until the next output time interval occurs.

3.3.2 Pearson’s Chi-Square Test

For detection we use Pearson’s Chi-Square test [33] in order to determine the goodness-of-fit between the renewal density estimate computed empirically, $\tilde{r}(j)$, and a density derived that is free of anomalies. The anomaly-free distribution, termed the “smooth approximation” and denoted $\tilde{s}(j)$, can intuitively be thought of as what would be the value of $\tilde{r}(j)$ at each $j$ without the periodic traffic. Two methods to derive the “smooth approximation” are described in Section 3.3.3, using knowledge about the
After obtaining the two renewal density approximations the Pearson Chi-Square test is applied to the sub-densities, denoted $\tilde{r}_s(j)$ and $\tilde{s}_s(j)$. Let $N_{\text{bin}}$ be the number of histogram bins in each sub-density. Then $\chi_i^2$ is computed for the $i$-th sub-density, $\tilde{r}_{s(i)}(j)$, using the equation:

$$\chi_i^2 = \sum_{m=1}^{N_{\text{bin}}} \frac{(\tilde{r}_{s(i)}(m) - \tilde{s}_{s(i)}(m))^2}{\tilde{s}_{s(i)}(m)}$$  \hspace{1cm} (3.25)

Next the Pearson statistic, $p$, is calculated. This is the value of the cdf of a chi-square distribution with $N_{\text{bin}}$ degrees of freedom computed at the value $\chi_i^2$. The null hypothesis, that the empirical renewal density estimate is statistically similar to the smooth approximation, is rejected if $p > 1 - P_{FA}$ where $P_{FA}$ is the probability of false alarm and for our application is typically selected to be 0.01 or less [33].

When implementing the detection system in practice, evaluating the cdf of the $\chi^2$ distribution in real time is too computationally expensive. Assuming $P_{FA}$ and $N_{\text{bin}}$ remain fixed, a more convenient solution is to pre-compute the value of $\chi_i^2$ which is required to select the alternate hypothesis, i.e., that an anomaly is present. We call this value $\chi_D^2$ (it is described later in this section and given by (3.34)). By pre-computing the value of $\chi_D^2$ the selection of a hypothesis is done by comparing $\chi_i^2$ to $\chi_D^2$ instead of having to evaluate the cdf of a chi-square distribution.

To understand in more detail why the sum in (3.25) follows a $\chi^2$ distribution and to evaluate the detection system performance we analyze the operation of the detector in the null and alternative hypothesis cases. Before we begin, however, we make a modification to our renewal process assumption that is essential to the following analysis.

Recall from Section 3.2.3.1, that the value of the histogram used in the renewal
density estimate at bin $j$ in sub-density $i$, i.e., $\tilde{r}_{s(i)}(j)$, is a binomial random variable with mean $m \cdot r_h(t)$ and variance $m \cdot r_h(t)(1 - h \cdot r_h(t))$ (for $t \in \{j \cdot h, (j + 1) \cdot h\}$ see (3.19) and (3.20)). When the mean and variance were derived we assumed that the renewal process was based on a continuous distribution, i.e., the distribution of the renewals $f_M$ was a continuous distribution (e.g., an exponential distribution for a Poisson process). However, in practice the measurements of packet arrival times are sampled at discrete time intervals. In other words, the value $M(k)$ from (2.1) is some multiple of the measurement sampling interval, $T_s$, which typically is in microseconds.

We use $\cdot'$ to denote the discrete time version of a continuous time variable, e.g., $t'$ is the discrete time sampled version of $t$. Further, let $\tilde{r}$ be the sample number, i.e., the multiple of the sampling interval, $T_s$, corresponding to the discrete time variable, e.g., $\tilde{t} \cdot T_s = t'$. Written another way:

$$\tilde{t} = t'/T_s \quad (3.26)$$

$\tilde{t}$ is an integer valued number, as are all values denoted with $\tilde{r}$.

We use this notation because we can modify the expression $t \in \{j \cdot h, (j + 1) \cdot h\}$ to be $\tilde{t} \in \{j \cdot \tilde{h}, (j + 1) \cdot \tilde{h}\}$. Then by selecting the value of $h = T_s$ the value of $\tilde{h}$ becomes $\tilde{h} = h/T_s = 1$. Thus when working with the sample numbers, the expressions for the mean and variance of $\tilde{r}_{s(i)}(j)$ (from (3.19) and (3.20)) become:

$$E[\tilde{r}_{s(i)}(j)] = m \cdot r_h(\tilde{t})$$

$$Var[\tilde{r}_{s(i)}(j)] = \frac{m}{1} \cdot r_h(\tilde{t})(1 - 1 \cdot r_h(\tilde{t})) \quad . \quad (3.27)$$

Finally, because the value of $r_h(\tilde{t}) \ll 1$ we can approximate $Var[\tilde{r}_{s(i)}(j)]$ as:

$$Var[\tilde{r}_{s(i)}(j)] \approx m \cdot r_h(\tilde{t}) = E[\tilde{r}_{s(i)}(j)] \quad (3.28)$$
Note that this assumption is required for our analysis in the following sections, in (3.30) and (3.31), and does not change any of the analyses that were conducted in Sections 3.2.3 or 3.2.3.1.

3.3.2.1 Null Hypothesis - No Anomaly

We begin our analysis of the Pearson chi-square detector by considering why in the null hypothesis scenario the chi-square score computed using (3.25) follows a centralized $\chi^2(1)$ distribution. In this and the next section we drop the index $i$ on the sub-density, i.e., use $s$ instead of $s(i)$, to simplify the expressions knowing that the analysis (and detection) is performed one sub-density at a time.

If we assume that the number of observations, $m$, is large then the binomial random variable, $\tilde{r}_s(j)$, can be approximated with a normally distributed random variable (having mean and variance given by (3.27)). According to [32], for a normally distributed random variable, $X$, with mean $\omega$ and variance $\sigma^2$, we have that $Y$ defined as:

$$ Y = \frac{(X - \omega)^2}{\sigma^2} \quad (3.29) $$

follows a $\chi^2(1)$ distribution, i.e., $Y \sim \chi^2(1)$ with $E[Y] = 1$ and $Var[Y] = 2$.

Therefore, if the empirical renewal density and smooth approximation estimates correspond to the same renewal density, i.e., no anomaly present, then according to (3.27):

$$ X_j = \tilde{r}_s(j) \quad (3.30) $$

$$ \omega_j = E[\tilde{r}_s(j)] = m \cdot r_h(\bar{t}) $$

$$ \sigma^2_j = Var[\tilde{r}_s(j)] \approx m \cdot r_h(\bar{t}) = E[\tilde{r}_s(j)] $$

where we use the subscript $j$ to denote that the mean and variance are taken over multiple realizations of the same histogram bin, i.e., multiple values of $\tilde{r}_s(j)$, observed
over a period of time. If we assume that \( \tilde{s}_s(j) \approx E[\tilde{r}_s(j)] \), which should be true since \( \tilde{s}_s(j) \) is the smooth approximation of \( \tilde{r}_s(j) \), then we can rewrite \( \omega \) and \( \sigma^2 \) as:

\[
\begin{align*}
\omega_j &= E[\tilde{r}_s(j)] \approx \tilde{s}_s(j) \\
\sigma_j^2 &= Var[\tilde{r}_s(j)] \approx E[\tilde{r}_s(j)] \approx \tilde{s}_s(j).
\end{align*}
\]  \tag{3.31}

Finally, if we replace the values of \( X \), \( \omega \) and \( \sigma^2 \) in (3.29) with their values from (3.30) and (3.31), then we see that the expression in (3.29) is identical to a single term in the summation (3.25). Therefore, each term in the summation (3.25) is approximately \( \chi^2(1) \) distributed, where \( \chi^2(1) \) is a chi-square random variable with \( E[\chi^2(1)] = 1 \) and \( Var[\chi^2(1)] = 2 \).

The sum of \( N_{\text{bin}} \chi^2(1) \) random variables is a \( \chi^2(N_{\text{bin}}) \) random variable with \( E[\chi^2(N_{\text{bin}})] = N_{\text{bin}} \) and \( Var[\chi^2(N_{\text{bin}})] = 2 \cdot N_{\text{bin}} \). Thus, the sum in (3.25) follows a \( \chi^2 \) distribution with \( N_{\text{bin}} \) degrees of freedom.

3.3.2.2 Alternative Hypothesis - Anomaly

When an anomaly is present, let the estimates of \( \tilde{r}_s(j) \) and \( \tilde{s}_s(j) \) still be approximated by normal distributions, but each having a different expected value. This makes intuitive sense from an anomaly standpoint. If \( \tilde{r}_s(j) \) corresponds to the value of the empirical renewal density containing the anomaly, then \( \tilde{r}_s(j) \) is the combination of the anomaly-free distribution, \( \tilde{s}_s(j) \), plus an additional component due to the anomaly. Denote \( \gamma_j \) to be the component of the renewal density estimate at \( \tilde{r}_s(j) \) due to the anomaly:

\[
\gamma_j = \tilde{r}_s(j) - \tilde{s}_s(j) \tag{3.32}
\]

In the previous case because \( \omega \approx \tilde{s}_s(j) \) and \( \sigma^2 \approx \tilde{s}_s(j) \) applying (3.29) resulted in a \( \chi^2(1) \) random variable. In the anomalous case, if the anomaly appears in histogram
bin \( j \), then for \( X = \tilde{r}_s(j) \) we can no longer assume \( \omega = \tilde{s}_s(j) \) and \( \sigma^2 = \tilde{s}_s(j) \). Nor can we assume applying (3.29) results in \( Y_j \) following a non-central \( \chi^2 \) distribution \( \chi^2_{NC}(1, \frac{\beta_j^2}{\tilde{s}_s(j)}) \) according to [14]. Where the non-central \( \chi^2 \) distribution is defined by the shift parameter \( \beta_j = \frac{\gamma_j^2}{\tilde{s}_s(j)} \), and has mean and variance given by [14]:

\[
\begin{align*}
E \left[ \chi^2_{NC}(1, \beta_j) \right] &= 1 + \beta_j \\
Var \left[ \chi^2_{NC}(1, \beta_j) \right] &= 2(1 + 2 \cdot \beta_j)
\end{align*}
\] (3.33)

Thus, in any histogram bin \( j \) where an anomaly is present, \( \tilde{r}_s(j) \) and \( \tilde{s}_s(j) \) are from different distributions and the corresponding term in the summation (3.25) is no longer \( \chi^2(1) \) distributed but follow a non-central chi-square distribution \( \chi^2_{NC}(1, \beta_j) \).

### 3.3.2.3 Relating Detection Parameters to the Distributions

Finally, we describe how the probability of false alarm, \( P_{FA} \), and the probability of false negative, \( P_{FN} \), relate to the central and non-central \( \chi^2 \) distributions. These are plotted in Figure 3.5 for particular values of the degrees of freedom, which we denoted previously as \( N_{bins} \) and the shift parameter \( \beta \). Let \( \chi^2_D \) denote the chi-square score (computed using (3.25)) necessary to decide that \( \tilde{r}_{s(i)}(j) \) and \( \tilde{s}_{s(i)}(j) \) deviate sufficiently, statistically speaking, to indicate an anomaly. The value of \( \chi^2_D \) is given by:

\[
\chi^2_D = F^{-1}\left( \chi^2(N_{bin}), 1 - P_{FA} \right)
\] (3.34)

where \( F^{-1} \) is the inverse cdf of \( \chi^2(N_{bin}) \), the central chi-square distribution with \( N_{bin} \) degrees of freedom, evaluated at \( 1 - P_{FA} \). If \( \tilde{r}_{s(i)}(j) \) and \( \tilde{s}_{s(i)}(j) \) are from the same distribution, i.e., no anomaly present, the chi-square score obtained using (3.25) will only exceed \( \chi^2_D \) with probability \( P_{FA} \).

When \( \tilde{r}_{s(i)}(j) \) and \( \tilde{s}_{s(i)}(j) \) are from different distributions then the chi-square score
follows a non-central chi-square distribution, i.e., $\chi^2_i \sim \chi^2_{NC}(N_{\text{bins}}, \beta_i)$. The shift parameter, $\beta_i$ of the $\chi^2_{NC}$ distribution determines the shift left-to-right, of the distribution, and can intuitively be thought of a measure of how much $\bar{r}_{s(i)}(j)$ and $\bar{s}_{s(i)}(j)$ differ when computing (3.25). For a histogram bin, $j$, in the sub-density being tested, when $\bar{r}_{s(i)}(j) \neq \bar{s}_{s(i)}(j)$ then the difference, $\gamma_j$, is given by (3.32). Note that, if $\bar{r}_{s(i)}(j)$ and $\bar{s}_{s(i)}(j)$ are from different distributions, then the difference $\gamma_j$ increases as more events are observed. The value of $\gamma_j$ determines the shift parameter according to $\beta_{i,j} = \frac{\gamma_j^2}{\bar{s}_{s(i)}(j)}$ [67]. Further, the combined shift parameter, $\beta_i$, for the sub-density being tested is the sum of the terms:

$$\beta_i = \sum_{j \in s(i)} \beta_{i,j} = \sum_{j \in s(i)} \frac{\gamma_j^2}{\bar{s}_{s(i)}(j)}$$ (3.35)

The probability of a false negative, $P_{FN}$, is the $Pr(\chi^2_i < \chi^2_D)$ when $\chi^2_i \sim \chi^2_{NC}$, i.e., an anomaly is present. Once $\chi^2_D$ is determined, $P_{FN}$ is decreased by increasing the shift parameter, which shifts the distribution of $\chi^2_{NC}$ towards $\infty$.

As an example to illustrate how $P_{FA}$ and $P_{FN}$ relate to the actual $\chi^2$ distributions consider Figure 3.5, which plots the probability density functions for the two $\chi^2$ distributions. The solid line is a centralized $\chi^2$ distribution with 5 degrees of freedom, and the dashed line is a non-centralized $\chi^2$ distribution with 5 degrees of freedom and a shift parameter equal to 10. When no anomaly is present in the measurements then the chi-square score $\chi^2_i$, given by (3.25), follows the centralized $\chi^2(5)$ distribution (solid curve), and when an anomaly is present then $\chi^2_i$ follows the non-centralized $\chi^2_{NC}(5, 10)$ distribution (dashed curve). In this example, the value, $x = 11.07$, corresponds to $\chi^2_D$. $P_{FA}$ is the area under the solid curve to the right of $x = 11.07$, and $P_{FN}$ is the area under the dashed curve to the left of $x = 11.07$. Note, that increasing the value of the shift parameter, $\beta$, shifts the non-central $\chi^2_{NC}$ distribution
Figure 3.5: Example of Central and Non-Central $\chi^2$ Distributions
towards the right in Figure 3.5, leading to less overlap between the distributions and consequently a lower chance for false alarms. The value of $\beta$ can be thought of as the amount of evidence for an anomaly that has been collected, which is a function of the rate of the anomaly and the amount of time over which the events have been observed.

With explicit expressions for the distribution of $\chi^2_i$ for both the null and alternative hypothesis it is possible to determine optimal parameters for the detection system, which will be discussed in Sections 4.3.1, 4.4.1.

### 3.3.3 Smooth Approximation

As mentioned in the previous section, the “smooth approximation” is a distribution designed to be anomaly free. We propose two methods: one for an ideal renewal process and one to be used for actual Internet traffic. The smooth approximation
will be denoted \( \tilde{s}(j) \), and we assume that the approximation will be chosen for the specific method, i.e., different approximations for an ideal renewal process and real traffic.

### 3.3.3.1 Smooth Approximation - Renewal Process

The first smooth approximation makes use of the fundamental property of the renewal function (and associated renewal density), which was described in (3.5), namely that given the distribution of the first order partial sum sequence, i.e., \( F_1(M) \) or \( f_1(M) \), all other orders can be determined via convolution. Therefore, the entire renewal function (or density) can be determined from \( F_1(M) \) or \( f_1(M) \). Similarly, the smooth approximation can be determined using the estimate of the inter-arrival pdf, i.e., \( \tilde{f}_1(j) \), by taking multiple convolutions of \( \tilde{f}_1(j) \):

\[
\tilde{s}(j) = \sum_{k=1}^\infty \tilde{f}_k(j) = \sum_{k=1}^\infty \tilde{f}^{k*}(j)
\]  

(3.36)

where \( \tilde{f}^{k*}(j) \) is the \( k \)-fold convolution of \( \tilde{f}_1(j) \).

The smooth approximation assumes that \( \tilde{f}_1(j) \) is not affected by the anomalous events. This assumption is reasonable given the fact that for the detection problem considered here the anomalous events are low-rate, i.e., \( P \) is large. Therefore, multiple background events occur between pairs of anomalous events meaning that the distribution \( \tilde{f}_1(j) \) does not have a strong component at \( j = P \) and consequently the convolutions of \( \tilde{f}_1(j) \) do not have a strong component at \( j = P \) either.

### 3.3.3.2 Smooth Approximation - Non-Renewal Process

The second method to derive a smooth approximation is necessary for traffic that does not follow a renewal process. In this case, the first order inter-arrival pdf cannot be
used to compute the higher order inter-arrival pdfs via convolution. The failure of the convolution method to produce an accurate smooth approximation for Internet traffic is due to one issue in particular, so-called “multiple-packet deterministic sequences”, which are caused by packets being queued at routers then output from the router back-to-back [40]. The inter-arrival timing of the back-to-back packets is a function of their packet sizes, which is known to follow a roughly bi-modal distribution [71]. The deterministic nature of the inter-arrival times for back-to-back packets causes the inter-arrival time (or first order partial sum) distribution to deviate from what would be expected for a renewal process. More specifically, the authors of [40] state that the inter-arrival distribution consists of two portions: “one that can contain back-to-back packets and the other for packets that are guaranteed to be separated by idle time”.

While the “multiple-packet deterministic sequences” create deviations in the inter-arrival time (or partial sum) distributions for low orders, the length of each back-to-back packet sequence is relatively short. Because the deterministic sequences are short their impact on higher order partial sum distributions is less apparent. Herein lies the problem with attempting to estimate higher order partial sum distributions via the first order partial sum distribution, as in the first method. Taking the $n$-fold convolution of the first order partial sum distribution would generate an estimate of the $n$-th order partial sum distribution that is heavily biased towards having very long deterministic sequences, i.e., many consecutive back-to-back packets.

Since the anomaly could not be removed using the convolution technique we chose to apply a filtering method directly to the renewal density estimate, $\tilde{r}(j)$, itself. The filtering method selected is called the trimmed mean and is particularly suited for computing the mean value of data even in the presence of outliers [72]. The trimmed mean is a technique that removes spurious data before computing the average value, which makes it possible for us to compute an anomaly free distribution from the
renewal density estimate even when there are sharp peaks in the data near \( t = P \).

To derive the smooth approximation, \( \tilde{s}(j) \), of the renewal density the trimmed mean is computed using the renewal density estimate, \( \tilde{r}(j) \), at each value of \( j \). To compute the trimmed mean at a given \( j \), we use the following algorithm on the the \( \pm J \) neighboring values of \( \tilde{r} \), i.e.,

\[
\{\tilde{r}(j - J), \tilde{r}(j - J + 1), ..., \tilde{r}(j - 1), \tilde{r}(j + 1), ..., \tilde{r}(j + J - 1), \tilde{r}(j + J)\} \tag{3.37}
\]

(note: that \( \tilde{r}(j) \) is not used).

1. Order the neighboring values (either ascending or descending), such that \( \{\tilde{r}(j - J(1)) > \tilde{r}(j - J(2)) > ... > \tilde{r}(j - J(2 \cdot T))\} \) for some ordering of \( J(i) \in [-J, -1], [1, J] \).

2. Remove the top and bottom Trim\% of the values.

3. \( \tilde{s}(j) \) is the mean of the remaining values.

The length \( J \) is user-selectable, however, a good choice is to set \( J = h \cdot N_{bin}/2 \), i.e., compute the trimmed mean on an interval equal to the width of a sub-density. Typical values for Trim are 5 – 25\% [72]. However, in practice the anomalous events may experience jitter and therefore can impact many neighboring values of \( j \). Thus a larger value is used, Trim = 40\%, and has shown to provide a robust smooth approximation.

### 3.3.4 Jumping Windows

In Section 3.3.2 the operation of the detection method was described as it is applied to a particular sub-density. To implement the detection system shown in Figure 3.4 it
is desirable that each sub-density be able to output detection decisions at some fixed interval, for example \( T_{\text{Fix}} \). The problem with this scenario, however, is that each sub-density requires a different amount of time to gather enough measurements, including anomalous events, in order to determine with confidence that indeed an anomaly is present. We denote the amount of time required to gather enough anomalous events the time-to-detection, \( T_D(j) \), where \( j \) indicates the sub-density. In Sections 4.3.1.1 and 4.4.1 we discuss how to determine \( T_D(j) \) in various anomaly detection examples.

To implement our system such that each sub-density outputs detection decisions at a fixed interval we propose to use jumping windows with varying length. To obtain the variable length we group measurements in time windows equal to the detection decision reporting interval \( T_{\text{Fix}} \). We call these time windows observation windows and denote them \( W(i) \). Then each sub-density, \( j \), uses a different number of observations windows, denoted \( \text{NumW}(j) \), to perform detection on, which is a function of the time-to-detection, \( T_D(j) \), in that sub-density and is given by:

\[
\text{NumW}(j) \geq \frac{T_D(j)}{T_{\text{Fix}}} \tag{3.38}
\]

The jumping window implementation is shown in Figure 3.6. For each observation window, \( W(i) \), an estimate of the renewal density is generated using the inter-arrival times computed from the measurements that arrive during this window. In other words only partial sum sequences, \( S_n(M(j)) \), are computed where \( M(j) \in W(i) \), the current observation window. Note that measurements from previous windows, i.e., \( M(j-n) \in W(i-1) \), are used in the computation of these inter-arrival times, however, the starting measurement must occur within the current observation window.
When the current observation window ends, signaling the system to output detection decisions, detection is performed in sub-density $j$ by taking the sum of renewal density estimates from the past $NumW(j)$ observation windows. For example, in Figure 3.6 renewal density estimates from the last four observation windows are summed to create the combined renewal density estimate that is used in the Pearson Chi-Square test.

When an observation window is no longer needed for detection the measurements and renewal density estimate are forgotten, and replaced by data from the next observation window.

### 3.3.5 System Parameter Selection

In this section methods for selecting some of the detection system parameters are discussed in a general context, and in Sections 4.3 and 4.4 system parameter selection will be discussed as it applies to specific detection problems. The detection system
parameters to be determined, which are shown in Figure 3.7, include: $Maxx$ - maximum inter-arrival time, $h$ - histogram bin width, $H$ - sub-density width, and $N_{sub}$ - number of sub-densities.

**Detection System**
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*Figure 3.7: Selecting Detection System Parameters*

### 3.3.5.1 Width of Sub-Density

As stated in Section 3.3.1, detection is performed independently in sub-densities. Selecting the proper width of the sub-density, $H$, is important because it affects detection performance. For example, if the width of the sub-density is selected too large then the impact of the periodic anomaly, which we assume occurs at or near $t = P$, on the Chi-Square score will be lessened. This occurs because the surrounding histogram bins do not contain the anomaly, and the Chi-Square score in histogram bins not containing the anomaly is approximately zero, as indicated by (3.25). In practice, however, the anomalous events are not exactly periodic due to jitter created...
by queuing in routers as the packets traverse the Internet. Because of jitter the peak
in the renewal density caused by the periodic events does not occur only at \( t = P \).
Instead the peak is spread over a range of inter-arrival times \( t = P \pm \Delta \), where \( \Delta \) is
determined by the amount of jitter encountered in the network. If the periodic events
are jittered we must select the width of the sub-density such that it captures as much
of the periodic events as possible.

Therefore, in a general context the optimal size for the width of the sub-density,
\( H \), should be as small as possible as long as it captures the majority of the anomaly
in a single sub-density. We define the width of the anomaly, \( H_A \), to be the range
of inter-arrival times that the anomaly impacts in the renewal density. The range
of inter-arrival times impacted depends on the type of anomaly being detected. For
example, in the jitter scenario discussed above \( H_A = 2 \cdot \Delta \) (estimating the value of \( \Delta \) is
discussed in Section 4.2.3), or for the so called shrew attack, discussed in Section 4.4,
\( H_A \) depends on the burst interval of the attack. In Sections 4.3 and 4.4 we discuss
methods to determine \( H_A \) for the detection examples considered.

In a practical scenario we recommend that the width \( H \) be selected to be two to
four times \( H_A \) because we cannot know that the anomaly is centered in a sub-density
and this added margin ensures the majority of the anomaly is captured.

### 3.3.5.2 Histogram Bins per Sub-Density and

#### Width of Histogram Bin

In addition to the parameters shown in Figure 3.7 one additional parameter, \( N_{bin} \),
which is the number of histogram bins per sub-density also must be determined. \( N_{bin} \)
is related to \( H \) and \( h \) by, \( H = h \cdot N_{bin} \). Since \( H \) has already be determined we are
left with selecting \( h \) or \( N_{bin} \). Which one of the two parameters is determined first is
a matter of practicality.
Theoretically it is easier to select $h$ using (3.22) or (3.23) to guarantee convergence of the histogram bins. However, in practice it is easier to select $H$ and $N_{bin}$ and let $h$ be determined. Selecting $H$ and $N_{bin}$ is easier due to the way the system is implemented. As described in Section 3.3.2, to reduce computational cost, the selection of a hypothesis, whether an anomaly is present or not, is done by comparing the value of the chi-square score computed, $\chi_i^2$, against the threshold, $\chi_D^2$. The value of the $\chi_D^2$ is determined by $P_{FA}$ and $N_{bin}$. There is no simple closed form expression for $\chi_D^2$ in terms of $P_{FA}$ and $N_{bin}$. Instead for the system implementation, values of $\chi_D^2$ are pre-computed for a selection of $P_{FA}$ and $N_{bin}$ combinations. Thus, because $\chi_D^2$ is precomputed it limits the possible values of $N_{bin}$, and because of this in a practical system we select the value of $N_{bin}$ and allow the value of $h$ to be determined.

To ensure that the value of $h$, determined by $h = H/N_{bin}$, meets the criteria for convergence given in Section 3.2.3.2, we pre-compute the value of $\chi_D^2$ with multiple values of $N_{bin}$ for each value of $P_{FA}$ we desire to use. Then when conducting an experiment, based on the characteristics of the Internet traffic we select the value of $N_{bin}$ such that $h$ meets the convergence criteria given by (3.23).

### 3.3.5.3 Maximum Inter-Arrival Time

Selecting the maximum inter-arrival time depends on the the maximum period of the anomalous events being detected. Clearly, $Maxx > P$, is required in order for detection to be possible. Since the value of $P$ is not know a priori the user can select $Maxx$ based on the period of anomaly they determine important. For example, from a system administrator perspective, on a network with a capacity of 10 Gbps a 1 Mbps periodic anomaly might not be a concern, however, on a 100 Mbps network a 1 Mbps anomaly is a major concern. Therefore, from a practical perspective selecting the value of $Maxx$ should be done by the system administrator based on what period
of anomaly is important to detect on their system. If we define, $PS_{Avg}$, to be the average packet size in the network (which can be easily determined using standard system administrator tools), then we can relate $P$ to the rate of the anomaly, $R$ Mbps by, $P = \frac{PS_{Avg} \cdot 10^6}{R}$. Finally, the system administrator can select $Maxx$ using either, $Maxx > P$ or $Maxx > \frac{PS_{Avg} \cdot 10^6}{R}$.

Selecting $Maxx$ using this criterion works for the general periodic anomaly detection scenario. However, assuming the detection system can maintain the computation and data storage burden it is desirable to select $Maxx \gg P$ to detect harmonics of the fundamental anomalous period. In particular, in Section 4.3.3, we show that in order to detect quasi-periodic anomalies, when the fundamental period is obscured due to a smart-adversary, detecting harmonics is a more reliable and potentially the only feasible method to detect the anomaly.

### 3.3.5.4 Maximum Inter-Arrival Order

The theoretical method to select the maximum inter-arrival order is to select $n$ such that $F_n(Maxx) < \phi$, where $F_n$ is the cdf of the $n$-th order inter-arrival time distribution and $\phi$ is a small value which indicates the probability of an $n$-th order inter-arrival occurring before $Maxx$ to be negligible.

In practice, determining the maximum inter-arrival order to be computed between measurements in order to estimate the renewal density can be done by assuming a Poisson process model for the Internet traffic measurements. Given the Poisson process model the first order inter-arrival times, $f_1(t)$, are exponentially distributed with mean inter-arrival time $\lambda$. Under the same assumption the distribution of the $n$-th order inter-arrival times, $f_n(t)$, given by (3.5) is the $n$-th order convolution of the first order inter-arrival distribution and follows an Erlang distribution with scale parameter $n \cdot \lambda$. 
To determine the value \( n \) such that \( F_n(Maxx) < \phi \) exactly requires that we compute the cdf of the Erlang distribution, which is impractical because it involves computing the factorial of \( n \). Instead of computing the exact cdf of the Erlang distribution we use the Normal approximation to the Gamma distribution that we used in Section 3.2.3.2, i.e., for large \( n \) the pdf of the Erlang (or Gamma) distribution (with scale parameter \( \lambda \)) is approximated by, \( f_n(t) \sim N(n \cdot \lambda, n \cdot \lambda^2) \). Using the Normal approximation the cdf can be expressed in terms of the error function, \( erf \), by the following well known expression [30]:

\[
F(x, \mu, \sigma^2) = \frac{1}{2} \left[ 1 + erf \left( \frac{x - \mu}{\sigma \sqrt{2}} \right) \right]
\]  

(3.39)

and inserting the values from our Normal approximation:

\[
F(Maxx, n \cdot \lambda, n \cdot \lambda^2) = \frac{1}{2} \left[ 1 + erf \left( \frac{Maxx - n \cdot \lambda}{\lambda \sqrt{2} \cdot n} \right) \right]
\]  

(3.40)

Next, we can express our constraint condition \( F_n(Maxx) < \phi \) using (3.40) as:

\[
erf \left( \frac{Maxx - n \cdot \lambda}{\lambda \sqrt{2} \cdot n} \right) < 2 \cdot \phi - 1
\]  

(3.41)

The user then selects a desired value for \( \phi \) and using a table that gives values for \( erf(\frac{\theta}{\sqrt{2}}) \), where in our scenario:

\[
\theta = \frac{Maxx - n \cdot \lambda}{\lambda \sqrt{n}}
\]  

(3.42)

the value of \( n \) can be determined. Tables of values for \( erf \) can commonly be found in probability references such as [30].

The selection of \( n \) is important because computing the inter-arrival times between
measurements, which is done up to order $n$, is the computational bottleneck in our detection method. Discussed in detail in Section 5.1.2, the computational cost of our detection system is on the order of $n^2$. Therefore, to minimize computational costs selecting $n$ as small as possible is desirable. If computational cost is not a concern, then less precise yet simpler methods to select $n$ can be used. For example, using the Erlang approximation used above, the average inter-arrival time at order $n$ is $n \cdot \lambda$. Selecting $n$ such that $n \cdot \lambda > k \cdot Maxx$, where $k$ is some integer multiple (e.g., $k = 5$ or $k = 10$), would be one simple method to select the value of $n$.

3.4 Conclusion

In this chapter the design of a low-rate periodic event detection system, IA$^2$D, was discussed. IA$^2$D uses an estimate of the renewal density, which it breaks down into segments called sub-densities that are processed individually yet by using jumping windows of varying length all sub-densities report detection decisions at a fixed user defined time interval, $T_{fix}$. In the following chapter, IA$^2$D will be used in two different detection scenarios. Detecting low-rate periodic events in Internet traffic, resembling a DoS attack, using IA$^2$D is the subject of Section 4.3, and in Section 4.4 the task of detecting Shrew attacks is attempted using IA$^2$D.
Chapter 4:

Detection Examples using IA²D

4.1 Introduction

In this chapter we consider detection of periodic events in aggregate collections of measurements. More specifically we consider detection of very low-rate periodic packet arrivals mixed with random background Internet traffic. These periodic packet arrivals potentially represent malicious behavior, e.g., denial-of-service (DoS) attack traffic [34, 36] or benign yet undesirable network behavior like under-performing or "bottleneck" links [9, 41, 77].

Bottleneck links, as shown in Figure 4.1, output packets back-to-back at their maximum rate, \( R_1 \). The time, say \( P \), between back-to-back packets is determined by the link rate and the packet size, \( L \), i.e., \( P = L/R_1 \) [48]. According to [71] the majority of packets flowing through the Internet have packet sizes of one of few dominate sizes. Therefore, in a bottleneck link with limited output rate \( R_1 \), the majority of packets are output back-to-back and the inter-arrival times between packets correspond to the \( P \) times associated with these common packet sizes. Further, even when the back-to-back packets flow into a network with a higher link speed, the time between the packets will remain equal to \( P \) even though the packets are no longer back-to-back.
Like bottleneck links, packets from a DoS attack can arrive at the target periodically spaced. There are two main scenarios where DoS attack traffic can manifest itself as periodically spaced traffic. The first scenario occurs due to limitations in the system generating the DoS attack. For example, the algorithm used in the attack outputs packets at a fixed period. Alternatively, the system used in the attack attempts to output packets as fast as possible, yet the host operating system or central processing unit limits the output rate causing the attack packets to be output periodically [35]. While DoS attacks may not typically be low-rate, consider the case of an individual stream of attack packets in a Distributed Denial-of-Service (DDoS) attack. For a DDoS attack the combination of multiple attack streams might be noticeable near the target, however, at other points in the network the individual streams are at a lower rate and are less obvious. It is the goal of our system to detect these low-rate periodic anomalies. The second DoS scenario that produces periodic anomalies is called low-Rate, TCP-targeted DoS attacks (so called shrew attacks) [46], a recent addition to the arsenal of DoS attacks. The goal of the shrew attack is not to overwhelm the target, but to interfere with the targets normal operation by disrupting TCP congestion avoidance algorithms. This interference negatively impacting the throughput of the target, and represents a potential loss of income in commercial systems.

In this chapter we apply the IA²D detection system that we designed in Chapter 3
in two different detection scenarios. The first scenario (Section 4.3) is to detect very low-rate periodically spaced packet arrivals that are merged with background Internet traffic. The second scenario considered (Section 4.4) is detecting a low-rate, TCP-targeted shrew attack.

These applications of our detection system provide good opportunities to showcase the use of a Poisson model of Internet traffic that we use to analyze the detection system and help in selecting actual measurement system parameters. Using the Poisson model we can derive theoretical values for the system parameters. Further, because the applications are disparate it shows the applicability of our system to a variety of detection scenarios. In particular in Sections 4.3.1 and 4.4.1 we analyze our detection system using a Poisson process for both detection scenarios in order to determine the time-to-detection, $T_D$. Recall from Section 3.3.4 that $T_D$ indicates the time required to gather enough measurements, anomalous events, to determine with confidence that indeed an anomaly is present. Thus, by computing $T_D$ we know the required observation window length that must be considered when performing detection.

While the system analysis using the Poisson process is helpful to determine $T_D$, in practice Internet traffic measurements do not follow a Poisson process. Therefore, in Sections 4.3.2 and 4.4.2 we consider methodologies to modify the system parameter settings determined using our Poisson process analysis in order to make IA2D perform reliably on real Internet traffic. Two modifications are used in particular. The first is the use of subsampling to make the Internet traffic measurements more like the Poisson process. Why subsampling works to make Internet traffic more like a Poisson process is described in Section 4.2.1. The second modification is to the value of $T_D$, where we recommend the use of what we call the “worst case scenario” value of $T_D$. The worst case value of $T_D$ accounts for the fact that while traversing the Internet the periodic traffic encounters delays at routers, which cause the inter-arrival times
between consecutive periodic packets to be jittered. The jitter of the periodic inter-
arrival times causes the peak in the renewal density near \( t = P \) to be smoothed.
Thus the difference \( \gamma_P \) in (3.32) is decreased, and a longer \( T_D \) is required in order to
achieve the \( \chi^2 \) score need for detection. Computation of the worst case values of \( T_D \)
are described in Sections 4.3.1 and 4.4.2.

Using these modifications we show in Sections 4.3.2 and 4.4.2 that we can reliably
detect the two different types of periodic traffic when merged with real Internet traffic.
The experiments conducted here are designed to verify that the system parameters
selected using the Poisson process analysis produce reliable results, in terms of \( P_{FA} \)
and \( P_{FN} \). In a practical system it is desirable to limit user interaction, e.g., checking
whether a positive detection is due to an actual anomaly or a false positive. Methods
to reduce user interaction, including post-processing of positive detection results and
reducing \( P_{FA} \) by increasing \( T_D \), are discussed in Section 4.5.

### 4.1.1 Related Work

A number of different techniques have previously been applied to the task of de-
tecting periodic packet arrivals in Internet traffic. Most methods use a time series
representation for the Internet traffic measurements, where the signal represents the
number of packet arrivals in uniform time intervals. Working with the time series
representation Katabi et al. used wavelets to detect traffic congestion due to bottlene-
ck links in the network [41]. Similarly, in [34] He used spectral based techniques to
detect bottleneck links using aggregate network traffic measurements. Both of these
methods successfully detected periodic traffic caused by bottleneck links, however,
the periods that were considered were much shorter than those we focus on in our
work, i.e., higher rate problems were studied. In order for these methods to be able
to detect the longer periods that we focus on, the length of the observation window upon which their time-frequency transform is performed would have to be increased. The increased window length is required because for longer periods the length of time needed to observe the same amount of periodic events, as for the shorter periods, increases. Computing the time-frequency transforms used in [41] and [34] on the increased window length significantly increases computational complexity. The benefit of our method over these methods is that the computation cost is determined by the maximum inter-arrival order $n$ used to estimate the renewal density, and therefore we can increase the observation window length without increasing computation cost.

The point process signal representation that we use has also been used to detect anomalies in Internet traffic. In [42], Katabi et al. analyzed the entropy of packet inter-arrival times in order to detect congestion at network links. In congested links the inter-arrival times take on only a few values (related to the packet sizes) and have a low entropy. Instead, in uncongested links the inter-arrival times are random and have a higher entropy. The congested link in this example is similar to a bottleneck link and the packets output from a congested link have inter-arrival times that are essentially periodic. The main difference between this method and ours is that this method only looks at first order inter-arrival timing information. Thus, this method cannot be used to detect low-rate periodic packet arrivals in aggregate traffic because, as we assumed, the periodic packet arrivals are rarely back-to-back. In another work, Ma and Hellerstein [49] used the point process signal representation to detect periodic packet arrivals in Internet traffic. This method is similar to ours in that it applies the Pearson Chi-Square test to the distribution of inter-arrival times. However, as in Katabi’s work, Ma and Hellerstein only consider the first order inter-arrival information. Again this method would not work for our task of detecting low-rate periodic packet arrivals because the periodic packets do not occur back-to-back in Internet
traffic. Further, this method uses an exponential distribution to model the first order inter-arrival times for comparison in the Pearson test, which as we will show in Section 4.2.1 is not a reliable model for real Internet traffic.

The detection method that is most similar to ours, in terms of application, is the bivariate Parametric Detection Mechanism (bPDM) [75]. bPDM was designed to detect constant rate anomalies even at very low rates, where constant rate means that there is a constant number of anomalous packets per unit time. bPDM is a model based method that uses a time series signal representation, and analyzes the incoming traffic measurements to determine whether or not the traffic is random or random plus a constant component. Constant rate includes periodic anomalies, therefore, this method works on a more general class of anomalies compared to IA²D. However, our method has the additional benefit that it can detect and distinguish between multiple periodic events that occur in the same set of measurements. Since bPDM is rate based it can detect the multi periodic events as a combined anomaly, however, it is unable to distinguish between the two periods. Being able to distinguish different periodic events is desirable because real Internet traffic does contain some inherent periodicities. For example, the round trip time to transmit packets between two computers is typically a fixed time (assuming the network is not highly congested). When two computers are in the middle of a session, e.g., streaming a video from a movie web site, packets being sent between the two computers can create a periodic stream, which clearly is not an anomaly. Therefore, it would be desirable to be able to determine whether a periodic stream is legitimate (not requiring mitigation), and still be able to detect additional, potentially malicious periodic traffic streams. This is possible with IA²D and not with bPDM.

Because bPDM is the only technique we have found in literature capable of detecting periodic events at the low-rates we consider, it is the only method we use for
comparison to our method (see Section 4.3).

4.2 Preliminaries

Before proceeding to the applications of the IA^2D detection system we present some preliminary analysis and parameter selection that is universal to all scenarios.

4.2.1 Renewal Process Assumption

Modeling Internet traffic as having independent arrivals or as a Poisson process is a debated point. For example, in [58] Paxson shows that a Poisson model for Internet traffic fails to capture the self-similarity of Internet traffic at very long time scales. However, we support the use of a renewal process model based on the result from Karagiannis [40], which states that “(p)acket arrivals appear Poisson at sub-second time scales,” assuming that measurements are recorded at systems seeing “a vast number of different multiplexed flows.” The low-rate detection task we consider in our work coincides with the observations in [40] because we examine aggregate traffic so our measurements represent a collection of multiplexed flows, and in most scenarios we consider sub-second time scales. For example, in Section 4.3 the periods we detect are on the order of milliseconds, and in Section 4.4 the periods are larger, in the range of .5 to 2 seconds. We note that even at longer time scales, or even when the renewal process model does not hold the techniques we use, i.e., estimating the renewal density, etc., are still valid. However, the analysis we perform using Poisson process tends to underestimate some of the system parameters that we use the analysis for. Therefore, we scale these estimates based on characteristics of the traffic in order for our detection system to achieve the desired $P_{FA}$ and $P_{FN}$ values.
Even if the Poisson process model is adopted there may be problems with “multiple-packet deterministic sequences”, created by back-to-back packets, which causes the packet inter-arrival distribution to deviate from an exponential distribution [40]. More specifically, the authors state that the inter-arrival distribution consists of two portions: “one that can contain back-to-back packets and the other for packets that are guaranteed to be separated by idle time.” In their analysis they found that the inter-arrival distribution deviated from the exponential distribution at short inter-arrival times because of the back-to-back packets. However, they found that this deviation was small in networks where the links were not heavily utilized.

For our work these “multiple-packet deterministic sequences” create false periodic peaks in the renewal density, and were a significant cause of false positives. To combat the deterministic sequences we use subsampling and back-to-back packet filtering to reduce the effect of these sequences, i.e., remove the periodic peaks they create in the renewal density.

4.2.2 Subsampling and Back-to-Back Packet Filtering

In this section we present two methods to reduce the effect of “multiple-packet deterministic sequences” and to make Internet measurements more like a Poisson process. The first method is related to the result from Rényi discussed in Section 3.2.1.1, which stated that the process obtained from thinning a general renewal process converges to a Poisson process as the thinning rate goes to $\infty$. Relating this idea to that of Karagiannis et al. (from the previous section), if we subsample (or thin) Internet traffic measurements we remove many of the back-to-back inter-arrival times leaving primarily inter-arrivals which are separated by an amount of idle time. Thus,
subsampled Internet measurements are actually more accurately modeled by a Poisson or renewal process. The second method more specifically addresses the problem of “multiple-packet deterministic sequences” by removing, or filtering back-to-back measurements. This method is quite a useful alternative to subsampling in scenarios when a low subsampling rate is desired because it can also produce “Poisson-like” measurements, but with lower subsampling rates. A lower subsampling rate is desirable because subsampling increases the time required to gather enough periodic events in order to detect the presence of an anomaly.

In order to show the effect of subsampling on Internet traffic measurements, in terms of making the measurements more like an ideal Poisson process, we performed the following experiment. We begin with typical Internet traffic, which has non-Poisson characteristics (as explained previously). These characteristics impact the renewal density that we estimate from the background traffic, and consequently impacts our detection reliability. By applying back-to-back packet filtering or subsampling we improve the fit of our measurements to a Poisson distribution, and improve the reliability of our detection system with the associated trade-off of a longer $T_D$.

Thus, in our experiment we randomly subsample, using our subsampling technique derived in Section 2.3, a typical Internet traffic measurement trace [1] at multiple rates, $\mu = \{1, 5, 10\}$. For each subsampled trace inter-arrival distributions, $\hat{f}_n(t)$, at orders $n = [1 : 500]$ are estimated using the method in Section 3.2.3. For each order $n$ the average inter-arrival time $\lambda_n$ is computed, and an Erlang distribution, $Erl(n, \lambda_n/n)$ is generated. Finally, the KL divergence is computed between the Erlang distribution and the estimated inter-arrival distribution at each order $n$ and for each subsampling rate $\mu$. Smaller values of the KL divergence indicate that the estimated distribution $\hat{f}_n(t)$ are more like the $Erl(n, \lambda_n/n)$ distribution, which is what a Poisson process would generate at order $n$. 
The values of the KL divergence are shown in Figure 4.2 and clearly show that as subsampling is increased inter-arrival time distributions estimated from the resulting measurements are indeed more like those of a Poisson process. This result coincides with the result of Rényi from thinning a renewal process and will become important in Section 4.3.2 when we attempt to use IA\textsuperscript{2}D on measurements obtained from a real Internet measurement system. In particular we see that the largest improvement (i.e., biggest differences in KL divergence compared to no subsampling) occur at large inter-arrival orders. This is beneficial for our detection problem because we try to detect low-rate events, which typically occur at higher inter-arrival orders. At low inter-arrival orders the presence of the “multiple packet deterministic sequences” still exists causing the KL divergence values at these orders to remain large compared to the value at higher inter-arrival orders.

Next, to show that by removing measurements corresponding to back-to-back packets it is possible to achieve ‘Poisson-like’ measurements with a lower subsampling rate we repeated the above experiment and for comparison show the KL divergence of measurements generated using a few subsampling rates, \( \mu = \{1, 1.2\} \). The value of 1.2 is selected because it equaled the equivalent subsampling rate of the back-to-back filtered measurements, for this experiment. Removing the back-to-back measurements requires knowledge of the packet size of the measured packets. Assuming this information is known, back-to-back packet filtering works as follows, here \( \text{PackSize}(k) \) is the size of the \( k \)th packet in bits, and \( \text{BitRate} \) is the bit rate of the incoming network link in bits per second \( \text{bps} \). Note, that the timestamp of the filtered measurement is the first measurement in the collection of back-to-back measurements. We make this choice because the first measurement is the only one which reflects the actual arrival time of a packet; the other timestamps are determined by the packet size.

The KL divergence results comparing back-to-back packet filtering to subsampling
are shown in Figure 4.3 (note that the maximum inter-arrival order is less in Figure 4.3 than in Figure 4.2). In this example we focus on the lower inter-arrival orders to show that by removing back-to-back packets there is a large improvement in KL divergence, especially at the lower inter-arrival order, between 5 – 20 in the figure. The difference in KL divergence between non-subsampled measurements and the back-to-back packet filtered ones correlates with the idea from Karagiannis et al. that multi-packet deterministic sequences cause deviations from a Poisson approximation in inter-arrival time distributions from Internet traffic measurements. For comparison, the KL divergence of measurements subsampled by the equivalent rate, 1.2, is also shown, and we see that the result due to back-to-back filtering is an improvement over standard subsampling. This indicates that by using back-to-back packet filtering
Algorithm 1 Back-to-Back Packet Filtering

Require: input: measurements $X(k) = M(k)$, 1, PackSize($k$)

loop
  $i = 0$
  while $M(k+(i+1)) \leq (M(k+i)+\text{PackSize}(k+i) \times \text{BitRate})$
    $i++$
  end while
  $Y(n) = \{M(k), i\};$
  $k = k + i + 1$
end loop
return measurements $Y(n)$

we can still obtain Poisson like measurements, yet because of the lower subsampling rate we do not have to sacrifice our time-to-detection as much as with standard subsampling. In particular we notice that the back-to-back packet filtering has a substantial gain over standard subsampling at lower inter-arrival orders indicating that it does a better job of removing the “multiple packet deterministic sequences”. Therefore, if we have access to the packet lengths that are required for back-to-back packet filtering this method is more practical than standard subsampling.

4.2.3 Packet Delay Variation

For periodic detection, although it is assumed that the attack packets are at one point periodic, the task is to detect them in aggregate traffic. This involves merging the periodic events with background Internet traffic, which does not preserve the exact periodic structure of the attack packets. The merging process is done by routers which are only able to output one packet at a time. Packets received while the router is busy outputting another packet are queued and serviced by the router at the earliest possible time. If an attack packet is queued while the router processes a background Internet packet the periodic spacing between that attack packet and the attack packets before and after it will be altered. Merging attack and background traffic creates
Figure 4.3: KL divergence results showing use of back-to-back packet filter to improve Internet measurements

variations in the periodic structure of the attack traffic, complicating the detection process. This variation is generally called packet delay variation, however, throughout this chapter we use the term jitter interchangeably. Methods to estimate the packet delay variation exist, see [22] for example, and we assume that when the periodic detection system is implemented a measure of the nominal packet delay variation is known or can be estimated. Assuming this quantity is known we can modify our detection system, by adjusting the time-to-detection $T_D$ in order to take into account such delays. One simple method to estimate the packet delay variation between a given source (SRC) and destination (DST) is based on the following process [22]:

1. SRC sends packet to DST with timestamp indicating when packet was sent
2. DST receives packet, records timestamp when packet was received, and computes packet delay (PD) by taking the difference between timestamps ($TS_{rec} - TS_{sent}$).

3. Repeat 1 and 2 to compute multiple PD values, and generate packet delay variation (PDV) statistics from the PD values.

In our model, assume that jitter will impact the periodic packets by delaying them by an amount of time that is uniformly distributed in the interval $[0, \text{AvgJitter}]$. Therefore the jitter causes the peak in the renewal density at $t = P$ to be spread out in a triangular distribution around the period, with maximum deviation of $\pm \text{AvgJitter}$.

### 4.3 Periodic Event Detection

Our first detection scenario is detecting periodic events, packet arrivals, in aggregate Internet traffic measurements. Figure 4.4 shows an example of this scenario, where we can see that the inter-arrival time between consecutive anomalous events is equal to $P$. However, because the background traffic is non-deterministic the number of background packets between pairs of consecutive periodic packets is random. Therefore the periodic inter-arrival times appear in the higher order inter-arrival distributions, i.e., the $f_n(t)$, at many different orders $n$. Further, we cannot simply search for periodic activity in one, or a few inter-arrival distributions, i.e., a specific $f_n(t)$, as the amount of periodic inter-arrivals in each would be small. However, with our renewal density based detection system it is possible to search within all inter-arrival distributions, $f_n(t)$ for all $n$, simultaneously. The presence of a periodic anomaly manifests itself in the renewal density, or the estimate, as peaks located at inter-arrival times corresponding to the period of the anomaly, $P$, and at harmonics of the fundamental
period as well, i.e., $k \cdot P$; something we will exploit in Section 4.3.3. Figure 4.5 shows an example renewal density estimate with peaks created by a periodic anomaly at multiples of one second.

We begin this section by continuing our analysis (from Section 3.3) of the system using Poisson processes, and from this analysis we derive an expression for the time-to-detection $T_D$. We compare the theoretic results against the bivariate Parametric Detection Mechanism (bPDM) [75], to show that our system is comparable to the
state of the art. Further, we show an additional benefit that our method can detect and distinguish multi-period attacks; something bPDM cannot do.

Then, starting in Section 4.3.2 we apply our system to measurements of real Internet traffic. Some modifications to the $T_D$ calculation are required to achieve the desired performance, however, following these adjustments our system is capable of reliably detecting very low rate periodic anomalies.

### 4.3.1 System Analysis with Poisson Process

In this section we continue our analysis of the detection system, from Section 3.3, using a Poisson process in to determine an explicit expression for the time-to-detection, $T_D$. Intuitively, $T_D$, can be thought of as the length of time required until enough evidence, i.e., anomalous events, is gathered to decide whether an anomaly is present for a given $P_{FA}$ and $P_{FN}$.

#### 4.3.1.1 Determining Time-to-Detection

In order to determine $T_D$ we use two of the parameters that were determined in Section 3.3.2. The first parameter we need is $\chi^2_D$ from (3.34), which is the chi-square score necessary to decide that $\tilde{r}_s(j)$ and $\tilde{s}_s(j)$ deviate sufficiently, statistically speaking, to indicate an anomaly. The second parameter is $i$ from (3.35), which is the shift parameter of the $\chi^2_{NC}$ distribution. Recall, that when $\tilde{r}_{s(i)}(j)$ and $\tilde{s}_{s(i)}(j)$ are from different distributions then the chi-square score follows a non-central chi-square distribution, i.e., $\chi^2_i \sim \chi^2_{NC}(N_{bins}, \beta_i)$.

Next, to determine $T_D$ we use the above parameters to compute $\beta_D$, which is the shift in the $\chi^2_{NC}$ distribution required to achieve a desired $P_{FN}$ as described in Section 3.3.2. The value of $\beta_D$ is given by,
\[
\beta_D = \min_{\beta_D} \left( P_{FN} > F \left( \chi_{NC}^2(N_{\text{bin}}, \beta_D), \chi_D^2 \right) \right) \tag{4.1}
\]

i.e., \( \beta_D \) is the minimum shift parameter such that the cdf of \( \chi_{NC}^2 \) with \( N_{\text{bin}} \) degrees of freedom, evaluated at \( \chi_D^2 \), is less than \( P_{FN} \).

To determine an explicit expression for \( T_D \) in terms of \( \beta_D \) requires an exact expression for the renewal density. For this we assume that the background traffic is Poisson, and that combining a Poisson process with periodic events does not significantly impact the statistics of the Poisson process, i.e., it remains a Poisson process, but with a new inter-arrival time parameter. This assumption is valid for low-rate periodic events, such that multiple Poisson events occur between periodic ones. For a Poisson process with mean inter-arrival time \( \lambda \) combined with periodic traffic of period \( P \), the new combined mean inter-arrival time \( \hat{\lambda} \) is:

\[
\hat{\lambda} = \frac{\lambda \cdot P}{\lambda + P} \tag{4.2}
\]

As mentioned in Section 3.2.2 for a Poisson process, with mean inter-arrival time \( \hat{\lambda} \) the renewal density is simply equal to \( r(t) = 1/\hat{\lambda} \). Similarly, for the same Poisson process the value of the renewal density estimate \( \tilde{r}(j) \), using histogram bins \( h \) seconds wide, is:

\[
\tilde{r}(j) = \frac{h}{\hat{\lambda}} \tag{4.3}
\]

For the Pearson’s Chi-Square test we need to estimate the number of observed inter-arrival times equal to \( t \), or more precisely the number of inter-arrivals that fall in the \( j \)th histogram bin, where the \( j \)th histogram bin includes all \( t \in \{j \cdot h, (j + 1) \cdot h\} \). This is computed by multiplying the probability of such an inter-arrival time
occurring, given by $\bar{r}(j)$, by the total number of observed inter-arrival times, which for $T$ seconds of measurements is:

$$E[\bar{r}(j)] = \frac{T}{\lambda} \cdot \frac{h}{\lambda} = \frac{T \cdot h}{\lambda^2} \quad (4.4)$$

Further, using method 1 (from Section 3.3.3.1) to derive the “smooth approximation” for an ideal renewal process (Section 3.3.3.1) we assume that $\bar{s}(j) = E[\bar{r}(j)]$, therefore, the value of $\bar{s}_{s(i)}(j)$ is constant and given by (4.4).

The value of $\gamma_j$ depends on the period of the anomalous traffic, which for this analysis is assumed known and equal to $P$. Assuming none of the periodic events are delayed or jittered when combined with the renewal process, then all of the inter-arrival times due to the periodic events are exactly equal to $P$. In this case the difference, $\gamma_j$ between the renewal density estimate and the smooth approximation is zero except in the histogram bin containing the period $P$, i.e.,

$$\gamma_j = \begin{cases} 
0 & \text{for } j \neq P \\
T/P & \text{for } j = P 
\end{cases} \quad (4.5)$$

Finally, combining the results, the value of $\beta_D$ using (3.35) is given by:

$$\beta_D \leq \sum \frac{\gamma_j^2}{\bar{s}_{s(i)}(j)} \leq \left(\frac{T}{P}\right)^2 \cdot \left(\frac{\lambda^2}{T \cdot h}\right). \quad (4.6)$$

Then we can solve for the value $T$ that satisfies the inequality:

$$T_D \geq \beta_D \cdot \left(\frac{P^2 \cdot h}{\lambda^2}\right), \quad (4.7)$$

where we replace $T$ with $T_D$ to indicate that it represents the time-to-detection for the sub-density containing the period $P$. From (4.7) we see that the time-to-detection
depends on the period of the anomaly $P$, the width of the histogram bin $h$, and is inversely proportional to the combined traffic rate $\lambda$. $h$ appears in this inequality because we assume that the inter-arrival time $P$ is exact and there is no jitter. In this case selecting $h$ to be very wide allows more background inter-arrivals, those that fall in the same range $t \in \{j \cdot h, (j + 1) \cdot h\}$ as $P$, to be in the same histogram bin as $P$. This increases the value of $s_{a(i)}(P)$ and reduces the value of $\beta_P = \frac{\gamma_P}{s_{a(i)}(P)}$. Thus, selecting a small value of $h$ is desirable.

Rather than assuming all of the inter-arrival times between periodic packets are exactly equal to $P$, a more reasonable expectation is that the periodic traffic does experience some packet delay variation or jitter. Jitter in the timing of periodic packet arrivals causes the the inter-arrival times between periodic packets in the renewal density to vary around the exact value of $P$. The effect of jitter was described in detail in Section 4.2.3, where we described methods to estimate the width of the anomaly, denoted $H_A$ based on the packet delay variation experienced as the anomaly traverses the Internet. A worst-case scenario would be that the jitter spreads the inter-arrival times, computed for the renewal density, generated from the periodic traffic uniformly across the entire width of the anomaly, $H_A$. In this case $\gamma$ would be $\gamma_j = T/(P \cdot H_A)$ for all $j \in [-H_A/2, H_A/2]$.

If we assume the worst case scenario then the time-to-detection increases:

$$\beta_D \leq \sum_{j=P-H_A/2}^{P+H_A/2} \frac{\gamma_j^2}{s_{a(i)}(j)} \quad (4.8)$$

where we can replace $\gamma_j$ by its value given the worst case scenario:

$$\beta_D \leq \sum_{j=P-H_A/2}^{P+H_A/2} \left( \frac{T}{H_A \cdot P} \right)^2 \cdot \left( \frac{\lambda^2}{T \cdot h} \right) \quad (4.9)$$
Again solving for the value of $T$ that satisfies this inequality (and renaming it $T_D$) we have:

$$T_D \geq \beta_D \cdot \left( H_A \cdot \frac{P^2 \cdot h}{\lambda^2} \right)$$  \hspace{1cm} (4.10)

Conveniently, the respective $T_D$’s in the best case and worst case scenarios are related by a factor corresponding to the anomaly width, $H_A$.

Finally, the derivations of $T_D$ given by (4.7) and (4.10) are determined for a specific period, $P$. In order to implement the detection system with the jumping window design described in Section 3.3.4 we need to determine a candidate time-to-detection for each sub-densities. Since the period of the actual anomalies is unknown \textit{a priori} we select the largest time value (i.e., maximum period) that falls in the given sub-density. We use this maximum period to compute the value of $T_D$ in a given sub-density. For instance, the maximum period of an anomaly in the first sub-density would be $P_1 = N_{bin} \cdot h$. Therefore, the base time-to-detection, $T_D(1)$, which is the time-to-detection in the first sub-density is found by substituting $P_1 = N_{bin} \cdot h$ into (4.7) or (4.10).

For the $i$th sub-density the period of the anomaly would be $P_i = i \cdot (N_{bin} \cdot h) = i \cdot P_1$. Substituting, $i \cdot P_1$ into either equation for time-to-detection it can be shown that $T_D(i) = i^2 \cdot T_D(1)$. Thus, the time-to-detection for the $i$th sub-density is $i^2$ times as long as the time-to-detection in the first sub-density.

\subsection{Time-to-Detection for Subsampled Data}

In the previous section the analysis assumed that subsampling was not applied to the measurement data. When subsampling is applied the expressions for the renewal density estimate, $\tilde{r}(j)$, and the smooth approximation, $\tilde{s}(j)$, must be modified to include the subsampling rate.
Combining the result from (3.24), giving the change in the renewal density due to thinning, with the expression in (4.3), the estimated renewal density for measurements from a Poisson process, when subsampling by a factor $\mu$ is:

$$\tilde{r}_\mu(j) = \frac{h}{\mu \cdot \lambda}$$

(4.11)

Similar to the case in (4.4), we need to find the number of observed inter-arrival times equal to $t$, or more precisely the number of inter-arrivals that fall in the $j$th histogram bin. This is computed by multiplying the probability of such an inter-arrival time occurring, given by $\tilde{r}_\mu(t)$, by the total number of observed inter-arrival times. The total number of observed inter-arrival times is affected by subsampling as well because after subsampling the Poisson process has modified scale parameter $\mu \cdot \lambda$. Thus, combining (4.11) with the subsampled Poisson process the expected value of the estimate of the renewal density from (4.4) is modified to:

$$E[\tilde{r}_\mu(j)] = \frac{T}{\mu \cdot \lambda} \cdot \frac{h}{\mu \cdot \lambda} = \frac{T \cdot h}{\mu^2 \cdot \lambda^2}$$

(4.12)

The value of $\gamma_P$ was determined in the previous section to be $\gamma_P = T/P$. Following subsampling the number of periodic events sampled affects the value of $\gamma_P$. The probability that consecutive periodic events, which create an inter-arrival time equal to $P$, are both sampled is equal to $1/\mu^2$ because each of the periodic packets is sampled with probability $1/\mu$. Therefore after subsampling we have $\gamma_P = T/(P \cdot \mu^2)$.

Using the same analysis as for the non-subsampled case we can determine the value of $T_D$ when subsampling is used to be:

$$\beta_D \leq \sum \frac{\gamma_i^2}{s_{s(i)}(m)} \leq \left(\frac{T}{P \cdot \mu^2}\right)^2 \cdot \left(\frac{\lambda^2 \cdot \mu^2}{T \cdot h}\right)$$

(4.13)
Therefore the time-to-detection $T_D$ is such that:

$$T_D \geq \beta_D \cdot \left( \frac{P^2 \cdot \mu^2 \cdot h}{\lambda^2} \right)$$  \hspace{1cm} (4.14)

Thus, we see that subsampling increases the time-to-detection by a factor of $\mu^2$.

Similarly, for the worst case scenario then the time-to-detection increases by a factor of $H_A \cdot \mu^2$:

$$\beta_D \leq \sum_{m=\frac{P-H_A}{2}}^{\frac{P+H_A}{2}} \frac{\gamma_m^2}{s_{s(i)}(m)}$$  \hspace{1cm} (4.15)

where we can replace $\gamma_j$ by its value given the worst case scenario:

$$\beta_D \leq \sum_{m=\frac{P-H_A}{2}}^{\frac{P+H_A}{2}} \left( \frac{T}{H_A \cdot P \cdot \mu^2} \right)^2 \cdot \left( \frac{\lambda^2 \cdot \mu^2}{T \cdot h} \right)$$  \hspace{1cm} (4.16)

So that the time-to-detection is:

$$T_D \geq \beta_D \cdot \left( \frac{H_A \cdot \mu^2 \cdot P^2 \cdot h}{\lambda^2} \right)$$  \hspace{1cm} (4.17)

### 4.3.1.3 Theoretical Comparison

Using the analysis conducted in Section 4.3.1 we compare the theoretical time-to-detection for IA^2D using (4.7) and the bPDM algorithm using the average sample number (ASN) calculation given in [75]. The bPDM algorithm uses two separate statistical tests on the Internet traffic. The first test is based on the incoming packet rate, while a second test, based on packet size entropy, is used to prevent false positives. The ASN for the bPDM algorithm indicates the average number of samples before a detection decision can be made, where a sample is data from one uniform sampling interval. Therefore, the ASN multiplied by the sampling interval gives the
average time-to-detection for the bPDM algorithm. While the ASN for the bPDM method can be computed for a more general class of Poisson processes, called the Generalized Poisson process [75], in this comparison we compute the ASN for the standard Poisson process. The ASN can only be calculated for the packet rate test, not the packet size entropy test. Thus, comparing our time-to-detection with the time-to-detection value for bPDM based on the ASN is fair since both both tests are based on packet timing, and by not using the packet size entropy test in the comparison neither method requires packet header information.

To compare the detection methods, multiple values of $\lambda = \{10, 13.3, 20, 40\}$ microseconds are selected, representing mean inter-arrival times for a Poisson process, as well as a range of periods, $P = \{200, 250, 333, 500, 1000, 1333, 2000\}$ in microseconds, to represent the periodic events. These inter-arrival times and anomaly periods are selected to simulate values commonly encountered in Internet traffic, and similar to those used in [75]. The probability of false alarm and probability of false negative are set to $P_{FA} = P_{FN} = 1\%$ for both methods. For our method we select $h = 1$ microsecond in order to match the time resolution for common Internet measurement systems, and select $N_{bin} = 50$. For the bPDM a uniform sampling interval of 1 millisecond is used, the value used in [75], except when this value produces less than one periodic event per sampling interval. In these cases, namely $P = \{1333, 2000\}$ microseconds the sampling interval is selected to be 1.5 and 2 milliseconds respectively. While this does bias the comparison in the favor of bPDM, since additional information is used in the selection of parameters, this modification is necessary otherwise the ASN calculation will not converge.

Figure 4.6 shows the theoretical time-to-detection curves for the two detection methods. Note that for $\lambda = \{10, 13.3\}$ and $P = \{1333, 2000\}$ the average sample number computation from [75] does not converge, so data points corresponding
Figure 4.6: Comparing Theoretical $T_D$ for IA$^2$D versus bPDM to these values are omitted for both methods. In all scenarios time-to-detection is smaller for our method than for bPDM. In particular, when the period of the anomaly is on the order of bPDM’s sampling interval, i.e., only one periodic event per sample, our method shows the largest gain over bPDM. Also, as mentioned previously, since bPDM required additional information about the anomaly being detected, our method has the advantage of still being able to detect the periodic anomaly when this additional information is unknown.

While IA$^2$D does show improvements over bPDM in time-to-detection, the main advantage of the method is it’s ability to distinguish multi-period anomalies, which will be discussed in Section 4.3.3.
4.3.1.4 Experiments with Poisson Process

To support the theoretical analysis of the previous section here we conduct experiments that show IA²D can detect multiple simultaneous periodic anomalies. For the experiments we generated random traffic with exponentially distributed inter-arrival times taking mean values of \( \lambda = \{10, 13.3, 20, 25\} \) \( \mu \)seconds. We combined the random traffic with two periodic streams, labeled \( P_1 \) and \( P_2 \), taking values \( P_1 = \{400, 800, 1333\} \) and \( P_2 = \{1000, 2000\} \) \( \mu \)seconds. To prevent overlap the periodic stream starting times were given a random offset and no timing jitter was introduced.

Table 4.1 shows the average \( P_{FA} \) and \( P_{FN} \) for some \( P_1, P_2 \) combinations. The average \( P_{FA}, P_{FN} \) values were computed, for each \( P_1, P_2 \) combination, by running individual experiments with each value of \( \lambda \) and averaging the resulting \( P_{FA}, P_{FN} \) values. \( P_{FA} \) indicates the probability that the detector decides an anomaly is present in any of the sub-densities not containing one of the two periodic inter-arrival times or their harmonics, i.e., \( k \cdot P_1, k \cdot P_2 \). \( P_{FN} \) is the probability that the detector decides no anomaly is present in a sub-density containing one of the periodic inter-arrival times or their harmonics. The detection decisions were made in each sub-density after waiting \( T_{D(i)} \) seconds, which was calculated using (4.7).

\( T_{D(i)} \) was designed for \( P_{FA} = P_{FN} = 1\% \), however, as shown in the table these exact values were not achieved. The cause for the deviation is primarily due to the variance in the histogram bin values, \( \tilde{r}_s(j) \). The parameters used in calculating \( T_{D(i)} \) are based on \( E[\tilde{r}_s(j)] \), however, the actual \( \tilde{r}_s(j) \) varies around the expected value, with variance \( Var[\tilde{r}_s(j)] \). \( Var[\tilde{r}_s(j)] \) impacts both \( P_{FN} \) by altering the value of \( \gamma \), used in (4.7) and \( P_{FA} \) by making the assumption \( \tilde{r}_s(j) = \bar{s}_s(j) \), which we assumed true for random traffic, false. The effect of \( Var[\tilde{r}_s(j)] \) is most prevalent when the
Table 4.1: \( P_{FA} \) and \( P_{FN} \) results averaged over values of \( \lambda = \{10, 13.3, 20, 25\} \) \( \mu \)seconds

<table>
<thead>
<tr>
<th>( P_1 ) (( \mu )Sec)</th>
<th>( P_2 ) (( \mu )Sec)</th>
<th>Avg ( P_{FA}(%) )</th>
<th>Avg ( P_{FN}(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1000</td>
<td>6.44</td>
<td>1.39</td>
</tr>
<tr>
<td>800</td>
<td>1000</td>
<td>1.29</td>
<td>0.75</td>
</tr>
<tr>
<td>1333</td>
<td>2000</td>
<td>0.82</td>
<td>0.98</td>
</tr>
</tbody>
</table>

The number of measurements per histogram bin is small, which occurs when \( T_D \) is short, e.g., in the lower subdensities or when the traffic rate is small. This is evident from the results, where \( P_{FN} \) for \( P_1 = 400 \) is larger than the other cases because \( T_D \) is shorter for \( P_1 = 400 \). To combat the effect of \( Var[\tilde{r}_s(j)] \) it is possible to increase \( T_D \), which would decrease \( P_{FN} \), as indicated by the results in Table 4.1, where the experiments with \( P_1 \) equal to 800 and 1333 have lower \( Avg \ P_{FN} \) than when \( P_1 = 400 \). Another possible way to mitigate the effect of \( Var[\tilde{r}_s(j)] \) would be to change the width of the histogram bin \( h \). Based on the expressions in (3.19) and (3.20) the variance in a histogram bin is inversely proportional to the width of the histogram bin, therefore, increasing the width \( h \) would decrease the variance in \( \tilde{r}_s(j) \).

Finally, the very large value of \( P_{FA} \) for the experiments with \( P_1 = 400 \) and \( P_2 = 1000 \) is due to 400 and 1000 having similar harmonics, e.g., 800 and 1200 are harmonics of 400 and when combined with \( P_2 = 1000 \) the two periodic traffic streams produce inter-arrival times around 200 (depending on the initial alignment of the streams). Thus, the increase in \( P_{FA} \) is actually due to the periodic traffic, yet because the additional inter-arrival times are not harmonics of \( P_1 \) or \( P_2 \) the detections are counted as false positives. After removing the false positives created by the interaction of the two periodic traffic streams the \( P_{FA} \) values for the first experiment were more in-line with expectations, i.e., \( P_{FA} = 1.1\% \).
4.3.2 Detection with Real Internet Traffic

In this section periodic event detection is examined using real Internet traffic. We use the results from the ideal Poisson analysis, $T_D$ from (4.7), as a starting point in selecting the parameters of our system, and propose methods to modify the parameters in order to achieve reliable detection performance for the real Internet traffic case.

We begin by applying IA²D in a detection simulation using real Internet traffic as the background traffic, with which we merge synthetic periodically-spaced traffic using the Stream Merger application [39]. Synthetic periodic traffic is used so that we can control the ratio of background to periodic traffic, and to have control over the amount of jitter in the periodic inter-arrival times. The background Internet traffic measurements we use in our simulations were collected at the LANDER Los Nettos trace collection system [20], and achieve an average data rate of around 300 Mbps and mean packet inter-arrival time of 13.18 $\mu$seconds. The periodic rates we use were $P = \{1.214, 1.735\}$ milliseconds. To simulate packet delay variation we add jitter to the periodic packet timestamps ranging uniformly over the interval of $[0,12.5]$ $\mu$seconds for $P = 1.735$ milliseconds and jitter of $[0,25]$ for $P = 1.214$. The jitter range only takes positive values because it simulates the packet being queued in a router, therefore, the packet is only delayed and never advanced. The additional systems parameter values are determined based on the methodology described in Section 3.3.5 and the selected values are: $H = 50$ $\mu$seconds, $h = 1$ $\mu$seconds, $Maxx = 2.5$ milliseconds giving $N_{sub} = 50$. Note that the value of $H$ is based on 2 to 4 times the width of the anomaly $H_A$. As described in Section 3.3.5.1, for the periodic event detection we assume the width is equal to the packet delay variation.

The resulting $P_{FA}$ and $P_{FN}$ values obtained using $T_D$ from the ideal Poisson
analysis in (4.7) are shown in Table 4.2. Based on these results we can determine

<table>
<thead>
<tr>
<th>Subsampling Rate</th>
<th>Period mSec</th>
<th>$T_D(P)$ Sec</th>
<th>$P_{FA}(%)$</th>
<th>$P_{FN}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.214</td>
<td>.565</td>
<td>6.54</td>
<td>85.61</td>
</tr>
<tr>
<td>1</td>
<td>1.735</td>
<td>1.151</td>
<td>6.41</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Table 4.2: $P_{FA}$ and $P_{FN}$ using $T_D$ based on ideal calculations

that using $T_D$ based on the ideal calculation will not work, primarily because of the presence of jitter in the periodic events. In particular, we note that jitter largely impacts the value of $P_{FN}$ considering the large increase in false negatives when the jitter was increased for the $P = 1.214$ trial. To fix this problem we propose using the $T_D$ calculation based on the worst case scenario described in Section 4.3.1. The worst case scenario calculation, given by Equation (4.10), is based on a uniform distribution of the periodic inter-arrival times, yet, according to the discussion in Section 4.2.3, the periodic inter-arrival times more closely follow a triangular distribution. However, we still propose using $T_D$ based on (4.10) and consider it to be over dimensioning the system, i.e., we sacrifice detection time for detection accuracy. Using the proposed modification produces the results shown in Table 4.3.

<table>
<thead>
<tr>
<th>Subsampling Rate</th>
<th>Period mSec</th>
<th>$T_D(P)$ Sec</th>
<th>$P_{FA}(%)$</th>
<th>$P_{FN}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.214</td>
<td>28.25</td>
<td>10.29</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1.735</td>
<td>28.75</td>
<td>9.16</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.3: $P_{FA}$ and $P_{FN}$ using $T_D$ based on worst case scenario

Therefore, by increasing $T_D$ according to the worst case scenario we can reliably detect periodic anomalies, however, the value of $P_{FA}$ is still too high for the system to be implemented in practice. The false positives in the detection system are created because as mentioned in Section 4.2.1 Internet traffic is not an ideal Poisson process so that the presence of “multi-level deterministic sequences” increases $P_{FA}$. To reduce the number of false positives we propose the use of back-to-back packet filtering as
described in Section 4.2.2. Filtering out the back-to-back measurements in our experimental data sets produces the equivalent subsampling rate of approximately 1.2. Using this value as our subsampling rate we determine $T_D$ based on the worst case scenario calculation for subsampled data, given by Equation (4.17). Note that the equivalent subsampling rate due to back-to-back packet filtering is data dependent. Therefore, when back-to-back packet filtering is used in practice the equivalent subsampling rate will have to be computed from the measurements, i.e., taking a time average of the number of packets per measurement $C(k)$. The equivalent subsampling rate can then be used for $\mu$ in (4.17). Using the new $T_D$ and applying IA$^2$D to the filtered measurements the system achieves the results shown in Table 4.4.

<table>
<thead>
<tr>
<th>Subsampling Rate</th>
<th>Period mSec</th>
<th>$T_D(P)$ Sec</th>
<th>$P_{FA}(%)$</th>
<th>$P_{FN}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B2B</td>
<td>1.214</td>
<td>40.68</td>
<td>1.33</td>
<td>0</td>
</tr>
<tr>
<td>1.2(*)</td>
<td>1.214</td>
<td>40.68</td>
<td>6.35</td>
<td>0</td>
</tr>
<tr>
<td>6(*)</td>
<td>1.214</td>
<td>1017</td>
<td>1.13</td>
<td>0</td>
</tr>
<tr>
<td>B2B</td>
<td>1.735</td>
<td>41.4</td>
<td>1.38</td>
<td>0</td>
</tr>
<tr>
<td>1.2(*)</td>
<td>1.735</td>
<td>41.4</td>
<td>6.29</td>
<td>0</td>
</tr>
<tr>
<td>6(*)</td>
<td>1.735</td>
<td>1035</td>
<td>1.16</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.4: $P_{FA}$ and $P_{FN}$ using back-to-back (B2B) packet filtering and worst case $T_D$

For comparison we include in Table 4.4 the results using standard subsampling, with the (*) at the same rate achieved by the back-to-back filtering. While standard subsampling does improve $P_{FA}$ compared to no subsampling, the performance of back-to-back packet filtering is significantly better and nearly in line with the design goal of $P_{FA} = 1\%$. Finally, we also include the result based on subsampling by a factor of 6, which shows that if one desires even better performance than that achieved by back-to-back packet filtering, it is possible to achieve it via subsampling, however, this comes at a cost of a significant increase in $T_D$.

Finally, similar to the results shown for a Poisson process we now show some results
of applying IA²D to real Internet traffic combined with multiple periodic events. For this simulation we selected two period combinations, \( P_1 = 800 \), \( P_2 = 1333 \) \( \mu \text{seconds} \) and \( P_1 = 1333 \), \( P_2 = 2000 \) \( \mu \text{seconds} \), which are identical to the two of the values used in Section 4.3.1.4. \( T_D \) was selected using the worst case scenario value in (4.17) and we show results for subsampling rates \( \mu = \{1, 1.2\} \) and back-to-back packet filtering. The results for multi-period detection are shown in Table 4.5. Note that the value of \( P_{FN} \) is computed at both the fundamental periods, \( P_1 \) and \( P_2 \), and any of their harmonics. Also, the value of \( P_{FA} \) is determined from any subdensity not containing a harmonic of one of the periodic components. As discussed in Section 4.3.1.4 when multiple periodic events exist they create additional periodicities related to the sum and difference of their periods. Because of this the values of \( P_{FA} \) are marginally higher than was the case in the single periodic event case. As was done in Section 4.3.1.4 when we remove the false positives that are due to the interaction of the two periodic traffic streams the value of \( P_{FA} \) decreases to similar values as were achieved in the single periodic stream experiment, i.e., approximately 1.3 (Table 4.4).

### 4.3.3 Quasi-Periodic Anomaly Detection

In the previous section we considered anomalies which were generated at a fixed period \( P \). Here we consider a slight variation that could potentially occur if the attack was
launched by a smart adversary, i.e., someone who knew the operation of the detection mechanism.

We define a quasi-periodic anomaly as one that has a base period, $P$, yet the actual events occur at random multiples of this period, i.e., the time difference between consecutive events in the attack is $\alpha \cdot P$ for some randomly generated value $\alpha$. For simplicity we only consider the case where $\alpha$ is geometrically distributed with mean value $1/q$. We consider this case because from the attackers viewpoint it is easy to implement, yet because the geometric distribution creates a uniform distribution of inter-arrival measurements in the renewal density (as described with respect to our subsampling optimization method in Section 2.3) this type of quasi-periodic structure is the most difficult for our method to detect. $\alpha \sim Geo(q)$ is obtained if every $P$ seconds the attacker decides to output an attack packet with probability $q$ or decides to not output an attack packet with probability $1 - q$. Given this scenario the probability of having an inter-arrival equal to $P$ is only $q$, which clearly will create problems in our system since this was not considered in the selection of $T_D$. However, given that our system performs detection on sub-densities we can instead detect a harmonic, or a series of harmonics of the base period without having to redesign the selection of $T_D$.

The analysis presented here works for any value $P$ and any value of $q$. In other words the attack could select a very short $P$ and make $q$ very small, or the attack could choose both $P$ and $q$ to be large. Both of these choices would produce a similar average attack packet rate, yet the structure of the attack would be different. However, using the methodology presented in the following analysis works for any value for $P$ and $q$.

In order to show that our system can detect quasi-periodic attacks using harmonics without having to redesign the selection of $T_D$ we present the following analysis. First,
consider the value of \( \gamma \) at harmonics of \( P \). For the non-random periodic attack case, let \( N(t) \) be the number of inter-arrivals, in \( t \) seconds equal to \( P \) due to the periodic attack. The value of \( \gamma \) (3.32) at \( P \), which we defined in Section 3.3.2 as the component of the renewal density estimate due to the anomaly, is given by \( N(t) \). For the \( m \)th harmonic of \( P \) the number of inter-arrivals equal to \( m \cdot P \) is equal to \( N(t) - m \) or approximately \( N(t) \) if \( N(t) \) is large. Therefore, the value of \( \gamma \) at harmonics of \( P \) is approximately equal to \( \gamma \) at \( P \) itself, i.e., \( \gamma_{mP} \approx \gamma_P \). Because the value of \( \gamma \) remains the same at harmonics of the base period the time-to-detection should be the same in the sub-density containing the base period \( P \) as it is for the sub-density containing a harmonic. However, the actual time-to-detection, calculated using (4.7) or (4.10), for the sub-density containing the harmonic is equal to \( T_D(mP) = m^2 \cdot T_D(P) \), i.e., the \( T_D \) at the \( m \)th harmonic is \( m^2 \) times \( T_D \) at the base period. In other words, the value of \( T_D \) at a the \( m \)th harmonic is \( m^2 \) times what it actually needs to be, i.e., it is over-dimensioned.

Next we consider the case of the quasi-periodic attack. If \( N(t) \) is as defined above, and if \( \alpha \) is geometrically distributed, then the probability of an inter-arrival equal to \( P \) is equal to \( q \). Therefore, the number of inter-arrivals, in the renewal density, equal to \( P \) in the quasi-periodic case is \( q \cdot N(t) \). Given this the value of \( \gamma_P \) when the probability of an inter-arrival equal to \( P \) is equal to \( q \) is equal to \( \gamma_P(q) \approx q \cdot \gamma_P \). This decrease in \( \gamma \) requires a corresponding increase in \( T_D \) equal to \( T_D(P_q) = T_D(P)/q^2 \). In other words, the decrease in \( \gamma \) would require that we over-dimension by a factor of \( 1/q^2 \), if the value of \( q \) was known a priori (which it is not).

In order to determine the probability of having an inter-arrival equal to a specific harmonic, i.e., \( m \cdot P \) we can reuse the inter-arrivals retained function \( I(n) \), given in (2.4) (Section 2.3.2) that was used to determine the inter-arrivals retained at a specific order based on the method of interrupt coalescence used. We can use \( I(n) \) because
essentially what the attacker is doing by randomly selecting a multiplier $\alpha$ for the base period is subsampling the periodic events, so the calculation using $I(n)$ is the same for both cases. Similar to the result in Section 2.3.2 by using a geometric distribution for $\alpha$, the inter-arrivals retained function is constant for all $n$ and equal to $q$. Thus, the number of inter-arrivals equal to any harmonic of $P$ will be $q \cdot N(t)$. Finally, as was the case for the base period the value of $\gamma$ at the $m$th harmonic is approximately equal to $\gamma_{nP}(q) \approx \gamma_{P}(q) \approx q \cdot \gamma_{P}$. Similarly, the corresponding increase in $T_{D}$ is $T_{D}(nP_{q}) = T_{D}(nP)/q^{2}$ However, as was shown previously the value of $T_{D}(nP)$ is actually over dimensioned by a factor of $m^{2}$ automatically for harmonics of the base period. Thus, at the $m = 1/q$th harmonic, the necessary increase in $T_{D}$ due to the quasi-periodic behavior of the anomaly is offset by the automatic over dimensioning due to the harmonics of the base period. Note that $1/q$ represents the subsampling rate generated by selecting $\alpha \sim Geo(q)$, i.e., $1/q = E[\alpha]$. This result indicates that if an attacker generates a periodic attack using randomly selected multiples of the base period, i.e. $\alpha \cdot P$, where $\alpha \sim Geo(q)$, then we can detect the anomaly using in the $m = E[\alpha]$th harmonic without modification to the existing $T_{D}$ calculations. In other words, the over-dimensioning of $T_{D}$ at the harmonics of $P$ correspond to the necessary increase in $T_{D}$ because of the quasi-periodicity of the attack. Further, this over-dimensioning is done automatically because of how the detection system operates and does not require any knowledge about the structure of the quasi-periodic attack.

While we only considered here the case where $\alpha \sim Geo(q)$ the result that we can detect a quasi-periodic anomaly using one, or a series of its harmonics without modification to the $T_{D}$ value applies to more general distributions of $\alpha$. This results holds for a more general distribution of $\alpha$ because the inter-arrivals retained function, $I(n)$, converges to the reciprocal of the the subsampling rate, i.e., $1/E[\alpha]$, as $n$ gets large for most distributions of $\alpha$. A suitable condition on the distribution of $\alpha$ is
that all values in the support of \( \alpha \) have a non-negligible probability mass, i.e., \( p(\alpha) > 0 \) \( \forall \alpha \in [0, \psi] \) for some value \( \psi \). This condition is suitable because \( I(n) \) for large \( n \) is the sum of many terms, where each term is the product of multiple probability mass weights, i.e., each term is \( p(\alpha_1) \cdot p(\alpha_2) \cdots p(\alpha_j) \). Even if the \( p(\alpha_j) \) are given different weights, as they are for different distributions of \( \alpha \), when the product of many \( p(\alpha_j) \)s is taken, as is the case for large \( n \), the result is similar. However, this condition does not hold when some of the \( p(\alpha_j) \) are zero because the product of multiple terms would then be zero, thus our condition that \( p(\alpha) > 0 \) over some support is suitable. Therefore, each term in the sum for \( I(n) \) is similar regardless of the distribution of \( \alpha \), and the sum of these similar terms gives a similar value for \( I(n) \) regardless of the distribution of \( \alpha \). The convergence of the \( I(n) \) regardless of distribution of \( \alpha \) can be seen in Figure 2.11, where as \( n \) increases the KL divergence for the different subsampling methods converges. The value of the KL divergence converges because the inter-arrivals retained for each subsampling method converges as \( n \) increases. Further, we note that it was observed that the value of \( I(n) \) begins to converge quickly for \( n > \psi \), i.e., for \( n \) larger than the support of \( \alpha \). Therefore, we can use the result obtained in this section, that we can detect quasi-periodic anomalies using the \( m \)th harmonic of the base period \( P \) without modification of \( T_D \), for a general distribution of \( \alpha \) assuming that \( m > \psi \). The condition \( m > \psi \) will be to strong for most distributions of \( \alpha \), however, it gives a general sufficient condition.

To verify this result we conducted an experiment by generating a quasi-periodic anomaly with base period \( P = 1.333 \) milliseconds, and using the value of \( q = .33 \) indicating that we should be able to detect the anomaly in the 3rd harmonic using the standard calculation of \( T_D \). The results of the experiment at various subsampling rates are shown in Table 4.6. Notice from the results how the value of \( P_{FN} \) is initially very high at the base period, and continually decreases until the third harmonic where
the attack is detected with near perfect accuracy.

One important thing to note about this experiment is that because we have to perform detection looking for harmonics of the base period we had to select \( Maxx \) to be larger as well. This led to increased \( P_{FA} \) because at larger inter-arrival times the deviation of the Internet traffic from the Poisson process becomes more apparent. We can compensate for this deviation however, by increasing the rate of subsampling, and combining subsampling with using back-to-back packet filtering. The best result was obtained using back-to-back packet filtering combined with additional subsampling such that the combined subsampling rate was 3. From the table we see that this combination produces a reasonable \( P_{FA} \) of around 1.4\% with \( P_{FN} < 1\% \).

Thus, we have shown that our IA\(^2\)D detection system can be used even when the attacker uses counter measures to prevent their attack from being detected.

### 4.4 TCP-Targeted Anomaly Detection

The second detection application we propose to use IA\(^2\)D for is to detect low-rate TCP-targeted DoS, or shrew attacks for short. A shrew attack is very different from the periodic anomaly case, in that it consists of periodically spaced bursts of packets. The spacing of packets inside a burst is entirely random. Therefore, our system aims at detecting the periodic characteristic of the bursts and not the packets themselves.
Figure 4.7 shows an example of how a shrew attack operates. The figure shows the instantaneous packet rate measured on the link where the attack is being detected. The large, and short-lived, increase in the packet rate is the signature of the shrew attack. The shrew attack has three parameters: \( R \) is the packet rate of the attack when it is active, \( T_{\text{on}} \) is the duration of the attack burst, and \( T_{\text{int}} \) is the interval between packet bursts. We do not assume that the attack packets within a burst are periodic, instead we assume that the packets are uniformly distributed within the burst. Within the renewal density estimate, using the above assumptions, the shrew attack manifests itself as triangular shaped distributions with width \( 2 \cdot T_{\text{on}} \) located around multiples of \( T_{\text{int}} \) as shown in Figure 4.8. Note that the triangular distribution of the shrew attack inter-arrival times is due to the uniform distribution of the packets.
within a burst. For a different distribution of the packets the distribution of the inter-arrival times will be different as well. Different distributions of inter-arrival times in the renewal density can potentially increase the time-to-detection from the values we compute using our ideal analysis. However, by over-dimensioning the value of $T_D$ using a “worst-case scenario”, as was done for the periodic event detection, our method should be able to detect anomalies with a variety of inter-arrival distributions. Note that the examples in Figures 4.7 and 4.8 were generated using ideal randomly generated measurements. In real traffic the peaks in the renewal density estimate are not as clearly defined.

We begin, in Section 4.4.1, with an analysis of the system using a Poisson process to model the Internet traffic. This is combined with periodic bursts of higher rate
uniformly distributed traffic to model the shrew attack. As before we use this analysis to derive an expression for the time-to-detection $T_D$, which in the case of a shrew attack depends on the attack parameters, $R$, $T_{on}$. In practice we cannot assume that these parameters will be known a priori, however, the user implementing the system can determine, based on the capabilities of their network what would be minimal values of $R$ and $T_{on}$ which would disrupt their network operation. These values could then be used to determine base parameters for the system, which would automatically detect attacks with higher $R$ or longer $T_{on}$ as well.

The structure of the shrew attack is quite different from the periodic events detected in Section 4.3, and presents some unique challenges when we attempt to perform detection using real Internet traffic. These challenges, which include the longer time scale between periodic events, i.e., bursts, are discussed in Section 4.4.2 along with some techniques to ameliorate these problems.

### 4.4.1 Ideal Analysis

In this section we present an analysis of detection based on using a Poisson process to model the Internet traffic. This analysis leads to ideal and worst case expressions for the time-to-detection which in the case of a shrew attack depends on the parameters of the attack, i.e., $T_D(R, T_{on}, T_{int})$.

Much of the analysis is the same as that of Section 4.3.1, so we will refer to many of equations derived there. However, unlike the periodic event detection scenario where we were able to use the smooth approximation for renewal process (Section 3.3.3.1), here we must rely on the smooth approximation technique for non-renewal processes (Section 3.3.3.2), i.e., the trimmed mean filtering approach. We must use the trimmed mean method because due to the structure of the shrew attack we cannot guarantee
that the first order inter-arrival distribution, $\tilde{f}_1(j)$ will be anomaly free, in fact during the high-rate bursts back-to-back attack packets are common. Also, because the shrew attack appears in the renewal density as a triangular distribution, this requires that we increase the width of trimmed mean filter. Previously the width of the filter, $2 \cdot J$, was selected to be equal to width of the sub-density, $h \cdot N_{bin}$, yet the width of the sub-density is selected to be 2 to 4 times the width of the anomaly $H_A$. Keeping the width of the trimmed mean filter to be 2 to 4 times the width of the anomaly often times does not completely remove the presence of the shrew attack from the smooth approximation. Therefore, we recommend selecting the width of the filter to be $2 \cdot h \cdot N_{bin}$ to sufficiently remove the presence of the shrew attack from the smooth approximation. As mentioned in Section 3.3.5.1 the width of the anomaly for the shrew attack depends on the value of $T_{On}$, and because we do not know the actual value of $T_{On}$ we select $H_A$ to be equal to the maximum value of $T_{On}$ that was shown in [10,46] to be the used in practical TCP-targeted DoS attacks which was 100 milliseconds.

The following ideal analysis assumes that we are able to remove the triangular peak in the renewal density due to the anomaly using the trimmed mean filtering approach. In our work we use the trimmed mean filtering method to generate the smooth approximation primarily because that is what was used for periodic event detection. Other methods could be used that are better suited to remove the presence of the triangular peak in the renewal density.

Consider detection in subdensity $i$, the value of the smooth approximation at index $m$ in the subdensity, $\tilde{s}_{s(i)}(m)$, is given by Equation (4.4) where in this case $\lambda$
represents the average inter-arrival time of the combined traffic (Internet traffic plus shrew traffic). The value of $\hat{\lambda}$ is given by:

$$\hat{\lambda} = \lambda + \frac{T_{\text{Int}}}{R \cdot T_{On}}$$

(4.18)

Next we determine the value of $\gamma(m)$, which represents the difference between the renewal density estimate, $\tilde{r}_{s(i)}(m)$, and the smooth approximation, $\tilde{s}_{s(i)}(m)$, for histogram bins where the presence of the attack occurs. Since the shrew attack manifests itself differently in the renewal density estimate, as shown in Figure 4.8, determining $\gamma_m$ is not as straight-forward as it was for the periodic event case. Since $\gamma_m$ is the difference between the smooth approximation and the renewal density estimate its value is equal to the value of the triangular distribution shown in the figure, and determining the value of $\gamma_m$ is done as follows. The number of packets per burst in a shrew attack is given by, $R \cdot T_{On}/\mu$, where $\mu$ is the subsampling factor ($\mu = 1$ if subsampling is not used). The total number of inter-arrival times generated by a pair of packet bursts is approximately, $(R \cdot T_{On}/\mu)^2$. The number of bursts per second is given by $T/T_{\text{Int}}$, and combining with the number of inter-arrivals per burst gives the number of inter-arrivals per second due to the attack:

$$\frac{T \cdot (R \cdot T_{On})^2}{\mu^2 \cdot T_{\text{Int}}}$$

(4.19)

This total number of inter-arrival times is spread across the triangle distribution in the renewal density estimate, centered at multiples of $T_{\text{Int}}$, as depicted in Figure 4.8. The width of the triangle distribution depends on the width of the histogram bins,
and is equal to $2 \cdot \frac{T_{On}}{h}$. The maximum value of the triangle distribution, which occurs at the inter-arrival time equal to $T_{Int}$, is given by:

$$\gamma_{T_{int}}(T) = \frac{T \cdot h \cdot (R \cdot T_{On})^2}{\mu^2 \cdot T_{Int} \cdot T_{On}}$$  \hspace{1cm} (4.20)

The value of $\gamma$ at index $T_{int} \pm k$ where $k \in [-T_{On}, T_{On}]$ is given by the following expression:

$$\gamma_{T_{int}+k}(T) = \left(1 - \frac{|k|}{T_{On}}\right) \frac{T \cdot h \cdot (R \cdot T_{On})^2}{\mu^2 \cdot T_{Int} \cdot T_{On}}$$  \hspace{1cm} (4.21)

From (4.7) we can determine the time-to-detection for the subdensity containing $T_{Int}$ by,

$$\beta_D \leq \sum_{k=-T_{On}}^{-T_{On}} \frac{\gamma_{T_{int}+k}(T)^2}{\hat{s}_{s(i)}(T_{Int} + k)}$$  \hspace{1cm} (4.22)

substituting the values of $\gamma$ from (4.20) and (4.21):

$$\beta_D \leq \frac{T \cdot h \cdot \hat{\lambda}^2 \cdot R^4 \cdot T_{On}^3}{\mu^2 \cdot T_{Int}^2} \cdot \sum_{k=-T_{On}}^{-T_{On}} \left(1 - \frac{|k|}{T_{On}}\right)^2$$  \hspace{1cm} (4.23)

Replacing $T$ with the time-to-detection $T_D$ and solving for $T_D$:

$$T_D \geq T_{Int}^2 \cdot \frac{\mu^2 \cdot \beta_D}{h \cdot \hat{\lambda}^2 \cdot R^4 \cdot T_{On}^3 \cdot \sum_{k=-T_{On}}^{-T_{On}} \left(1 - \frac{|k|}{T_{On}}\right)^2}$$  \hspace{1cm} (4.24)

Similar to the periodic event detection analysis when subsampling is applied $T_D$ increases by a factor of $\mu^2$.

The implementation the jumping window mechanism in IA²D using $T_D$ from (4.24) is done in the same way as was done for the periodic event detection system except
that in (4.24) $T_{Int}$ replaces $P$. $T_D(1)$, the time-to-detection in the first subdensity, is determined from (4.24) by using $T_{Int}(1) = N_{bin} \cdot h$. As before time-to-detection in the $i$th subdensity is related to $T_D(1)$ by $T_D(i) = i^2 \cdot T_D(1)$, which makes determining jumping window lengths for the implementation of IA²D convenient.

4.4.2 Actual Traffic

Using IA²D to detect low-rate TCP-targeted DoS attacks in practice has many more complications that were encountered for the periodic event detection. The first issue is that the values of $R$ and $T_{On}$ are not known \textit{a priori}. As mentioned in Section 3.3.5.1 we select the width of the subdensities based on the maximum value of $T_{On}$ that is commonly encountered in real life shrew attacks, which is equal to 100 milliseconds according to [10,46]. Then the value of $R$ can be determined by the user based on the minimum attack rate per burst that would compromise their network, where attack rate per burst is given by $R \cdot T_{On}$. By using the minimum value of attack rate per burst, and the minimum value of the burst interval the system is over dimensioned and therefore will detect attacks at higher rates as well.

In the following experiments instead of using the minimal attack rate we use the actual values of $R$ and $T_{On}$, which are known because we generate the shrew attacks. This is done such that we can test the expression derived for time-to-detection in (4.24). For this experiment we use background traffic from the Abilene-III Internet trace dataset from the WAND research group at the University of Waikato [1], which was also used in simulations by another TCP-targeted DoS attack detection system in [10]. The average traffic rate for this dataset was approximately 82,000 packets per second. For our simulations we generated two shrew attacks with the following parameters:
1. $R = 31250$, $T_{on} = 50$ milliseconds and $T_{int} = .95$ seconds

2. $R = 31250$, $T_{on} = 30$ milliseconds and $T_{int} = 1.9$ seconds

These values we selected to be similar to the values used in [10]. Just as was done when generating traces for the periodic event simulation the real Internet traffic was merged with the simulated shrew attacks using the Stream Merger application [39].

The additional systems parameter values are determined based on the methodology described in Section 3.3.5. As mentioned previously the width of the anomaly $H_A$ is selected to be 100 milliseconds, and the subdensity width was selected to be twice this value, i.e., $H = .2$ seconds. We used $N_{bin} = \{50, 25, 10\}$ corresponding to values of $h = \{4, 8, 20\}$ milliseconds respectively. The different choices for $N_{bin}/h$ did not show a significant difference, therefore, the results from each are averaged together in the tables below. We use a trimmed mean filter with a width of $2 \cdot H = .4$ seconds in order to remove the majority of the triangular distribution.

In our simulations we apply subsampling to the datasets for two reasons. The first reason is practical, in that for detecting shrew attacks the order of the inter-arrivals computed to estimate the renewal density is larger than for periodic event detection. For periodic event detection the maximum inter-arrival time $Maxx$ was on the order of milliseconds, however, to detect shrew attacks requires $Maxx > T_{int}$, which means $Maxx$ must be of the order of seconds for our simulations. With 82,000 packets per second, on average, this requires computing inter-arrivals of order at least 300,000 (twice the value of $1.9 \cdot 82,000$), which is approximately 1000 times larger than the inter-arrival order required for periodic event detection. The second reason, discussed in Section 4.2.1, is that as the inter-arrival order and times increase the deviation of the Internet traffic from the Poisson process assumption become exaggerated and higher subsampling rates are required to minimize this deviation. The subsampling
rates applied in the following simulations were \( \mu = \{10, 25, 50, 100\} \).

The first set of simulations run on the trace datasets used the value of \( T_D \) determined by (4.24) and the values of \( P_{FA} \) and \( P_{FN} \) for the varying subsampling rates are shown in Table 4.7

<table>
<thead>
<tr>
<th>Subsampling Rate</th>
<th>( T_{on} ) mSec</th>
<th>( T_{int} ) Sec</th>
<th>( T_D(T_{int}) ) Sec</th>
<th>( P_{FA}(%) )</th>
<th>( P_{FN}(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>50</td>
<td>.95</td>
<td>57.65</td>
<td>3.89</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>.95</td>
<td>25.36</td>
<td>4.98</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>.95</td>
<td>9.91</td>
<td>7.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>.95</td>
<td>2.43</td>
<td>8.23</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>1.9</td>
<td>86.17</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>30</td>
<td>1.9</td>
<td>31.51</td>
<td>5.68</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>1.9</td>
<td>11.18</td>
<td>8.47</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>1.9</td>
<td>2.80</td>
<td>9.32</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: \( P_{FA} \) and \( P_{FN} \) using \( T_D \) based on ideal calculation

Two things are evident from this experiment. First the value of \( T_D \) based on the ideal calculation is insufficient to produce reliable detection results, and second higher subsampling rates are required to maintain values of \( P_{FA} \) for a usable system.

In order to reduce the value of \( P_{FN} \) we propose the following modification to the calculation of \( T_D \): remove the triangle distribution assumption and instead use just the maximum value of \( \gamma \) which occurs when \( k = 0 \) or at \( T_{int} \) in (4.21). Using this assumption and including the subsampling rate parameter \( \mu \) the new value of \( T_D \) is given by:

\[
T_D \geq T_{int}^2 \cdot \frac{\mu^2 \cdot \beta_D}{h \cdot \lambda^2 \cdot R^4 \cdot T_{on}^2}
\]  

(4.25)

Using \( T_D \) determined by (4.25), the previous simulations were repeated and the results are shown in Table 4.8. From these results we see that the increased time-to-detection is sufficient to provide reliable detection while only increasing \( P_{FA} \) negligibly. Note that we do not show the results for subsampling rates 10 and 25 as they generate large values of \( P_{FA} \), which makes these rates unusable in a practical


<table>
<thead>
<tr>
<th>Subsampling Rate</th>
<th>$T_{On}$ mSec</th>
<th>$T_{Int}$ Sec</th>
<th>$T_D(T_{Int})$ Sec</th>
<th>$P_{FA}(%)$</th>
<th>$P_{FN}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>.95</td>
<td>18.15</td>
<td>10.25</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>.95</td>
<td>72.60</td>
<td>2.97</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>1.9</td>
<td>255.20</td>
<td>10.43</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>1.9</td>
<td>1020.80</td>
<td>3.18</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.8: $P_{FA}$ and $P_{FN}$ using $T_D$ based on the modified calculation

detection system. If it is necessary to use the lower subsampling rates, for faster time-to-detection, a two-stage detection method could be implemented. IA$^2$D could be used as the first stage, and then a second stage to filter the detection results could be used to reduce false positives. The filtering could be done based on properties of the anomaly, i.e., the triangular distribution shown in Figure 4.8, which is unique to the anomaly and would likely not appear due to Internet traffic. The triangular distribution of the shrew attack means that the difference $\tilde{r}(j) - \tilde{s}(j)$ is mainly a positive value in histogram bins containing the shrew attack. In other histogram bins the same difference, due to Internet traffic alone, would range both positive and negative. A potential filtering technique would be to examine the sub-densities where an anomaly was detected and determine if the detection was due to differences, $\tilde{r}(j) - \tilde{s}(j)$, that were mainly positive, indicating a shrew attack, or differences that were randomly distributed positive and negative, indicating a false alarm.

Therefore, by modifying the ideal $T_D$ calculation and using the over dimensioned value determined in (4.25) our detection system is capable of reliably detecting shrew attacks when large subsampling rates are selected. While the larger subsampling rate significantly increases $T_D$ its use is necessary to reduce $P_{FA}$, as shown in the results, as well as beneficial because it reduces computation time and storage cost for the measurements recorded for detection. Thus we have shown that IA$^2$D can potentially be used in the detection of another kind of periodic anomaly commonly found in Internet traffic.
4.4.3 Comparison to Related Work

Most methods to detect shrew attacks require separating Internet traffic into flows, which are collections of packets with identical source/destination IP addresses; for example, representing a connection between a client and server in single TCP session. One method using flow separation, described in [10,11], filters out shrew attacks using a sequential hypothesis test that decides if a flow is a shrew attack by examining the spectral characteristics, which are different for shrew and standard TCP flows. Results reported in [10] indicate detection rates for shrew attacks of 99.7%, while falsely reporting regular flows as attacks < 3% of the time. Therefore, our results for shrew detection are comparable to those of [10]. However, our detection has some advantages. The clear advantage is that our method can detect shrew attacks, in aggregate traffic, with the same accuracy as the method in [10], which requires flow separation. This ability to work with aggregate traffic comes at a cost of increased time-to-detection. As shown in the previous section due to the high rate of subsampling required in practice the time-to-detection of our system for shrew attacks is longer than it was for periodic event detection. The authors of [10], however, do not report the performance of their system in terms of time-to-detection, nor do any of the other works on shrew detection, therefore we cannot speculate on how our time-to-detection relates to that of comparable systems.

The other advantage our method has is that by working with aggregate traffic we can perform detection even when IP addresses are encrypted or spoofed, which makes flow separation inaccurate or impossible, impacting the performance of the detection method from [10]. In fact, the authors in [10] acknowledge that source IP address are often spoofed in attack packets, yet declare that this is not a problem for their system; this is a questionable assertion if the attack uses smart adversary techniques.
such as random generation of source IP addresses.

4.5 Practical System Implementation

The experiments conducted in this chapter were designed and performed to verify that our analysis, with modification for real Internet traffic, could be used to calculate the time-to-detection for desired values of $P_{FA}$ and $P_{FN}$. In a practical system implementation, however, the most crucial factor is the probability of false alarm since an alarm being asserted requires user intervention to verify that indeed an anomaly is present. A false alarm rate of 1% is too high if the system is outputting detection decisions from many sub-densities, e.g., 100, on the order of once per second, i.e., one false alarm per second.

Being that our system is designed to detect very low-rate anomalies, it is more realistic that the user would be willing to sacrifice time-to-detection in order to lower the probability of a false alarm. In other words, detecting a very low-rate anomaly in seconds is not as crucial as detecting it in minutes, while having the user only have to check on a false alarm once per 30 minutes rather than once per 30 seconds is much more important.

We can lower the false positive rate in a number of different ways. The first way to lower the false positive rate is to simply set the value of $P_{FA}$ to be very low, e.g., $P_{FA} = 0.001\%$. Changing $P_{FA}$ affects the value of the threshold $\chi^2_D$ (see (3.34)) which impacts the value of $\beta_D$ (see (4.1)) and finally increases the time-to-detection, $T_D$. In Figure 4.9 we show the percentage increase in $\beta_D$ plotted for $P_{FA} = \{0.01, 0.005, 0.001, 0.0005, 0.0001\}$ on a logarithmic scale. The values of $\beta_D$ are normalized by the value of $\beta_D$ when $P_{FA} = 0.01$, and then multiplied by 100 to express them as percentages. We use $\beta_D$ when $P_{FA} = 0.01$ as the baseline value since
this is the value we used for the experiments in this chapter. Since $T_D$ is directly proportional to the value of $\beta_D$ (for instance in (4.7) or (4.24)) the increase in $\beta_D$ also indicates the increase in $T_D$.

In Figure 4.9, we also plot the $\beta_D$ curves for multiple values of $N_{bin}$. When the value of $N_{bin}$ is increased the percent change in $\beta_D$ due to lowering $P_{FA}$ is actually lessened. Note that the actual value of $\beta_D$ is larger for larger $N_{bin}$, but the percent increase from the baseline $\beta_D$ in each trial is lower. Therefore, even when large values of $N_{bin}$ are used the percentage increase in $\beta_D$ (and subsequently $T_D$) are small.

We see from Figure 4.9 that lowering the false positive rate does not produce a significant increase in the time to detection. For example, lowering $P_{FA}$ from 0.01 to 0.001, a factor of 10, only corresponds to an increase in $T_D$ of around 160% or 1.6 times. Using the result in Table 4.4, where $T_D$ was around 40 seconds when using back-to-back packet filter, the new $T_D$ for $P_{FA} = 0.001$ would only be around 65 seconds.

To verify the results shown in Figure 4.9 we ran the same experiment from Section 4.3.2 using back-to-back packet filtering and $T_D$ based on the worst case scenario, however, we changed the desired $P_{FA}$ from 0.01 to 0.0001. This increased the $T_D$ value (from Table 4.4) from approximately 41 seconds to 76.67 seconds, an increase of 187%. After running the simulation for both periodic anomalies considered in Section 4.3.2 the average $P_{FA}$ obtained was 0.0007, which is higher than our desired value.

To look at the cause of this result we consulted the data, and discovered that multiple false positives in a particular sub-density typically occurred in consecutive detection decision intervals. In other words, the same sub-density was reporting a false positive multiple times in a row. This discovery makes intuitive sense given that detection is performed using a jumping window. Therefore, if there is some spurious inter-arrival data that causes the false positive it will actually appear in
all detection decisions until the jumping window has shifted beyond the spurious data. By removing the multiple false positive values from our detection results, and considering only the initial detection of a false positive in each sub-density the value of $P_{FA}$ dropped below 0.0001 to approximately 0.00008. Removing the multiple false positive values is not something that was considered in the previous experiments, in Sections 4.3.2 and 4.4.2.
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**Figure 4.9:** Change in $\beta_D$ as $P_{FA}$ decreases

Lowering the false positive rate by modifying the value of $\chi^2_{D}$, as done above, can work well when the initial $T_D$ is low. However, as we saw in the shrew attack scenario the values of $T_D$ were quite large due to high subsampling rates, and longer periods being detected. When $T_D$ is already large increasing it further to reduce the false positive rate is not a useful option. For example, from Table 4.8 one of the values of $T_D$ was 1020 seconds, multiplying this value by 1.6 to lower $P_{FA}$ from 0.01 to 0.001 (as done above) would increase $T_D$ to 1632 seconds, an increase of 10.5 minutes.
An alternative to increasing $T_D$ to reduce the probability of false alarm is to use post processing on the detection decisions to reduce the number of false positives and the subsequent user interaction. For example, when we are detecting periodic anomalies, harmonics of the anomalies should also be detected. Sub-densities that produce a false positive are unlikely to have a harmonic multiple that also produces a false positive. Therefore, by checking that a sub-density and its harmonic both detect the anomaly we can potentially reduce false positives without any user interaction.

Another possible method for post processing is to use some known characteristics of the anomaly, specifically how the anomaly manifests in the renewal density. As shown in Figures 4.5 and 4.8 both of the anomalies produce peaks in the renewal density. Therefore, a potential post processing technique would be to examine the values in sub-densities where an anomaly was detected. If detection was triggered by values in the renewal density estimate that were greater than the smooth approximation, then this is likely due to an anomaly. However, if the differences between the renewal density estimate and smooth approximation are both positive and negative this is more likely a false positive caused by Internet traffic alone.

Therefore, by using a combination of altering system settings ($\chi_D^2$ and $T_D$) and post processing on detection decisions it is possible to reduce the amount of false positives generated by our system, which makes our system require less user interaction to check the accuracy of our detection decisions.

4.6 Conclusion

In this chapter we examined three different applications of the IA$^2$D detection system. The first was detecting periodic events mixed with Internet traffic measurements. In this application we used renewal theory to present a thorough analysis of the detection
system leading to an expression for the time-to-detection of a periodic event with period $P$. We then showed that the time-to-detection of our system was comparable to the state of the art bPDM system using theoretic analysis, and further showed that our system was capable of something bPDM was not, distinguishing between multiple period events. Finally, we applied IA$^2$D to real Internet traffic in a different scenario, and showed that, with some modification to the time-to-detection to account for the difference between a Poisson process and real Internet traffic, our system was able to reliably detect various periodic anomalies.

The second application we considered was detecting low-rate TCP-targeted DoS attacks, or shrew attacks. This type of attack was quite different from the periodic events we detected in the first application. In particular the period of a shrew attack is much longer than those we considered for the periodic event detection, however, since the shrew attack is designed to send bursts of packets at these periodic intervals we were still successful in detecting them in a reasonable amount of time. Another difference was that the longer inter-burst period presented a different challenge for estimating the renewal density used in detection. Namely, much higher downsampling rates were required to prevent false positives, this being a consequence of the Internet traffic not being an ideal Poisson process which was exaggerated at the longer inter-arrival times.
Chapter 5: 

Multi-level IA²D System

In this chapter we consider a different system architecture for our IA²D detection system that we call the multi-level detection system. In this implementation, multi-level describes how detection is applied to the same Internet traffic measurements repeatedly, however, using different subsampling rates at each application. The purpose of the first level is to quickly determine if the Internet traffic measurements “likely” contain an anomaly. We use the term likely because at the first level the focus is on quickly processing the data, therefore, high subsampling rates are used and we use a lower threshold, \( \chi^2_D \), which generates more false positives results. If the measurements at the first level were determined to likely contain an anomaly then detection proceeds to the second level. At the second level we use a lower subsampling rate, and after reapplying IA²D to the same measurements we are able to increase the confidence that indeed the measurements contain an anomaly and the result at the first level was not a false positive. By lowering the subsampling rate at the second level reprocessing the same measurements takes more processing time, however, the goal of the multi-level system is that by quickly performing analysis at the first level and only reprocessing at the second level infrequently the overall processing requirement is lowered.
Therefore, in this chapter we begin with a description of the multi-level detection system and discuss some potential applications in Section 5.1. Then starting in Section 5.2 we present a detailed case study of one particular application of the multi-level detection system, which we call the distributed forensic detection system. The distributed forensic detection system is motivated by the fact that much success has been achieved in detecting Distributed Denial-of-Service (DDoS) attacks at the target where multiple attack streams converge, however, methods attempting to trace the individual attack streams back toward their source have thus far been unsuccessful. In order to trace individual attack streams it is necessary to obtain measurements at multiple locations in the network, therefore, we propose a distributed measurement system. The distributed measurement system uses subsampling to reduce the storage cost to store measurements of the incoming packet stream. We combine the distributed measurement system with the multi-level version of our IA D detection system, which allows the data from the multiple measurement locations to be processed quickly at the first level, and only measurements from locations deemed to contain an attack will be reprocessed at the second level. Therefore, using our multi-level implementation we can increase the efficiency of having to process data from multiple recording nodes that is required to trace the individual DDoS attack streams back towards their source.

5.1 Multi-level Detection Approach

A diagram of the multi-level detection system is shown in Figure 5.1. Rather than discuss how the multi-level system operates on a single stream of input measurements, we present the system operation on the more general case, shown in Figure 5.1, where there are multiple recording nodes and that recording and processing occur in two
separate locations. We analyze this implementation because it is the one we use in Section 5.2 to implement our distributed forensic detection system. Conveniently, analyzing the multi-level system in this configuration is actually quite general. For example, assume that instead of having multiple recording nodes our system only has a single recording node. With this assumption we can think of the data from each recording node in Figure 5.1 as representing a different recording period from our single recording node, e.g., recording node \( i \) records data from hour \( i \) in a 24 hour period. We do not assume that anomalies will be constant during an entire 24 hour period, so the anomalies will not appear in the data from all the recording nodes (during a single 24 hour period, that is, we do not assume that anomalies occur only a certain times of day). This scenario is similar to our forensic detection system where we assume that anomalies will not be present in all recording nodes at once. Therefore, all the analysis that we conduct in this section, while it is derived for multiple recording nodes, can be interpreted for a single recording node. Also, note that recording and processing can be done in the same machine. In this case no data transmission between recording and processing nodes is needed, and the analysis of the reduction in data transmission cost considered below would not apply.

We also assume throughout this section that the length of the data being processed at each level of the multi-level system is the same. As was shown in Section 4.3.1.1, normally when we increase the subsampling rate we also increase the time-to-detection, i.e., the length of data being processed. In the multi-level scenario, however, we increase subsampling to speed processing, and if we increased the length of the data being processed all the gains achieved by subsampling would be lost. Therefore, we fix the length of data being processed, which consequently lowers our confidence in detection at the first level of detection. This lower confidence in detection generates more false positives at the first level, however, we use the second level
of detection to increase our confidence in detection and remove the false positives that passed the first level of detection.

Detection in the multi-level system proceeds as follows. We assume that the recording nodes record incoming packets measurements using some base subsampling rate, \( \frac{1}{r} \) in Figure 5.1. Then for the first level additional subsampling is applied. Increasing the subsampling rate, given that the signal was originally subsampled using the method derived in Section 2.3, i.e., random subsampling, can be accomplished by applying the same subsampling procedure to the measurements already recorded. For example, if the incoming packets are initially subsampled by using the probability profile \( l \sim Geo(r) \) to generate the measurements \( X[k] \), which have a subsampling rate equal to \( 1/r \). Then a new set of measurements, \( \hat{X}[m] \) is obtained by subsampling the measurements \( X[k] \) using a new pmf, \( \hat{l} \sim Geo(q) \), with corresponding subsampling rate \( 1/q \). The overall subsampling rate, from the input traffic to the measurements
\( \hat{X}[m] \), is the product of the two subsampling rates, i.e., \( \frac{1}{q r} \).

The measurements, \( \hat{X}[m] \), are transmitted to the processing node (assuming recording and processing is done separately) and then processed by the detection system. After detection is performed the output is what we term the “confidence in detection”, which is given by the Pearson statistic, \( p \), described in Section 3.3.2. The Pearson statistic is related to the probability of false alarm by the relation, 
\[ p = 1 - P_{FA}. \]
In other words if one accepts the alternative hypothesis, that an anomaly is present, based on a particular value of \( p \) then the probability of a false positive is \( 1 - p \). Note that we actually have a vector of Pearson statistics, one for each sub-density. After processing, the vector of Pearson statistics is sent back from the processing node to the recording nodes. If, for the data in recording node \( i \), the value of \( p \) in any sub-density exceeds some threshold \( T h \), then that recording node retransmits the data back to the processing node at a lower subsampling rate \( \mu = \frac{1}{r} \), and the data is reprocessed at the second level to increase the confidence that an anomaly is present.

With the multi-level implementation savings can be achieved in the two areas: (i) data transmission, and (ii) data processing. In the following sections we analyze the potential savings in these areas.

### 5.1.1 Data Transmission

The first savings is in the cost to transmit the data from the recording node to the processing node, assuming that processing is not done locally. Assume that each recording node records measurements with the base subsampling rate, \( \frac{1}{r} \), and this results in blocks of data to be processed that are \( Y \) gigabytes (GB) each. A block of data represents some fixed length of time \( T \), so for each length of time \( T \) each
measurement node transmits its block of data. If, as shown in Figure 5.1, we have $M$ recording nodes then the cost to transmit the data, for one length of time $T$, is $M \cdot \Upsilon$ without additional subsampling, and $q \cdot M \cdot \Upsilon$ with additional subsampling, i.e., for level one of the multi-level implementation. The total cost to transmit the data from the recording nodes to the processing node for both levels of detection, during one length of time $T$, depends on the number of nodes that require additional processing, $N_{tot}$, where $N_{tot}$ is the combination of nodes that contain an anomaly, $N_{anom}$ and those that are due to false positives at the first level:

$$N_{tot} = N_{anom} + (M - N_{anom}) \cdot P_{FA} \quad (5.1)$$

and the total transmission cost, $\Upsilon_{tot}$, for both stages is then given by:

$$\Upsilon_{tot} = q \cdot M \cdot \Upsilon + N_{tot} \cdot \Upsilon \quad (5.2)$$

To analyze the potential savings in data transmission we first consider the scenario when none of the recording nodes have anomalies, i.e., $N_{anom} = 0$. In this scenario the value of $\Upsilon_{tot}$ completely depends on the value of $P_{FA}$ caused by processing data at the first level with a high subsampling rate. With $N_{anom} = 0$ the value of $\Upsilon_{tot}$ becomes:

$$\Upsilon_{tot} = q \cdot M \cdot \Upsilon + M \cdot P_{FA} \cdot \Upsilon = M \cdot \Upsilon (q + P_{FA}) \quad (5.3)$$

Therefore, in this scenario, we achieve a savings in transmission cost as long as $\Upsilon_{tot} < M \cdot \Upsilon$ which occurs when $P_{FA} + q < 1$ or $1 - q > P_{FA}$.

The converse scenario, where all nodes contain an anomaly in the same block of time $T$, i.e., $N_{anom} = M$, actually increases the data transmission cost because in this case $\Upsilon_{tot} = (q+1) \cdot M \cdot \Upsilon$. However we assume this scenario is unlikely, and instead we
can determine the maximum value of \( N_{anom} \) for which we still achieve transmission savings. Rearranging the terms in (5.2) we get the expression:

\[
\Upsilon_{tot} = q \cdot M \cdot \Upsilon + (N_{anom} + (M - N_{anom}) \cdot P_{FA}) \cdot \Upsilon \\
\Upsilon_{tot} = \Upsilon \cdot [M \cdot (q + P_{FA}) + N_{anom} \cdot (1 - P_{FA})] 
\] (5.4)

We achieve transmission gains as long as the term in brackets is less than \( M \), which after some manipulation we can express as:

\[
M > M \cdot (q + P_{FA}) + N_{anom} \cdot (1 - (q + P_{FA}) + q) \\
N_{anom} < M \left( \frac{1 - (q + P_{FA})}{1 - P_{FA}} \right) 
\] (5.5)

Thus, for a given detection scenario we know the values of \( q \) and \( P_{FA} \), and can determine the maximum value of \( N_{anom} \), i.e., the maximum number of recording nodes per length of time \( T \) that can contain an anomaly, where we still achieve savings in the cost to transmit the data.

### 5.1.2 Data Processing

The second area where we can make potential savings by using the multi-level implementation is in terms of data processing. Algorithmically the bottleneck in our detection algorithm is computing the inter-arrival times for the renewal density estimate, so this is where we will measure the data processing load. For each measurement, inter-arrival times between measurements must be computed until either the maximum inter-arrival time, \( Maxx \), or the maximum inter-arrival order, \( n \), has been reached. When we subsample by a factor \( \mu \) this reduces the total number of
measurements by the same factor $\mu$. Further, the number of of inter-arrival times that must be computed before we reach either the maximum inter-arrival time or the maximum inter-arrival order is reduced again by a factor of $\mu$. Overall, subsampling leads to an order of $\mu^2$ reduction in the number of inter-arrival computations and thus roughly the same reduction in overall processing costs.

Following a similar derivation as was done for the data transmission cost, we assume that the number of processing operations required to process the measurements, for one block of time $T$, with the base subsampling rate, $\frac{1}{r}$, is equal to $\xi$ operations (OPS). Therefore to process the data from the $M$ recording nodes the processing cost is $M \cdot \xi$ OPS without additional subsampling, and $q^2 \cdot M \cdot \xi$ OPS with additional subsampling, i.e., for level one of the multi-level implementation. The total cost of processing the data from the recording nodes for both levels depends on the number of nodes that require additional processing, $N_{tot}$, which was given in (5.1). The total computation cost, $\xi_{tot}$, is then given by:

$$\xi_{tot} = q^2 \cdot M \cdot \xi + N_{tot} \cdot \xi$$

(5.6)

Notice that the total computational cost (5.6) is nearly identical to data transmission cost (5.2) except for the fact that the subsampling term is now squared, i.e., $q^2$.

As was done previously to analyze the potential savings in computational cost we first consider the scenario when none of the recording nodes have anomalies, i.e., $N_{anom} = 0$. Since the value of $q^2$ is the only difference in equations (5.6) and (5.2) we can omit the details of the derivation (see (5.3)) and conclude that we achieve a savings in computational cost as long as $P_{FA} + q^2 < 1$ or $1 - q^2 > P_{FA}$.

Just as in the data transmission case the converse scenario, where all nodes contain an anomaly, $N_{anom} = M$, increases the computational cost. So we will determine the
maximum value of $N_{anom}$ for which we still achieve computational savings. Following the derivation in (5.4) using $q^2$ and we arrive at the following result for the restriction on $N_{anom}$ where we still accomplish computational savings.

$$N_{anom} < M \left( \frac{1 - (q^2 + P_{FA})}{1 - P_{FA}} \right)$$ (5.7)

Just like when computing the transmission cost we can, for a given detection scenario with known values of $q$ and $P_{FA}$, determine the maximum value of $N_{anom}$ where we still achieve savings in data processing.

Unfortunately, because of there is no closed form expression that relates $P_{FA}$ to $q$ we are unable to determine the optimal operating point for our system. However, under normal operation conditions we would expect anomalies to occur infrequently, so it is more important to consider the transmission and processing cost when no anomalies are present. Since the values of $q$ and $P_{FA}$ are linked, i.e., selecting a smaller value of $q$ (corresponding to a larger subsampling rate $1/q$) increases $P_{FA}$, if given multiple choices for the value of $q$ and $P_{FA}$ in a detection scenario we select the values of $q$ and $P_{FA}$ that minimize the transmission cost $P_{FA} + q < 1$ and the processing cost $P_{FA} + q^2 < 1$. Then when an attack occurs we can use equations (5.5) and (5.7) to determine the value of $N_{anom}$ when we have to begin modifying our implementation, i.e., when to modify the subsampling rate $1/q$ or when to stop the multi-level implementation in favor of the standard IA²D implementation.

### 5.2 Distributed Forensic Detection System

For the rest of the chapter we consider the use of our multi-level version of IA²D in a particular detection scenario that we call distributed forensic detection. Anomaly and,
in particular, Denial-of-Service (DoS) attack detection at or near the target has been studied extensively [6, 27, 52, 74]. Traffic or flow statistics, e.g., traffic volume or flow entropies [27, 74], near the target are altered sufficiently to signal a change in traffic behavior indicating the presence of DoS traffic. Many detection schemes are currently available that can quickly detect anomalies at the target and allow rapid action to be taken limiting the damage done by the attack. However, once an attack has been discovered most detection systems return to normal functioning waiting for the next attack to occur. Forensic analysis, looking to answer when and where the attacks originated, is typically left up to network managers to search through network logs or measurements of network traffic near the target. Such analysis is time consuming, and even if it is possible to determine which measured packets contributed to the attack, information about its source, e.g., IP address, is generally unreliable [68]. Thus tracing the attack traffic back towards its source is difficult.

Tracing the path of attack traffic is even more challenging for Distributed DoS (DDoS), and low-rate TCP-targeted DoS attacks [46]. Tracing these attacks is difficult because, while the combination of multiple streams might be noticeable near the target, at other points in the network the individual streams are at a lower rate and are less obvious. Detecting the individual streams generally requires more data to be collected over a longer duration before enough attack packets are observed to be detectable. Additionally, while the combined attack might be detected quickly, some of the individual streams might be active for much longer durations going unnoticed. Therefore tracing multiple attack streams requires a system where multiple nodes record packet information over long durations, not just when an attack is detected, in order to increase the likelihood of detecting the low-rate individual streams. As an example consider Figure 5.2, where the DDoS attack might be easily discoverable at the target due to the convergence of multiple streams of attack traffic (labeled $A_i$), all
much smaller than the combined stream. Following the detection of the DDoS attack it would be desirable to trace the path of the individual attack streams (the $A_i$) back through the network as close as possible to their origin (the zombies). However, the high cost of storing measured packet information makes storing long segments of traffic data prohibitively expensive.

Motivated by this, we propose a distributed measurement system designed for forensic anomaly detection. The main contribution is a system design which minimizes the storage size of trace data by using our $\text{SigVec}$ signal representation (Section 2.2.4), and employing our optimized subsampling technique (Section 2.3) to only record measurements for a subset of incoming packets. The signal representation reduces the storage rate by at least 80% per packet over standard ERF or PCAP file types, while subsampling further reduces storage cost by a factor equal to the subsampling rate. As an example, for the dataset we used in our simulations, which is the same LANDER dataset used in Section 4.3.2, the average data rates were around 300 Mbps [20]. Storing PCAP measurements for 60 seconds worth of traffic requires
approximately 1 GB of storage (more for ERF). Using standard GZIP compression reduces the storage requirement for the PCAP data by a factor of around 5, yet this still requires 12 GB worth of data per hour. Our signal representation, SigVec derived in Section 2.2.4, reduces storage by a factor 5 in both compressed and uncompressed formats over PCAP (a factor of 6 over ERF), with savings of an additional factor of 10 or more possible via subsampling. Moreover, we show that these storage savings can be achieved with essentially no penalty on detection accuracy.

To enhance the efficiency of our distributed measurement system, we also propose to use the multi-level version of IA\(^2\)D to expedite anomaly detection. Thus the main contribution of this work is to combine the multi-level detection mechanism that we described in Section 5.1 with a distributed measurement system that minimizes storage cost as discussed in Section 5.3. Experiments in Section 5.4 show that the multi-level detection method can be used at high subsampling rates to expedite processing of long segments of measured data while still detecting low rate DoS attacks.

### 5.2.1 Related Work

Compared to most previous work on tracing network attacks back to their source, the key novelty in our work is to focus explicitly on reducing the amount of resources needed for these tasks in a distributed setting. Specifically we consider reductions in the cost of storage (which reduces the cost of each measurement node and allows more to be deployed), processing and transmission (since our multi-level processing allows only important data to be fully transmitted or processed). Some authors [5] proposed systems where routers store information about packets they forward, e.g., source MAC addresses, so that, after an attack is detected, the path of the attack can be traced by comparing the stored information with that in neighboring routers.
to find the path of the attack packet. Our system is different and, we claim, more general because we do not require being able to distinguish between attack packets and regular background traffic, which allows us to operate in situations, e.g., with encrypted traffic, where it is not possible to differentiate among the packets. Further, in our method processing is independent at each recording node, while other systems such as [5] require information to be stored at all routers, which for security and privacy reasons might not be possible.

There are a few existing methods which use time domain detection schemes similar to ours, but unlike in our work, limiting overall storage requirements is not a major concern. In [56], the authors find the strongest correlation of the data between the current router and the possible routers which could have forwarded the attack. Similar to our work this method must contend with the size of the attack traffic being very small compared to the background traffic at a router, which means that the correlation the attack traffic creates between routers will be small as well. Therefore, like our method, this technique likely requires very long segments of data in order to produce reliable results. One disadvantage of the system in [56] is that it requires measurements to be recorded at all routers, in order to find the largest correlation, whereas ours can operate independently at any router which records measurements.

Another similar system is the distributed low-rate TCP attack detection system discussed in [73]. Like our method, the detection scheme in [73] uses time domain signal processing methods (autocorrelation) to detect periodic behavior linked to certain anomalous TCP flows. Also, their method samples the incoming packet stream for efficiency, however, they generate a uniformly sampled signal representation, which as discussed in Section 2.2.4 is inferior to our signal representation for anomaly detection.

Both of these time domain detection systems use signal representations that are different from the one presented here. Potentially these systems could be modified
to use measurements from our system allowing them to benefit from the reduced storage costs. Thus, while we present one specific detection method, the distributed measurement system is general and can potentially be used with alternate forensic detection methods.

5.3 Distributed Measurement and Processing

System Architecture

Our measurement and processing system architecture is designed to be flexible in how it is implemented. One of the fundamental building blocks of our system are recording nodes, which are located at routers and record measurements of packets that are forwarded by that router. The other component of our system are one or more processing nodes, which receive data from the recording node and implement our detection strategy. Since our system is designed for forensics it is possible that a node could be recording incoming packets until an attack is detected elsewhere in the network, at which time the node could switch into a processing mode and perform detection on its own previously recorded data. It is also important to note that this system is designed to be compatible with the recommendations of the IETF PSAMP working group [3] for creating a flexible measurement system architecture. For instance, our recording node is designed to follow the recommendation for a PSAMP device. It includes an appropriate selection process (our sampling technique), and could follow the PSAMP recommendations on how to transfer packet information (exporting process) to a collector (our processing node). Therefore, implementation of our distributed measurement system should be possible in devices meeting the PSAMP recommendations. In addition to the up and coming PSAMP architecture,
our system can also be implemented using hardware measurement systems such as those from ENDACE [24], or using lower cost alternatives like the software based measurement systems described in Section 2.2.

Given the building blocks of our system, the architecture with which the system is implemented is flexible to the constraints of the network under observation. Similar to the work in [73] the ideal implementation would be to have measurements recorded at each hop between the attack origin and the target. However, this may not be possible in general; certain operators may not allow measurements in all or part of their networks, while the large amounts of storage needed for measurements can limit the practicality of these approaches. Since we cannot guarantee access to data at all nodes, our detection mechanism is designed to work independently of data from other recording nodes, and thus can be used at any accessible observation points along the path from source to target. While this might not allow us to always trace the attack all the way back to the source it can, for instance, be used to trace the attack as far back as to an edge router of a local network as in [70].

5.4 Distributed Measurement and Multi-level Detection Simulation

To show the advantages of our combined distributed measurement system and multi-level detection we present the following detection scenario as a case study. Assume, as in Figure 5.2, that a DDoS attack has been detected at a link in the local network. Our goal is to trace the particular components of the attack (the $A_i$) at the edge routers of the local network. In this experiment the traffic at the edge routers will be simulated using a 25 minute long trace obtained by the LANDER Los Nettos trace
collection system [20]. In practice each router experiences different traffic, however, we use one trace here to make the example simple. The average bit rate for the segment is 300 Mbps.

For our experiment assume that there are 10 edge routers, each receiving the 300 Mbps average bit rate. Further, we assume that some of our edge routers encounter very low-rate attacks with bit rates of 15 and 10 Mbps respectively. This corresponds to the attacks being less than 5% and 3.3% of the total combined bit rate, respectively. Note, these attack rates are small compared to those considered in the literature (e.g., [74]). These bit rates could correspond to the traffic generated by the zombie encountering a bottleneck, a 10 Mbps Ethernet link for instance, or could be due to limits in the maximum output rate from the zombie. If the attacks are generated using 1518 byte packets then the associated packet rate of the attacks are 1.6% and 1.1% of the total packet rate, respectively. The packet delay variation that occurs as the attack traverses the network from origin to target is replicated by adding jitter to the ideally periodic timing of the attack packets. The amount of jitter used in our simulations is approximately 25 microseconds.

5.4.1 Data Reduction via Subsampling and SigVec

Since our proposed system is designed to be deployed in a distributed manner the data storage requirement for collecting packet measurements increases with the number of recording nodes. Detecting low-rate anomalies requires very long segments of measurements to be recorded to gather enough evidence to reliably detect the anomaly, further increasing the required data storage cost.

To reduce the cost of data storage compared to standard PCAP and ERF data
formats we propose the use of our signal representation, SigVec, discussed in Section 2.2.4 combined with the subsampling technique we derived in Section 2.3.

To show the benefit of our data reduction methods consider the storage and transmission requirements associated with the experiment described above. In Table 5.1 we compare the requirement to store, per recording node, a 25 minute trace segment in various formats. Compared to uncompressed PCAP format just using SigVec results in a reduction by a factor of 5, and compared to ERF using SigVec reduces data storage size by a factor of 6. Recording data at all 10 nodes using SigVec would reduce storage by 200 GB before downsampling. If we further downsample the measurements by a factor of 10, this reduces storage cost by a factor of 50 over PCAP, with minimum impact of detection.

<table>
<thead>
<tr>
<th>Storage Format</th>
<th>Size - GB</th>
<th>Size - GB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uncompressed</td>
<td>Compressed</td>
</tr>
<tr>
<td>ERF</td>
<td>29.97</td>
<td>7.90</td>
</tr>
<tr>
<td>PCAP</td>
<td>24.88</td>
<td>5.69</td>
</tr>
<tr>
<td>SigVec No SS</td>
<td>4.51</td>
<td>0.93</td>
</tr>
<tr>
<td>SigVec $\mu = 10$</td>
<td>0.46</td>
<td>0.14</td>
</tr>
<tr>
<td>SigVec $\mu = 25$</td>
<td>0.18</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 5.1: Storage requirements for detection example measurements

5.4.2 Multi-Level Detection Results

Figure 5.3 shows confidence in detection, or Pearson statistic $p$, for the three different attack scenarios plotted for various subsampling rates. In [52] it was shown that the background traffic generally scores below 50% for confidence in detection, so a value of 65% is a reliable threshold for $p$ at the first level yet not good enough to guarantee detection. From Figure 5.3 we see that given the subsampling rate of 25 both the 5% and 3.3% attacks are detected with a confidence greater than 65%. Further, we
can detect the attacks with a confidence greater than 99% with a subsampling rate of 10, therefore, we will use \( p = .99 \) as the threshold at our second level of detection. Therefore we choose to implement our multi-level detection system using the following parameters, as shown in Figure 5.1:

- Base subsampling rate - \( 1/r = 10 \)
- Additional subsampling rate - \( 1/q = 2.5 \)
- Threshold - \( Th = 65\% \)

With these parameters we have that the probability of false alarm at the first level of detection is \( P_{FA} = 1 - p = 1 - Th = .35 \) and \( q = .4 \).

Using the expressions we derived in Section 5.1 we can analyze the potential savings of our distributed detection system when no anomalies are present, and determine the maximum number of nodes that can contain an anomaly for us to still achieve savings. First, when no anomalies are present, we know from (5.3) that the data transmission savings achieved using the multi-level implementation compared to sending the data at the lower subsampling rate is given by \( 1 - (q + P_{FA}) \), which for our example is .25 or 25%. Using the data from Table 5.1 for 10 recording nodes the cost to transmit the data at a subsampling rate of 10 is \( 10 \cdot 0.14 = 1.4 \) GB. With the multi-level implementation we transmit \( .25 \cdot 1.4 = .35 \) GB less data. Next using (5.6) we determine that the computational cost savings is given by \( 1 - (q^2 + P_{FA}) \), which in this example is \( 1 - (.4^2 + .35) = .49 \) or 49%, a significant reduction.

Next, if we assume that anomalies are present in our system we can determine the maximum number of nodes, \( N_{anom} \), that can contain an anomaly for us to still
achieve savings in transmission and processing cost. Using (5.5) we compute the value of $N_{\text{anom}}$ to be:

$$N_{\text{anom}} < M \left( \frac{1 - (q + P_{FA})}{1 - P_{FA}} \right) < 10 \left( \frac{1 - .75}{1 - .35} \right) < 10 \cdot .38 < 3.8 \quad (5.8)$$

and using (5.7) the value of $N_{\text{anom}}$ is given by:

$$N_{\text{anom}} < M \left( \frac{1 - (q^2 + P_{FA})}{1 - P_{FA}} \right) < 10 \left( \frac{1 - .51}{1 - .35} \right) < 10 \cdot .75 < 7.5 \quad (5.9)$$

Thus we see that we can still achieve savings in data transmission when up to 3 nodes have anomalies in them, and we save on computational cost even when 7 nodes have anomalies present.

![Figure 5.3: Downsampling rate vs. confidence in detection](image-url)
In the previous experiment the attack traffic was active for the entire length of the recording, which in practice is highly unlikely especially given the long duration traces that the measurement system records. If the attack is only present during a portion of the analyzed trace the effect is similar to decreasing the attack rate by a proportion equal to the attack duration. For example, if the 5% attack is only active during 66% of the recorded trace, then our ability to detect the attack by analyzing the entire trace is similar to our ability to detect a \( 0.66 \times 5\% = 3.3\% \) attack. This example is shown in Figure 5.3, and we see that our ability to detect the 5% attack with 66% duration is similar to the 3.3% attack. Therefore even if the attack is not present during the entire trace we retain the ability to detect the attack.

5.5 Conclusion

In this chapter we modified our IA\(^2\)D detection system and derived a different implementation that we called the multi-level detection strategy. The multi-level detection method processes recorded measurements at two levels. At the first level the data is highly subsampled, this allows IA\(^2\)Dto process the measurements efficiently and the goal of the first level is to determine measurements that 'likely' contain an attack. On traces determined to likely contain an attack more reliable detection is performed using a second level of the multi-level system with a lower subsampling rate. In Section 5.1 we determined expressions for the potential data savings and determined the system operating point when it was better to use the standard IA\(^2\)D implementation instead of the multi-level version.

As an example application we consider a distributed forensic analysis system that included multiple measurement nodes and a single processing node that implemented the multi-level version of IA\(^2\)D. We showed our measurement system could achieve an
80% reduction in storage cost compared to the more commonly used PCAP and ERF file formats. Finally, we showed that using our multi-level implementation we could detect very low-rate periodic anomalies with data transmission savings up to 25% and a 49% reduction in processing cost compared to the standard implementation of IA²D.
Chapter 6:

Conclusions and Future Work

A method to integrate Internet measurement and analysis has been proposed by constructing a flexible signal representation, SigVec. The benefits of the SigVec signal representation are: (i) it is general, i.e., can be implemented in any existing measurement systems, (ii) allows for subsampling, which can be useful to reduce data storage, transmission and processing costs. This signal representation is the most natural for typical measurement systems, however, it is typically not used for analysis as most analysis techniques convert the event based measurements to a more common time series representation, in order to be compatible with standard signal processing techniques (e.g., fast Fourier transform, power spectral density, etc.). However, we showed that analysis techniques based on the SigVec signal representation could be designed to perform as well as existing techniques with some additional benefits, such as detecting anomalies in aggregate traffic without separating the traffic into flows.

In Chapter 2 we analyzed and derived a set of timing error models to represent a software based measurement system. The SigVec signal representation was selected because it was the natural method to mitigate the effect of these timing errors when combined with subsampling. Methods to optimize subsampling in the measurement system where discussed in Section 2.3. By optimizing subsampling it is possible to
preserve the desired characteristics of the Internet traffic that are important for a specific type of analysis.

Using the signal representation and a formulation from renewal theory, called the renewal density, we derived a low-rate periodic detection system, IA\(^2\)D, in Chapter 3. The design of this system showed that it was possible to use the natural signal representation for Internet traffic analysis without having to convert to a time series representation. Additional benefits of our system design were its ability to distinguish between multiple periodic anomalies, something that is not possible in many existing systems.

Then in Chapter 4 we consider a number of applications of IA\(^2\)D. In each of these applications we used renewal theory to parameterize the system, and showed that, with modifications based on measurable Internet traffic characteristics, we could reliably select parameters for the detection system that produced reliable detection results for real Internet traffic.

Finally, in Chapter 5 we modified our IA\(^2\)D detection system to derive our multi-level detection system. The multi-level detection method processes recorded measurements at two levels. At the first level the data is highly subsampled, allowing measurements to be processed efficiently to determine collections of measurements that 'likely' contain an attack. Traces that were determined to likely contain an attack are then processed at a second level, with a lower subsampling rate, to increase detection reliability.

Thus, by selecting the natural signal representation, \(SigVec\), and designing analysis methods that make use of this representation we showed that it is possible to integrate systems for the measurement and analysis of Internet traffic.
6.1 Future Work

Given our general $SigVec$ signal representation and the design of IA$^2$D based on renewal theory much of the work contained herein can be applied to a wide range of signals interesting to scientific researchers, namely those that occur naturally as point processes. Examples of some naturally occurring point processes include the firing of neurons in the human brain, various forms of financial data (i.e., purchase and sale times of in the stock market), and computer network events not considered here, such as network alarms or flow arrivals [41, 60]. Typical behavior for many of these signals is often modeled by a renewal process, and deviations from typical behavior, i.e., anomalies, can signify health concerns in biological signals or potential malicious activity in stock market and computer network data, making their detection crucial.

Two signals of interest that are particularly relevant to our work are the timing of tweets on the popular social networking site 'Twitter', and network flow start times. The second case has been considered in detail, and in a similar context, in [7], where the goal of that work was to discover very low-rate periodic flows in an aggregate collection of flows. Periodic flows could be generated by normal computer user behavior, such as RSS feed aggregators polling sites periodically searching for new content, however, the periodic flows could also represent malicious behavior like zombies computers in a Botnet periodically checking for instructions from the zombie master waiting for an attack to be unleashed. Given that our detection system is designed to detect long-term periodic activity this application is a good fit for IA$^2$D.

On this application we have performed some preliminary analysis. The analysis was done by taking existing Internet traffic measurements, and filtering the measurements such that we were left with only packets with both the "SYN" and "ACK" flags set to 1. The SYN and ACK flags should only be set to 1 in a packet header
when the server is responding to a client who has initiated a TCP session; this is the second step of the three-way handshake used by the TCP protocol [7]. Packets with both the SYN and ACK flags set to 1 are a good indication of the start of a TCP session, or a flow.

We examined the renewal density estimate obtained from the filtered set of Internet traffic measurements, and observed periodic activity. However, certain problems exist with the periodic activity observed that require more research before this scenario can be studied further. One problem is that the level of periodic activity observed does not correspond to the observation window. In other words the number of periodic inter-arrivals observed do not correspond to how many intervals of that period occur during the observed time period. The likely cause of this is either the periodic activity is quasi-periodic (random multiple of the base period, see Section 4.3.3), or the source of the periodic activity was only active during a portion of the observation window. Another problem is that we have yet to determine the cause of the observed periodic activity. Therefore, while we have observed periodic inter-arrival times in measurements of flow start times more research needs to be done to determine the cause of the observed periods as well as to determine a suitable method to determine the time-to-detection for the periodic activity observed.

Recently, Twitter has become increasingly popular and increasingly lucrative as companies and advertisers find new ways to utilize the micro-blogging site. However, with the increase in legitimate users and revenue being generated comes the increase in malevolent use on the site as well. A large percentage of user accounts are created each day by spammers, who flood the site with links to advertisements or even worse, like sites that attempt to install computer viruses on unsuspecting users. The site managers spend considerable time and resources attempting to sort out spammer accounts from legitimate users, and even when a spammer account is shut down
another quickly takes its place. If the behavior of spammer activity on the site can be distinguished from regular user activity then the detection of spam could be automated saving the site managers time and money. We have recently looked into methods to identify spammer behavior on Twitter, and preliminary analysis indicates that some high volume accounts tend to generate tweets at periodic intervals. For example, we generated a Twitter account and followed approximately 150 normal users, and 1 high volume account that was selected because it was used primarily to sell real estate. After recording the timestamps for all the tweets received on the generated Twitter account during a 200 hour interval, we estimated the renewal density from the data, which is shown in Figure 6.1. Clearly, there is a strong periodic component in the renewal density at intervals of 300 seconds (5 minutes). It was verified that the periodic component was largely due to the high volume, real estate salesperson’s Twitter account. Therefore, Twitter could represent another potential application of our IA$^2$D detection system.

One concern with using IA$^2$D to detect periodic messages on Twitter is that detecting periodic tweets alone might not be enough to determine spammer activity. For example, certain automated yet legitimate users, i.e., news websites, could generate tweets at periodic intervals and not be considered spam at all. Therefore, in order to reliably sort spam from the mountains of legitimate user data will require additional metrics beyond what IA$^2$D can offer, however, its use in combination with post-processing methods could form a powerful automated detection system.
Figure 6.1: Renewal density estimate from Twitter data
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