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Abstract. We design a large-language-model (LLM) agent that extracts
causal feedback fuzzy cognitive maps (FCMs) from raw text. The causal
learning or extraction process is agentic both because of the LLM’s semi-
autonomy and because ultimately the FCM dynamical system’s equilib-
ria drive the LLM agents to fetch and process causal text. The fetched
text can in principle modify the adaptive FCM causal structure and so
modify the source of its quasi-autonomy–its equilibrium limit cycles and
fixed-point attractors. This bidirectional process endows the evolving
FCM dynamical system with a degree of autonomy while still staying
on its agentic leash. We show in particular that a sequence of three
finely tuned system instructions guide an LLM agent as it systemati-
cally extracts key nouns and noun phrases from text, as it extracts FCM
concept nodes from among those nouns and noun phrases, and then as
it extracts or infers partial or fuzzy causal edges between those FCM
nodes. We test this FCM generation on a recent essay about the promise
of AI from the late diplomat and political theorist Henry Kissinger and
his colleagues. This three-step process produced FCM dynamical systems
that converged to the same equilibrium limit cycles as did the human-
generated FCMs even though the human-generated FCM differed in the
number of nodes and edges. A final FCM mixed generated FCMs from
separate Gemini and ChatGPT LLM agents. The mixed FCM absorbed
the equilibria of its dominant mixture component but also created new
equilibria of its own to better approximate the underlying causal dynam-
ical system.
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1 The Agentic Leash: Growing Fuzzy Cognitive Map
Dynamical Systems from Text

We show how agentic passes through structured LLM agents can grow causal
feedback fuzzy cognitive maps (FCM) from sampled text documents.
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These causal FCM feedback dynamical systems form local fuzzy or partial
causal rules from the sampled documents. This local causal structure in turn
defines global equilibrium limit cycles that serve as scenario-like answers to
causal what-if questions. They also define the very source of the FCM dynam-
ical system’s agency – its evolving equilibrium limit cycles. This differs from
ordinary feedforward agentic systems whose agency resides only in programmed
commands. Mixing FCMs can give both richer learned causal knowledge bases
and richer global equilibria. The extraction process is agentic [1] or partially
autonomous because the FCM’s evolving global equilibria command the LLM
agents to fetch and process further text that then tends to change the command-
ing FCM equilibria. Related work uses an autoencoder-like mapping to convert
FCMs to text and continue the reverberatory process [13]. This bidirectional
process keeps the FCM’s LLM agents on a type of flexible agentic leash.

Fig. 1: A Large Language Model (LLM) extracts causal variables and their causal re-
lationships out of a Wall Street Journal article from Henry Kissinger and colleagues
about the promise of AI and then creates a Fuzzy Cognitive Map (FCM). The figure
shows only 5 out of the 15 AI-extracted nodes and the directed weighted edges that
connect them. The positive edges are in blue and the negative edges are in red. The
figure highlights one of many feedback loops in the FCM in green. In this case: Growth
of Human Cognition increases Human-AI Interactions but an increase in Human-AI
Interactions decreases Human Cognition.

Figure 1 shows a feedback causal sub-network of the complete 15-node FCM
in Figure 2. An LLM agent grew the complete FCM from a recent AI article
titled “ChatGPT Heralds an Intellectual Revolution” by Henry Kissinger et al.
in the Wall Street Journal [8]. The green highlight shows just one embedded
feedback loop that traces the causal flow from Human-AI Interaction to Human
Cognition and then back to itself: Human-AI Interaction → Human Cognition
→ Human-AI Interaction. Here “→” denotes a negative edge and “→” denotes
a positive edge. Even this smaller 5-node sub-FCM encodes equilibrium limit
cycles that can serve as answers to what-if questions. Figure 7 below shows this
process for a simpler FCM.

These learned FCM knowledge graphs consist of local causal rules. The rules
give an immediate local form of interpretability or explainable AI (XAI) [2,4,6,
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Fig. 2: A 15-node FCM extracted by the LLM from the WSJ article titled “ChatGPT Heralds an
Intellectual Revolution” by Henry Kissinger et al. This FCM converges to a 4-step limit cycle. The
limit cycle predicts that the growth of generative AI comes in waves or cycles. In the 1st step
generative AI gets widely used, human-AI interactions rise, and human knowledge grows. This helps
leaders govern ethically in the 2nd step but it also comes with risks and dangers. In the 3rd step:
People trust the mysterious and uncertain AI, misinformation and falsehoods spread, and society
changes. But AI improves education at the same time and leads to scientific discoveries. Generative
AI is used widely again in the 4th step but this time without ethical leadership. Society changes
again but this time without generative AI.

7,15]. The embedded or hidden limit cycles in feedback FCMs also give a global
form of XAI.

A key problem is that text articles usually discuss the causal variables and
causal relationships of an underlying dynamical system without explicitly men-
tioning this system or its dynamics. Authors may have to guess how the feedback
causal-rule based system behaves under given conditions. Authors or speakers
may not even be aware that their causal portraits define nonlinear feedback dy-
namical systems. Nor does the author or the reader have an easy way to see the
system’s dynamics or verify the author’s equilibrium predictions even if they are
aware of the feedback structure.

A further problem in FCM modeling is that it can be expensive and time
consuming to hire an expert to read the text and correctly predict the dynamics
of the system. A large-scale FCM may well be too complex for such predictions.
Large Language Models (LLMs) can instead parse the body of text and then
process it given prompts from users or from the evolving FCM dynamical system
itself.

We need an LLM that can systematically extract causal variables and their
causal relationships from the text without human supervision. These causal rules
from the text should then predict the dynamics of the system described by the
text even if the text does not mention the dynamics. FCMs can model this
causal information as a weighted directed cyclic graph and also give qualitative
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Fig. 3: LLM-based FCM-extraction from text: An LLM agent extracts FCM nodes and
edges from a text input through a three-step systematic process. These steps use the
same LLM agent with guiding system instructions. The LLM extracts all the nouns
and noun phrases used in the text during Step 1. It extracts the FCM nodes from the
list of nouns and noun phrases in Step 2. This involves refining the noun list from Step
1 based on associated qualitative or quantitative measures as well as the existence
of causal links. The LLM extracts fuzzy-weighted edges from a list of node-pairs to
complete the FCM in Step 3.
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Fig. 4: Noun Extraction with an agentic LLM: The LLM takes a paragraph of text as input and
identifies the nouns, noun phrases, and pronouns present in the text. The figure on the right highlights
the extracted nouns and noun phrases in red.

equilibrium predictions from the equilibria of the approximating causal FCM
[5,9–11,11,12,14,16,17,19].

We show that LLM agents can systematically extract FCM nodes and edges
from a body of text through a sequence of finely tuned system instructions. The
LLMs can give reasons for their decisions by quoting from the text source. These
textual anchors can also help reduce hallucinations.

Figure 1 shows the simplest version of the FCM agentic set-up. An LLM
takes the WSJ article “ChatGPT Heralds an Intellectual Revolution” by Henry
Kissinger et alia as text input and extracts causal variables and causal relation-
ships among those variables from the text. It then builds an FCM out of those
causal rules. Figure 1 shows only 5 of the 15 nodes from the extracted FCM.
Figure 2 shows the complete FCM.

Section 3 explains FCMs and shows how FCMs can model or approximate
causal dynamical systems. The section explains what the FCM nodes and edges
mean and how the FCM evolves in discrete time and converges to its equilibria.
FCMs can also evolve in continuous time.
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Fig. 5: FCM-node extraction with an agentic LLM: The LLM takes the list of nouns and noun phrases
as input and filters those that are associated with some kind of qualitative or quantitative measure.
This gives a list of 5 FCM nodes.

Section 4 explains the three-step systematic process to extract an FCM from
a body of text that describes a dynamical system. It explains the 3 respective
prompts to the LLM agent that detect nouns and noun phrases in the text,
that extract nodes from the nouns, and that extract edges from the node-pairs.
Figure 3 shows this process.

Section 5 shows examples of FCM extraction. Figures 4-7 show this process
for a one-paragraph input text. Figure 8 compares the limit cycles of the ex-
tracted FCM to those of a human-generated FCM. The figure shows that both
FCMs converge to the same limit cycle. Figure 2 shows the complete FCM ex-
tracted from Henry Kissinger’s WSJ article. Figure 12 shows the corresponding
limit cycle that the author implied despite never explicitly mentioning it in the
article.

Figure 14 mixes the extracted-FCMs from the same article with the same
guided prompts but used 2 different LLM agents: Gemini-2.5 Pro and ChatGPT-
4.1. The 24-node mixed FCM used equal mixing weights for both FCMs. Fig-
ure 13 mixes the corresponding edge matrices of the 2 mixture-component FCMs
using zero-padding and convex combination. Figure 15 shows the limit cycles of
this final mixed FCM.

2 Extracting FCMs from Text and Related Work

This paper shows how to extract FCM nodes and edges from raw text by just
using the language of the text. It does not rely on labels or annotations. The
FCM nodes are usually nouns or noun phrases associated with some qualitative
or quantitative measure. Verbs in the text describe FCM causal edges. Edge
extraction is transparent and interpretable because it gives direct evidence for
the edges by quoting the text.

Prior work by Maryam Berijanian et al. [3] also extracted FCMs from text
sources using LLMs. But they trained their LLM through supervision and anno-
tated their text input with (“source”, “target”, “direction”) tuples. This may help
the LLMs extract FCMs but it defeats the whole purpose of automated FCM
extraction because it requires a human to read the text and annotate the nodes.
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Fig. 6: FCM-edge extraction with an agentic LLM: The LLM goes through node-pairs and looks for
textual evidence for causal connection. This gives the FCM 6 causal edges.

Extracting FCM nodes from text somewhat resembles Named Entity Recog-
nition (NER) tasks for LLMs [18]. Here the LLMs identify key information from
the text and classify them based on predefined categories. The LLMs can extract
nouns and noun phrases from a text based on the properties of nouns in that
language. But every noun or noun phrase in the text does not correspond to a
node in the FCM. That approach would grow impossibly large and inaccurate
FCMs. Finely-tuned system instructions can prompt the LLM to pick only the
nouns that also share the properties of an FCM node.
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Fig. 7: The limit cycles of LLM’s extracted FCM. The LLM’s FCM converged to a 2-step limit cycle
starting from the initial state

[
1 1 0 1 0

]
. The nodes are along the x-axis and the time steps are

along the y-axis. Active nodes are in yellow and the inactive nodes are in purple.

Unguided prompts into an LLM are not reliable for extracting FCMs in
general. They often have trouble distinguishing negative causal relationships
from positive ones and might well inaccurately weight the FCM edges. They
also often do not give reasons for the FCM edges. They may even hallucinate
edges based on things not explicitly mentioned in the text itself.

We design system instructions that force the LLMs to choose the nodes and
edges in a systematic manner. This transparent 3-step process explains all the
decisions made by the LLM and also reduces the chances and extent of halluci-
nations. The LLM supports all its decisions by quoting evidence from the text
source.
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(b) Limit cycle: Human-generated FCM
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(c) Limit cycle: LLM-generated FCM

Fig. 8: FCM extraction from a Kissinger AI-hallucination text: (a) Human-generated
FCM from the same “AI hallucination” input text. (b) Limit cycles from the human-
generated FCM: The time steps are along the x-axis and the nodes are along the y-axis.
Active nodes are in yellow and the inactive nodes are in purple. (c) Limit cycles from
Gemini’s extracted FCM for similar initial conditions. The figure only shows 4 nodes
from Gemini’s FCM that correspond to the nodes from human-generated FCM.

3 FCM Basics

FCMs model causal dynamical systems as directed weighted graphs. The con-
cept nodes describe the causal variables in the dynamical system and the di-
rected edges describe the causal relationships between those nodes. FCMs allow
feedback and therefore converge to non-trivial equilibria like limit cycles. FCMs
model dynamical systems by approximating their underlying maps from inputs
to equilibria.
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3.1 Causal Edge Matrix

The directed edges of the FCM describe the causal relationships between concept
nodes. An edge eij from the ith concept node Ci to the jth concept node Cj

says “Ci causes Cj”. The fuzzy edge-weights describe partial causality. The edge
weight wij ∈ [−1, 1] on the edge eij gives the degree to which Ci causes Cj :

wij = degree(Ci → Cj). (1)

A positive wij says that Cj increases when Ci increases. A negative wij means
that Cj decreases if Ci increases. The weight wij is zero when there is no causal
edge between Ci and Cj . The magnitude of wij is high when there is a strong
causal relationship between Ci and Cj . Low magnitude of wij describes a weak
causal relationship between Ci and Cj .

An n × n matrix E describes all the directed weighted edges of a n-node
FCM. The edge weight wij corresponds to the matrix element on the ith row
and the jth column. The matrix element is zero if there is no edge between the
corresponding node-pair.

3.2 Discrete Time Evolution of FCMs

A n-dimensional row vector C(t) ∈ [0, 1]n describes the state of the FCM’s
concept nodes at time t. The ith node is “active” at time t if the ith component
Ci(t) of the state vector C(t) is equal to or close to one. The ith node is “inactive”
at time t if Ci(t) is equal to or close to zero. A node is partially active otherwise.
The causal variables corresponding to the active nodes are present in the system
and those corresponding to the inactive nodes are absent. The causal factors are
partially present in the system if their corresponding nodes are partially active.

FCMs evolve in discrete time through vector-matrix multiplication and non-
linear squashing. The state Cj(t+1) of the jth concept node Cj at discrete time
step t+ 1 is:

Cj(t+ 1) = Φ

( n∑
i=1

Ci(t)wij

)
(2)

where Φ is a nonlinear function bounded between zero and one.
The sum

∑n
i=1 Ci(t)wij is the matrix product between the state row-vector

C(t) and the edge matrix E. The nonlinear function Φ then squashes this product
between zero and one.

This process repeats itself to give the discrete-time evolution of the FCM.
The FCM starts with the initial state C(0) at time t = 0 and then goes through
the states C(1), C(2), C(3), and so on in order. The active nodes in this state-
vector sequence qualitatively describe the trajectory of the dynamical system
that the FCM models.
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Enlightenment science accumulated certainties; the new AI generates cumulative ambiguities. 
Enlightenment science evolved by making mysteries explicable, delineating the boundaries of 
human knowledge and understanding as they moved. The two faculties moved in tandem: Hypothesis 
was understanding ready to become knowledge; induction was knowledge turning into 
understanding. In this Age of AI, riddles are solved by processes that remain unknown. This 
disorienting paradox makes mysteries unmysterious but also unexplainable. Inherently, highly 
complex AI furthers human knowledge but not human understanding−a phenomenon contrary to almost 
all of post-enlightenment modernity.

Fig. 9: A paragraph from the WSJ article ChatGPT Heralds an Intellectual Revolution by Henry
Kissinger et al.
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Fig. 10: FCM with Gemini-2.5 Pro: (a) The edge matrix corresponding to the 12-node
Kissinger AI FCM from an unguided prompt. (b) The edge matrix corresponding to
the 15-node Kissinger AI FCM from a guided prompt.

3.3 FCM Equilibria

The equilibria characterize a dynamical system. The equilibrium behavior of
the FCM depends on the limiting behavior of the state-vector sequence. The
FCM converges to a “fixed point” if the state-vector sequence converges to a
constant vector. The FCM converges to a K-step “limit cycle” for an integer
K > 1 if C(t + K) = C(t) somewhere in the state-vector sequence. Then the
FCM converges to an equilibrium where K state vectors repeat themselves over
and over in the same order. The FCM may also converge to a chaotic attractor
where there are no repeating patterns in the state-vector sequence.

The set of all initial conditions C(0) that lead to a given equilibrium describes
the “basin of attraction” for that equilibrium. The FCM describes a map from
these basins to their corresponding equilibrium attractors. The basins of the
FCM’s equilibria partition the FCM’s input space. The FCM models a dynamical
system by approximating its corresponding basin-to-equilibrium map.

3.4 FCM Mixtures

FCMs combine their knowledge through convex mixing. Consider m FCMs. Say
the kth FCM has the set of nodes Sk and the edge matrix Ek. The node-set S
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0.0 0.0 0.0 0.3 0.2 0.0 0.0 0.0 0.4 0.4 0.6 0.0 0.3 0.3 0.0 0.0 0.5 0.6 0.0 0.4 0.0 0.0 0.0 0.4

0.0 0.6 0.6 0.7 0.5 0.0 0.0 0.0 0.5 0.6 0.0 0.0 0.5 0.5 0.0 0.0 0.6 0.3 0.4 0.0 0.0 0.0 0.0 0.5

0.0 0.0 0.0 0.7 0.5 0.0 0.0 0.0 0.0 0.6 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0

0.0 0.0 0.0 0.6 0.4 0.0 0.0 0.0 0.0 0.5 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.6 0.0

0.0 0.0 0.0 0.5 0.3 0.0 0.0 0.0 0.0 0.5 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0

0.0 0.5 0.5 0.6 0.4 0.0 0.0 0.0 0.5 0.5 0.0 0.0 0.5 0.5 0.0 0.0 0.5 0.3 0.4 0.5 0.0 0.0 0.0 0.0

(a) Unguided prompt
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0.0 0.9 −0.7 0.6 0.8 0.7 0.8 −0.6 1.0 0.7 0.7 −0.5−0.4 0.5 0.7 0.5 −0.6 0.8 0.7 −0.7

0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 −0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 −0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 −0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 −0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

(b) Guided prompt

Fig. 11: FCM with GPT-4.1: (a) The edge matrix corresponding to the 24-node Kissinger
AI FCM with an unguided prompt . (b) The edge matrix corresponding to the 20-node
Kissinger AI FCM with a guided prompt.

for the N -node FCM mixture is S1 ∪ S2 ∪ S3 ∪ ... ∪ Sm. The N ×N matrix Ẽk

pads the kth edge matrix Ek with zero rows and zero columns corresponding to
the nodes in the set difference S−Sk. The edge matrix E for the mixed FCM is

E =

m∑
k=1

vkẼk (3)

where vk are convex mixing weights such that vk ≥ 0 and
∑m

k=1 vk = 1. FCM
mixing is closed. This means that mixing FCMs gives back an FCM. Figure 13
shows this process for a 2-component equal-weighted FCM-mixture.

4 LLM-Based FCM Extractor

Text articles often describe causal dynamical systems without explicit mathe-
matical formulation. This makes it hard to understand what dynamics the un-
derlying dynamical system predicts. It is also difficult to verify the author’s guess
regarding the dynamical system’s behavior. A human expert can read through
the text and model the dynamical system it describes. But this may not al-
ways be possible, may take too long, or may be too expensive. This motivates
automated dynamical-system modeling from text.

LLMs are good at parsing text and processing natural language. They can
extract causal information from text that describes dynamical systems and use
it to model the underlying dynamical systems as FCMs. But LLMs hallucinate
with unguided prompts. Their answer may also vary across multiple runs with
the same prompt. The LLMs need guiding prompts that are designed to extract
FCMs.
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System instructions manipulate an LLM agent to behave a certain way. Sys-
tem instructions tell the LLM how to process the input and how to structure
the output. The same LLM can react differently to “prompts” based on different
system instructions. A sequence of appropriate system instructions can guide an
LLM agent to systematically extract FCM-nodes and edges from text input.

0 5 10 15 20 25 30 35 40 45 50
Time Step

C15: Human Abilities
C14: Scientific Discovery

C13: Education
C12: Mystery/Uncertainty
C11: Societal Structures

C10: Trust in AI
C9: Perception of Reality

C8: Ethical Leadership & Governance
C7: Human Understanding

C6: Risk & Dangers
C5: Human-AI Interaction

C4: Misinformation & Falsehoods
C3: Human Knowledge
C2: Human Cognition

C1: Generative AI

N
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Fig. 12: Limit cycles from the extracted FCM. The time steps are along the x-axis and the nodes are
along the y-axis. Active nodes are in yellow and the inactive nodes are in purple.

4.1 Step 1: Noun Extraction

The nodes of an FCM are present in the text as nouns and noun phrases. System
instructions ask the LLM Agent to go through the text sentence-by-sentence and
make a list of all nouns, noun phrases and pronouns present in the text. The
agent then replaces all the pronouns with their corresponding antecedents as
well.

4.2 Step 2: Noun Refinement

FCM nodes are associated with a qualitative or quantitative measure. This mea-
sure can causally increase or decrease due to other nodes. The 2nd system in-
struction to the LLM agent asks it to filter the list of nouns and noun phrases
and only keep nouns that are associated with qualitative or quantitative mea-
sures and are causally connected to other nouns with similar measures. It then
returns a refined list of nouns and noun phrases that will serve as the nodes of
the FCM.

4.3 Step 3: Edge Extraction

The LLM agent with the 3rd set of system instructions pairs every node from
the refined list with every other node. It then goes through every node-pair and
looks for verbs from the text to establish a positive, negative, or zero causal
connection. The agent also gives reason for each edge by directly quoting from
the text. It also assigns a weight to the edge based on the verb used in the text.
This gives us the complete FCM described by the text.

Equation (3) then gives the limit cycles of the FCM. These are the dynamical
equilibria that the text suggests.
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Fig. 13: FCMs’ edge matrices mix through zero-padding and convex combination described in equa-
tion (3). The edge matrix of the 15-node Gemini-extracted FCM is on the top-left and the edge
matrix of the 20-node ChatGPT-extracted FCM is on the bottom-left. The edge matrix of the 24-
node equal-weight FCM-mixture is on the right. The bigger edge weights are colored brighter in the
matrices. The matrices on the left also highlight the zero-padded rows and columns of the mixture
components.

5 Simulations

Gemini-2.5 Pro LLM with “temperature = 1” and “top p = 0.95” took a para-
graph of text from the Kissinger article describing the effects of misinformation
on the internet on AI hallucinations as input. It then followed system instruc-
tions 1-3 respectively to systematically extract the nouns, nodes, and causal
edges. This gave a FCM with 5 nodes and 6 edges.

The LLM highlighted the nouns and noun phrases directly from the text as
reasons for choosing certain nodes. Figures 4 and 5 highlight these nouns and
noun phrases in red. The node “Malicious Actor Activity” for example comes
from the noun phrase “malicious actors”. The negative edge from “ lack of ci-
tations” to “Difficulty discerning truth” comes from the sentence “The lack of
citations in ChatGPT’s answers makes it difficult to discern truth from misin-
formation”. Figures 4-6 show this 3-step process step-by-step.

This FCM converged to fixed points or limit cycles depending on the initial
state. AI hallucinations spread misinformation over the internet. AI systems then
train on this misinformation which causes them to hallucinate. Both steps make
truth harder to discern. Figure 7 also shows a 2-step limit cycle of the extracted
FCM.

A human took the same text as input but came up with an FCM with
only 4 nodes and 5 edges. The 4 human-generated nodes “AI Hallucinations”,
“Misinformation on the internet”, “ChatGPT Citations”, and “Malicious Actors”
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Fig. 14: Mixed FCMs: An equal-weight mixture of the 15-node Gemini-extracted FCM and the 20-
node ChatGPT-extracted FCM after appropriate zero-padding of rows and columns. The final mixed
FCM has 24 nodes and 52 edges. The 15-node Gemini-extracted FCM is on the top-right and the
20-node ChatGPT-extracted FCM is on the top-left.

are also present in the LLM-extracted FCM. The node “ChatGPT Citations”
plays the opposite role of “Lack of Citations”. This human-generated FCM also
converged to a 2-step limit cycle. Figure 8 compares this limit cycle to that of
the LLM-extracted FCM by only considering the nodes that are present in both
the FCMs. It shows that both FCMs converge to the same limit cycle.

The same LLM then took a WSJ article “ChatGPT Heralds an Intellectual
Revolution” by Henry Kissinger et al. as input. Figure 9 shows one paragraph
from this article. An unguided-prompt to the LLM extracted a FCM with 12
nodes. Figure 10a shows the edge matrix corresponding to this FCM. A guided
prompt to the same LLM gave a 15-node FCM instead. Figure 2 shows this FCM
and Figure 10b gives its edge matrix. This 15-node FCM converged to a 4-step
limit cycle. Figure 12 shows this limit cycle.

This limit cycle also tells a what-if story of the underlying dynamical sys-
tem. Generative AI gets widely used, human-AI interactions rise, and human
knowledge grows. This helps leaders govern ethically but it also comes with risks
and dangers. People trust the mysterious and uncertain AI, misinformation and
falsehoods spread, and society changes. But AI improves education at the same
time leading to scientific discoveries. Generative AI is used widely again but this
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Fig. 15: Limit cycle from the mixed Gemini-ChatGPT FCM. The time steps are along the x-axis and
the nodes are along the y-axis. Active nodes are in yellow and the inactive nodes are in purple. The
2-step limit cycle oscillates between states “Human Knowledge” and “Human Understanding.”

time without ethical leadership. Society changes again but this time without
generative AI. This limit cycle was not mentioned in the source article at all but
the article did imply it through its discussion on the causal variables and their
relationships.

OpenAI’s ChatGPT-4.1 LLM agent respectively produced a 24-node FCM
and a 20-node FCM based on the same unguided and guided prompts. Figure 11
shows the edge matrices correspoonding to these FCMs. The 15-node Gemini-
FCM and the 20-node ChatGPT-FCM mixed with equal mixing weights to give
the final 24-node mixed FCM. Figure 14 shows this FCM-mixture. Figure 13
shows its edge matrix while Figure 15 shows its limit cycle.

6 Conclusions

This paper shows how iterated and structured LLM agents can generate feedback
causal fuzzy cognitive maps from text documents or from transcribed speech.
Further causal structuring should produce larger FCMs and more powerful LLMs
should produce richer and more accurate FCMs. The process scales across text
sources and knowledge bases because causal language is fairly standard and
because FCM operation depends only vector-matrix multiplication and simple
nonlinear units.

The mixing structure of FCMs also allows a given large text to break into
chunks and subchunks with corresponding mixed FCM components. This pro-
cess can help with node and edge identification in large documents. Mixing such
FCMs still produces an FCM and this should further help the growth and uses
of very-large-scale causal knowledge networks. More advanced agentic FCM sys-
tems will lengthen the agentic leash and allow the systems to grow and use
complex causal networks as it both shapes and obeys the evolving global equi-
libria of the total FCM dynamical system.
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