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The key noise benefit inequalities in (7) and after Egs. (39) and
(45) of our paper “Noise Enhanced Clustering and Competitive
Learning Algorithms” Osoba and Kosko (2013) stated the quadratic
condition incorrectly as

ni [ni — 2n; (w;; —yi)] <0 forallj. (1)
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The correct statement of the quadratic condition is
ni[ni— 2 (w; —y:)] <0 forallj. (2)
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