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A B S T R A C T
A statistical formulation of recurrent backpropagation (RBP) allows direct noise boosting for time-varying classification and regression. The noise boost reduces training iterations and improves accuracy. The injected noise is just that noise that makes the current signal more probable. This noise-boost result extends the two recent results that backpropagation is a special case of the generalized expectation maximization (EM) algorithm and that careful noise injection can always speed the average convergence of the EM algorithm to a local maximum of the log-likelihood surface. The noise-benefit conditions differ for additive and multiplicative noise in RBP. We tested noise-boosted RBP classifiers on 11 classes of sports video clips and tested RBP regressors on predicting the dollar-rupee exchange rate. Injecting noisy-EM (NEM) noise outperformed injecting blind noise or injecting no noise at all. Additive NEM noise usually outperformed multiplicative noise. The best case of NEM noise injection with RBP training of a recurrent neural classification model speeded up its training by 60% and improved its classification accuracy by 9.51% compared with noiseless RBP training and accuracy. The best performance of the NEM noise with the RBP training of a recurrent neural regression model yielded a 38% speed-up in training and also reduced the squared error by 49.3%. The injection of the additive NEM noise in the output and hidden neurons performed best.

1. Noise Boosting Recurrent Backpropagation

We show that a statistical formulation of recurrent neural networks can improve recurrent backpropagation (RBP) through noise injection into the neurons. RBP remains the most popular algorithm for training recurrent neural networks (RNNs) [1–5]. Proper randomization or noise boosting speeds RBP convergence on average for both classification and regression. It also improves classification accuracy. Fig. 1 shows the additive noisy Expectation–Maximization (NEM) noise for a recurrent neural classifier and how it benefits its RBP training.

The injected noise is not simple blind white noise or faint independent Gaussian or uniform noise as with earlier neural-net noise-injection schemes [6–8]. The noise is instead just that dependent noise that makes the current signal more probable on average. Such noise can add to or multiply the signals in the output or hidden neurons. The sufficient conditions for an average noise benefit depend on the activation structure of the neurons in a layer. They also depend on whether the network performs classification or regression.

The ubiquitous backpropagation algorithm underlies modern deep learning [1,9–14]. We review its maximum-likelihood reformulation below and state Theorem 1 from [15]. This result shows that backpropagation is a form of the generalized Expectation–Maximization (GEM) algorithm. Theorems 2 and 3 extend these results to the noise-boosting of RBP for classification and regression by injecting noise into the output neurons. Theorems 4 and 5 further extend these results to allow noise injection into a deep network’s hidden units.

We tested RBP noise boosting on two types of classifier networks for video recognition. The two types were long short-term memory (LSTM) [3,16–20] and gated-recurrent-unit (GRU) [21,22] recurrent networks. Fig. 2 shows the convolutional structure of the LSTM-RNN for video classification. Fig. 7 shows a typical sampled video that the RNNs classified to one of 11 types of videos from the standard UCF-11 sports-action YouTube video dataset [23,24]. Fig. 8 gives more detail on the convolutional structure of the RNN classifier. Fig. 9 compares noiseless and noise-boosted LSTM-RNN classifiers on the UCF-11 video dataset.

We also tested the noise effect on LSTM and GRU regression networks for time-series prediction of the dollar-rupee exchange rate. The dataset contains the exchange rate from the US dollar to the Indian rupee for 9,697 consecutive days. Fig. 3 shows the RNN regression structure that predicts the dollar-rupee exchange rate given information about the exchange rate on the previous 4 days. Fig. 10 shows the dollar-rupee time-series data over this period of 9,697 days. The RNN regression
models trained on exchange-rate data from day 0 to day 8,000. We then tested the RNN regression models on exchange-rate data from day 8,001 to day 9,697. Fig. 11 compares these predicted exchange rates with the actual exchange rates. Fig. 12 shows the noise benefits in the noise-boosted LSTM-RNN regression models. Fig. 14 shows the related noise benefits in the GRU-RNN regression models. The GRU-RNNs outperformed the LSTM-RNNs in both speed of convergence and in accuracy.

Simulations show that the noise-boosted recurrent systems converged faster and with better accuracy than did either their noiseless versions or simply injecting blind noise into the neurons. Blind-noise injection did produce a small benefit in some cases as other researchers have found in simpler neural networks [7,8]. This appears to be a “stochastic resonance” or dithering noise benefit often found in signal systems that use threshold-like units [25–37]. Additive noise injection outperformed multiplicative noise injection in most cases. Multiplicative noise boosting did outperform additive noise boosting for the GRU regressor.

We first extend the recent result that the popular backpropagation algorithm [9,10] is a special case of the Expectation–Maximization (EM) algorithm for maximum likelihood with hidden variables or missing data [15,38]. RBP also admits such an EM statistical formulation. We use the recent general result that noise can speed the average convergence of the EM algorithm [39,40]. This produces different types of noise-boosted RBPs that depend on the network architecture and function.

The neural network’s probabilistic structure does require that the network obey what we call backpropagation invariance: the gradient of the network’s log-likelihood function \( L \) must give back the same BP learning laws. The next section explains BP invariance and shows how it leads to the generalized EM algorithm. Then we can noise-boost RBP by noise-boosting the generalized EM algorithm. This follows from the results [41,42] that show how EM-based noise injection improves some forms of the GEM algorithm.

The next sections have the following form:

- Section 2 reviews the backpropagation algorithm as a form of maximum-likelihood estimation (MLE). It shows in Theorem 1 that backpropagation is an instance of the generalized EM algorithm when backpropagation invariance holds at the neural layers.
- Section 3 presents the noisy Expectation–Maximization (NEM) benefit for the maximum-likelihood estimation. It shows that the noise samples that make the data more probable improve the performance of the GEM algorithm.
- Section 4 presents recurrent backpropagation as a form of GEM. This framework extends the NEM noise benefit to RBP.
- Section 5 states and proves the theorems for noise-boosting RBP. Theorems 2 and 3 apply to noise-boosting RBP for recurrent neural classifiers and for recurrent neural regression models by injecting NEM noise into the output neurons. Theorems 4 and 5 extend the NEM benefit to noise injection into the hidden units of LSTM-RNN and GRU-RNN.
- Section 6 presents the simulation results that show that NEM noise improves the performance of the RBP. The NEM noise injects into the output layer or hidden units or into both. The NEM benefit holds for both additive and multiplicative noise injection in recurrent neural classifiers and regressors.

2. Backpropagation Invariance and the EM Algorithm

We first develop the main ideas behind the probabilistic formulation of neural networks and the connection between BP and the EM algorithm.

The key structure in the argument is the gradient identity \( \nabla \log p(y|x, \Theta^0) = \nabla Q(\Theta|\Theta^0) \) in (18)–(19) below. BP invariance refers to the left side of this gradient identity. BP invariance requires that the gradient \( \nabla \log p(y|x, \Theta^0) \) must equal the same BP learning laws for a given network architecture.

BP invariance holds for neural classifiers with softmax output neurons if the network’s output probability \( p(y|x, \Theta^0) \) is a one-shot multinomial probability or categorical distribution. Then the network’s output probability \( p(y|x, \Theta^0) \) corresponds to the roll of a K-sided die. The negative of the log-likelihood \( L = -\log p(y|x, \Theta^0) \) of the output equals the cross entropy. So minimizing the cross entropy maximizes the output log-likelihood \( L \).

BP invariance holds for a regression model if the output probability \( p(y|x, \Theta^0) \) is a vector normal density and if the output neurons are linear or identity units. Then the output log-likelihood \( L \) is proportional to the negative of the squared error. So minimizing the squared error equals maximizing the output log-likelihood \( L \). The parameter gradient \( \nabla_{\Theta} L \)
gives back the same BP learning laws for updating the final layer of synaptic weights.

BP invariance must also hold at each of the network’s k hidden layers \( h_1, \ldots, h_k \) for a given input \( x \). A deep neural network has at least two such hidden layers. We sometimes denote all or some of these hidden layers with the single symbol \( h \) for convenience. So the output probability at training iteration \( n \) has the form

\[
p(y | x, \Theta_n) = p(y | h_k, \ldots, h_1, x, \Theta_n).
\]

The layer likelihood of the network’s penultimate layer \( h_k \) is

\[
p(h_k | h_{k-1}, \ldots, h_1, x, \Theta_n).
\]

The layer likelihood of the first hidden layer \( h_1 \) is just

\[
p(h_1 | x, \Theta_n).
\]

The input data \( x \) can have its own prior \( p(x) \) or hyper-prior. We assume here that \( p(x) = 1 \). Then the multiplication theorem of elementary probability gives the total network likelihood \( p(y, h_k, \ldots, h_1, x | \Theta_n) \) as the product of the layer likelihoods [44]:

\[
p(y, h_k, \ldots, h_1, x | \Theta_n) = p(y | h_k, \ldots, h_1, x, \Theta_n) \times p(h_k | h_{k-1}, \ldots, h_1, x, \Theta_n) \times \cdots \times p(h_1 | x, \Theta_n).
\]

Taking logarithms gives the network’s total log-likelihood \( L_{\text{total}}(y, x | \Theta) \) as the sum of the \( k+1 \) layer log-likelihoods:

\[
L_{\text{total}}(y, x | \Theta) = \log p(y, h_k, \ldots, h_1 | x, \Theta_n)
\]

Fig. 2. Architecture of the long-short-term-memory (LSTM) recurrent neural network for the classification of the UCF-11 sports video dataset. We extracted image frames from videos at the rate of 1.4 frames per second and sampled 7 image frames from a video over a period of 5s. The convolutional layers of the trained convolutional neural network used the inception-v3 architecture [43]. The convolutional layers extracted features from the image frames and reduced the input space of each frame from \( 299 \times 299 \times 3 \) to \( 2048 \times 1 \). The extracted features for the 7 frames per video fed into the input layer of LSTM-RNN. The network used 256 hidden units. Weight matrix \( U \) connected the hidden memory to the output layer. The classifiers 11 output softmax neurons corresponded to the 11 pattern classes of videos encoded as unit bit vectors of length 11.

Fig. 3. Network architecture of the RNN regression models for predicting the time-series exchange rate of the US-dollar to the Indian rupee. The window size was \( T = 4 \) days. The trained LSTM-RNN and GRU-RNN regression models predicted the average exchange rate for a given date given the open price, high price, low price, and the average price for the previous 4 days.

O. Adigun and B. Kosko
The output activation vector was \( \mathbf{a}' = [0.6, 0.3, 0.1] \) with target vector \( \mathbf{y} = [1.0, 0.0, 0.0] \). The NEM noise came from picking random samples from a multivariate Gaussian probability density with mean vector \( \mathbf{1} \), identity covariance \( \mathbf{I} \), and that satisfied the NEM inequality in (41).

\[
L(y|x, \Theta') = L(h_1|x, \Theta') + \cdots + L(h_n|x, \Theta')
\]

where a given layer log-likelihood depends on the inputs from all the prior layers. So the shorthand symbol \( L(h_k|x, \Theta') \) stands for \( \log p(h_k|h_{k-1}, \ldots, h_1, x, \Theta') \). We often just write \( L \) when discussing the log-likelihood at a given layer.

The right side of the gradient identity \( \nabla \log p(y|x, \Theta') = \nabla Q(\Theta'|\Theta') \) in (18)–(19) describes the gradient step of the generalized EM algorithm in its iterative maximum-likelihood estimation of the parameter vector \( \Theta \). This result holds at each layer of the network even though for simplicity we will just describe the EM structure from the vantage point of the output layer.

The EM algorithm grows out of a simple rearrangement of the definition of conditional probability. Suppose measurable events \( A \) and \( B \) have positive probability for some probability measure \( P \). Suppose their intersection or joint occurrence \( A \cap B \) does as well: \( P(A \cap B) > 0 \). Then we can always rearrange the conditional probability \( P(B|A) \) from its ratio definition

\[
P(B|A) = \frac{P(A \cap B)}{P(A)}
\]

as

\[
P(A) = \frac{P(A \cap B)}{P(B|A)}.
\]

So we can rewrite an arbitrary unconditional probability \( P(A) \) in terms of any other measurable event \( B \) in the probability space’s sigma-algebra. This “EM trick” lets us invoke hidden variables at will.

The EM algorithm averages against the hidden posterior \( P(B|A) \). The posterior density \( P(B|A) \) conditions the hidden or unknown quantity \( B \) on the known quantity \( A \). Take the logarithm of (5). Then take the expectation of this difference of logarithms with respect to the hidden posterior \( P(B|A): \)

\[
\log P(A) = \mathbb{E}_{B|A}[\log P(A \cap B)] - \mathbb{E}_{B|A}[\log P(B|A)]
\]

\[
= Q(B|A) + H(B|A).
\]

The log-likelihood equality \( (7) \) follows because \( P(A) \) does not depend on \( B \):

\[
\mathbb{E}_{B|A}[\log P(A)] = P(B|A)\log P(A) + P(B'|A)\log P(A)
\]
estimates a parameter vector $\Theta$ given the current data as we explain below in the context of a neural network. Then the $M$-step maximizes $Q(\Theta|\Theta_n)$ over all parameter choices of $\Theta$ given the current estimate of $\Theta_n$. Generalized EM weakens the total maximization of $Q(\Theta|\Theta_n)$ to the partial maximization of a gradient step based on $\nabla Q(\Theta|\Theta_n)$.

The EM algorithm replaces the event $A$ with a neural-network conditional probability density $p(y|x, \Theta)$ for network output $y$ and input $x$. The parameter vector $\Theta$ describes all network parameters. This includes
all synaptic weights between and among all layers of neurons. Then the EM trick brings the network’s hidden variable $h$ into the network probability $p(y|x, \Theta)$:

$$p(y|x, \Theta) = \frac{p(h, y|x, \Theta)}{p(h|x, \Theta)} \quad (11)$$

The hidden variable $h$ collects all the information about the hidden units or neurons. Then taking logarithms in (11) gives the basic log-likelihood structure of any neural network or any other input-output system that depends on parameters and hidden variables:

$$\log p(y|x, \Theta) = \log p(h, y|x, \Theta) - \log p(h|x, \Theta) \quad (12)$$

EM works with a current estimate $\Theta^t$ of the network parameters at time or iteration $n$. So it conditions current probabilistic knowledge of the hidden units $h$ on the current parameter estimate $\Theta^t$ and on the known input $x$ and the output $y$. The hidden posterior density $p(h|x, \Theta^t)$ captures just this information. Taking the expectation of (12) with respect to this EM density $p(h|x, \Theta^t)$ leads to the fundamental equality between the log-likelihood $\log p(y|x, \Theta)$ and the surrogate likelihood $Q(\Theta|\Theta^t)$ and the entropy $H(\Theta|\Theta^t)$:

$$\log p(y|x, \Theta) = \mathbb{E}_{h|x, \Theta^t}[\log p(y|x, \Theta)] \quad (13)$$

$$= \mathbb{E}_{h|x, \Theta^t}[\log p(h, y|x, \Theta)] - \mathbb{E}_{h|x, \Theta^t}[\log p(h|x, \Theta)] \quad (14)$$

$$= Q(\Theta|\Theta^t) + H(\Theta|\Theta^t) \quad (15)$$

The E-step of EM computes or estimates the surrogate likelihood $Q(\Theta|\Theta^t)$ at iteration $n$. This computation can involve sample-average Monte Carlo or other approximation techniques because $Q(\Theta|\Theta^t)$ is an ensemble expectation. Then the $M$-step maximizes $Q(\Theta|\Theta^t)$ over all $\Theta$ values to give the next parameter estimate $\Theta^{n+1} = \arg\max_\Theta Q(\Theta|\Theta^t)$. These two steps repeat until the algorithm converges at or near the peak of the nearest hill of probability or log-likelihood. Users often run several EM simulations from different random starting points on the log-likelihood surface and then keep the solution that corresponds to the highest probability peak.

EM’s ascent property ensures that the sequence of parameter estimates $\Theta_0, \Theta_1, \Theta_2, \ldots$ will converge to a local maximum-likelihood parameter estimate $\Theta^*$. This convergence occurs even though the algorithm updates only the surrogate likelihood function $Q(\Theta|\Theta^t)$ and not the likelihood function itself [45]. We now sketch the proof of the ascent property both for its own sake and because of its close relationship to the reduction of backpropagation to generalized EM in Theorem 1.

The EM ascent property depends on the fact that Shannon entropy minimizes cross entropy: $H(\Theta^t|\Theta^t) \leq H(\Theta|\Theta^t)$ for all parameter vectors $\Theta$. This entropy inequality follows in turn from Jensen’s inequality and the concavity of the logarithm. Then the entropy inequality and (13)–(15) imply that

$$\log p(y|x, \Theta^t) - \log p(y|x, \Theta^*) \geq H(\Theta|\Theta^*) - H(\Theta^t|\Theta^t) \geq 0 \quad (16)$$

for the $Q$-maximizing choice $\Theta = \Theta^{n+1}$. This gives the EM ascent property because the log-likelihood can only increase at each iteration:

$$\log p(y|x, \Theta^{n+1}) \geq \log p(y|x, \Theta^n) \quad (17)$$

when maximizing the surrogate likelihood: $Q(\Theta^{n+1}|\Theta^t) \geq Q(\Theta|\Theta^t)$.

The same entropy-based argument shows why backpropagation is a special case of generalized EM or GEM. GEM replaces the complete maximization in the M-step with the partial maximization of taking a gradient step up the log-likelihood surface. But the gradient of the entropy $H$ must be null at the Shannon-entropy minimum for a differentiable entropy $H: \forall H(\Theta|\Theta^t) = 0$. This gives the master equation $\nabla \log p = \nabla Q$ for the backpropagation noise-boosting that follows:

$$\nabla \log p(y|x, \Theta^t) = \nabla Q(\Theta|\Theta^t) + \nabla H(\Theta|\Theta^t) \quad (18)$$

$$= \nabla Q(\Theta|\Theta^t) \quad (19)$$

since Shannon entropy minimizes cross entropy. We here restate this recent result [15] as Theorem 1. We point out again that BP invariance requires that this gradient log-likelihood identity hold at the output layer and at each hidden layer.

**Theorem 1.** Backpropagation as Generalized Expectation Maximization

The backpropagation update equation for a differentiable likelihood function $p(y|x, \Theta)$ at epoch $n$

$$\Theta^{n+1} = \Theta^n + \eta \nabla \log p(y|x, \Theta)|_{\Theta^t \rightarrow \Theta^*} \quad (20)$$

equals the GEM update equation at epoch $n$

$$\Theta^{n+1} = \Theta^n + \eta \nabla_Q Q(\Theta|\Theta^t)|_{\Theta^t \rightarrow \Theta^*} \quad (21)$$

where GEM uses the differentiable $Q$-function

$$Q(\Theta|\Theta^t) = E_{p(h|x, \Theta^t)}[\log p(h, y|x, \Theta)] \quad (22)$$

and $\eta$ is the learning rate. The master gradient equation $\nabla \log p = \nabla Q(\Theta|\Theta^t)$ does require comment to see the connection to backpropagation. The right-hand side $\nabla Q(\Theta|\Theta^t)$ describes the gradient step of the GEM algorithm. The gradient $\nabla \log p(y|x, \Theta)$ on the left-hand-side depends on the network probability density $p(y|x, \Theta)$. It thus depends on the network structure as discussed above. This paper focuses on the two important cases of classification and regression. Classification picks the network probability $p(y|x, \Theta)$ as a one-shot multinomial or categorical distribution for $K$ output patterns or categories. So a pass through the network corresponds to the roll of a $K$-sided die. This structure arises in part from the 1-in-$K$ encoding of the $K$ target patterns or videos as $K$ unit bit vectors. It also arises from the use of softmax output neurons and

![Fig. 9. Noise-boosted accuracy performance of LSTM-RNN classifiers trained on the UCF-11 sports-action YouTube video dataset. The best accuracy resulted from additive NEM-noise injection in both the output and hidden neurons. (a) Noise injection in the output layer. (b) Noise injection in the hidden units. (c) Noise injection in both the output neurons and hidden neurons.](image-url)
a cross-entropy performance measure. Taking the logarithm of the overall multinomial probabilities gives the log-likelihood as the negative cross-entropy. So minimizing the cross-entropy maximizes the network likelihood. A direct calculation shows that the gradient of this cross-entropy gives back precisely the backpropagation learning laws [38].

The same backpropagation learning laws result for a regression network if the network probability \( p(y|x, \theta^o) \) is a multidimensional Gaussian probability and the output neurons have identity activation functions. Therefore its log-likelihood is proportional to the negative summed squared error if the covariance matrix is diagonal. Then minimizing the summed squared error again maximizes the network likelihood. Different network structures will give back the same invariant backpropagation learning laws if the user picks the appropriate output activation functions and performance measures.

We now show how to noise-boost backpropagation by way of noise-booster the EM algorithm.

3. Noise-Boosting the EM Algorithm

The Noisy EM Theorem shows that noise injection will speed up the EM algorithm on average if the noise obeys the NEM positivity condition [39,40]. The Noisy EM Theorem for additive noise states that a NEM noise benefit holds on average at each iteration \( n \) if the following positivity condition holds:

\[
E_{X,N|\Theta^o}[\log \frac{p(x+n|h,\Theta^o)}{p(x,h|\Theta^o)}] \geq 0. \tag{23}
\]

Then the surrogate-likelihood EM noise benefit

\[
Q(\Theta^o|\Theta^+)<Q_n(\Theta^+|\Theta^-) \tag{24}
\]

holds on average at iteration \( n \):

\[
E_{X,N|\Theta^o}[Q(\Theta^o|\Theta^-) - Q_n(\Theta^+|\Theta^-)] \leq E_{X,N^*}[Q(\Theta^+|\Theta^-) - Q(\Theta^+|\Theta^-)] \tag{25}
\]

where \( \Theta^- \) denotes the maximum-likelihood vector of parameters. The NEM positivity condition (23) has a simple form for Gaussian mixture models [46] and for classification and regression networks [15,38]. The intuition behind the NEM sufficient condition (23) is that some noise realizations \( n \) make a signal \( x \) more probable:

\[
f(x+n|\Theta) \geq f(x|\Theta). \tag{26}
\]

Taking logarithms gives the key log-likelihood ratio:

\[
\log \frac{f(x+n|\Theta)}{f(x|\Theta)} \geq 0. \tag{27}
\]

Taking expectations gives a NEM-like positivity condition. The proof of the NEM Theorem uses Kullback–Leibler divergence to show that the noise-boosted likelihood is closer on average at each iteration to the optimal likelihood function than is the noiseless likelihood [40]. The proofs of Theorems 4 and 5 below appeal to the average noise-based inequality (26).

The pointwise NEM inequality (26) also helps explain the observed NEM-based accuracy improvement in the simulated recurrent neural networks below. Consider the case of a classifier neural network \( N : \mathbb{R}^d \rightarrow \{0,1\}^K \) with the usual 1-in-K encoding for the network’s \( K \) output neurons with softmax or Gibbs activation. We assign each output training vector \( x \) to exactly one of the \( K \) unit-bit basis vectors \( \{0,0,0,\ldots,0,1,0,0,\ldots,0\} \), \( \{0,0,0,\ldots,0,0,1,0,\ldots,0\} \) based on the class membership of the corresponding input pattern vector \( x \). So we assign the input vector \( x \) from the \( k \)th pattern class to the \( k \)th output basis vector that has a 1 in the \( k \)th slot and has 0s elsewhere. The \( K \) softmax output neurons in (38) produce a discrete length-\( K \) probability vector \( \alpha^x \in \{0,1\}^K \). The softmax output neurons give rise to an output probability \( p(y|x, \theta) = \prod_{x \in K} \alpha^x_j p(y_j|x, \theta) \) as a one-shot multinomial probability density in accord with BP invariance. Then

\[
p(y_j + n_j|x, \Theta) \geq p(y_j|x, \Theta). \tag{28}
\]

We measure the classifier’s accuracy on a test set of \( T \) samples by dividing the number of correct classifications (true positives) by the number of trials. But an input \( x \) from category \( j \) leads to a correct classification if and only if the corresponding output activation is such that \( a^x_j = a^x_j \) for all \( i \) where again the non-negative softmax activation \( a^x_j \) sums to unity for each input vector \( x \). So the NEM-boost (28) from a probability-increasing noise realization \( N = n \) can only increase the chance that the output activation \( a^x_j^{NEM} \) wins the output competition for input \( x \) on average. The normalization effect of the softmax units likewise can only decrease the other \( K - 1 \) activations on average. A NEM-based accuracy argument also follows from the likelihood structure of the NEM sufficient condition in (38).

We also observe that the NEM positivity inequality (23) is not vacuous. This holds because the expectation in (23) conditions on the converged parameter vector \( \Theta^- \) rather than on the current estimated parameter vector \( \Theta^o \). Vacuity would result in the usual case of averaging a log-likelihood ratio. Take the expectation of the log-likelihood ratio

\[
\frac{\log f(x|\Theta)}{\log f(x|\Theta)} \quad \text{with respect to the probability density function } g(x|\Theta) \quad \text{to give}
\]

\[
E_{x}[\log \frac{f(x|\Theta)}{g(x|\Theta)}].
\]

Then Jensen’s inequality and the concavity of the logarithmetic mean imply that

\[
E_{x}[\log \frac{f(x|\Theta)}{g(x|\Theta)}] = \log \int f(x|\Theta)dx = \log 1 = 0.
\]

So \( E_{x}[\log \frac{f(x|\Theta)}{g(x|\Theta)}] \leq 0 \) holds. But the expectation in (23) does not in general lead to this cancellation of probability densities because the integrating density in (23) depends on the optimal maximum-likelihood parameter \( \Theta^- \) rather than on just \( \Theta^o \) [40]. So density cancellation occurs only when the NEM algorithm has converged to a local likelihood maximum because then \( \Theta^- = \Theta^o \).

The NEM theorem simplifies for a classifier network with \( K \) softmax output neurons. Then the additive noise must lie above the defining NEM hyperplane [15]. A similar NEM result holds for regression except that then the noise-benefit region defines a hypersphere. NEM noise can also inject into the hidden neurons. Theorems 2–5 extend these NEM results for recurrent classifiers and regression models.

4. Backpropagation Training of Recurrent Neural Networks

A recurrent neural network (RNN) has a form of controlled feedback in its throughput structure. This internal feedback structure endows the

![Fig. 10. Time-series data for the average daily exchange rate of the US dollar to the Indian rupee over the 9,697 business days from January 1980 to August 2017. The recurrent neural networks trained on the data from day 0 to day 8,000—from January 1980 to February 2011. We tested the RNN models on the exchange-rate data from day 8,001 to day 9,697—from March 2011 to August 2017.](image-url)
otherwise feedforward network with a dynamical structure. The feedback does not extend to the network output feeding back to become an input to the network. So the network's overall structure is still feedforward.

An RNN’s internal feedback lets it process sampled time-varying data. RNNs are suitable for data processing with long time-lag dependencies [3] such as speech and large-language-model processing, video classification, and stock price prediction [10]. An RNN takes an input over a discretized time window \( T \). The popular Long-Short-Term Memory (LSTM) network is a deep RNN that can process time-varying data [3]. LSTM-RNNs have outperformed many other methods in areas such as natural language processing, speech recognition, and handwriting recognition [20,47,48]. A single LSTM unit consists of \( I \) input neurons, \( J \) hidden units, and \( K \) output neurons. LSTM uses control gates for the input, hidden, and output layers. An input gate controls the input. A forget gate controls the hidden cells. An output gate controls the output [3].

An alternative RNN architecture is the Gated Recurrent Unit (GRU) network. A GRU network resembles an LSTM network because it also uses a gating mechanism. But a GRU network does so with fewer parameters than does an LSTM network [21]. This makes GRU training faster than LSTM training. A GRU network merges the output and forget gates into a single gate. It also merges the hidden cell and memory unit into one unit. GRU performance is similar to that of LSTM in areas such as music modeling and speech recognition [22]. We develop noise-boosted versions of both LSTM and GRU-RNNs. The simplest cases inject NEM noise additively or multiplicatively into only the output neurons. More complex versions inject NEM noise into the hidden units as well as into the output neurons.

4.1. Long Short-Term Memory (LSTM) Recurrent Neural Networks

This section develops the RBP learning algorithm for an LSTM recurrent network [3]. An LSTM network consists of \( I \) input neurons, \( J \) hidden neurons, and \( K \) output neurons. It also uses control gates for the input, hidden, and output layers. The input gate controls the input activation, the forget gate controls the hidden unit, and the output gate controls the output activation. These gates each have \( J \) neurons. The LSTM network captures the time dependency of the input data where the time index \( t \) takes values in \( \{1, 2, \ldots, T\} \). The backward pass propagates the error from the output layer back to the input layer and updates the network’s weights. We alternate these two directional passes until the network’s weights or parameters converge. The RBP seeks those weights that maximize the system performance or minimize the error function \( E(\Theta) \).

Appendix B presents RBP training algorithm for the LSTM-RNN. Appendix B.1 shows the forward pass across an LSTM-RNN. The forward pass propagates the input \( \{ x(t) \}_{t=1}^{T} \) over the network from the input layer through the gates and hidden units to the output layer. The choice of output activation depends on the network architecture of the output layer. The output neurons use softmax activation if the network is a classifier while the output activation for a regression model is an identity function [49,50].

Appendix B.2 presents the backward pass of RBP training with an LSTM-RNN. The backward pass shows the partial derivatives for updating the parameters of the network. The update rule for the network parameter \( \Theta \) after \( n \) training epochs follows from the following equation:

\[
\Theta^{n+1} = \Theta^n - \eta \nabla_{\Theta} E(\Theta)|_{\Theta_0=\Theta^n}
\] (29)

where \( \eta \) is the learning rate and \( \Theta \) can be any of the network parameters. Eqs. (B.15), (B.22), (B.23), (B.26)–(B.62), (B.64)–(B.67), (B.69)–(B.72), (B.75)–(B.79), (B.81)–(B.84), (B.87)–(B.90), (B.92), (B.93) give the partial derivatives of the LSTM-RNN parameters over the backward pass. The partial derivatives form the update or learning rules for the RBP training of an LSTM-RNN. The update or learning rules for the RBP training is the same for both classifier and regression models because of BP invariance.

4.2. Gated Recurrent Unit (GRU) Recurrent Neural Networks

Gated-recurrent-unit (GRU) models offer a recent alternative to the LSTM recurrent networks [21]. GRU networks resemble LSTM because
they both use gating mechanisms. But GRU networks use comparatively fewer gates. GRU networks merge the hidden cell and the hidden memory into a single unit. This reduces both the number of parameters and the computational cost. GRU networks also use an update gate and a reset gate. So there is no forget gate. GRU networks combine the internal cell and hidden memory into a single unit. This further reduces the number of network parameters.

The RBP training of a GRU-RNN iterates the forward pass of the input vector and the backward pass of the error over time index $t$. The forward pass propagates the input vector to the hidden units and gate to the output layer over the time index. The output layer has output activation $a(t)$ at time $t$. The backward pass propagates the error from the output layer back to the input layer and updates the network’s weights. We alternate these two directional passes until the network’s weights or parameters converge. RBP seeks those weights that maximize the system performance or minimize the error function $E(\Theta)$.

Appendix C gives the RBP algorithm for the GRU-RNN. Appendix C.1 gives the forward pass across a GRU-RNN. The forward pass feeds the input $\{x(t)\}_{t=1}^T$ and propagates the output through the hidden units and gates to the output layer. Similarly the output activation of the network depends on the structure of the architecture of the output layer. A classifier uses softmax activation and a regression model uses an identity activation. Appendix C.2 gives the backward pass across a GRU-RNN. The backward pass presents the partial derivatives and the error for training the parameters of the GRU-RNN. These partial derivatives form the update rules for training a GRU-RNN. These partial derivatives form the update rules for training a GRU-RNN with the RBP algorithm.

We turn next to noise-boosting RBP by way of BP invariance and the BP-GEM gradient identity $\nabla \log p(y|x, \Theta) = \nabla \log Q(\Theta|x)$ from (18)–(19).

5. NEM Noise Injection in Recurrent Backpropagation

We now show how to inject NEM noise into the RBP training of a recurrent neural network. The NEM noise can inject into both the output neurons and any of the hidden neurons. Extensive simulations show that classifiers tend to get the most benefit from noise injection into their output neurons. Regression models tend to get more benefit from noise injection into their hidden neurons. The sufficient condition for a NEM-noise benefit differs for classifier and regression model networks because these two types of networks have different output log-likelihoods that arise from BP invariance. The conditions are similar for additive and multiplicative noise injection.

The RBP trains RNNs so as to iteratively minimize some error function $E(\Theta)$. BP invariance implies that this is the same as iteratively maximizing the network log-likelihood $L$. The time-sampled version of the error function $E(\Theta)$ sums the error function’s corresponding time slices

$$E(\Theta) = \sum_{t=0}^{T-1} E(t)$$

where $E(t)$ is the output error at time $t$ and $1 \leq t \leq T$. RBP uses gradient descent or any of its variants to iteratively minimize $E(\Theta)$ with respect to the weights or parameters of the RNN [42]. The output-layer time-slice error $E(t)$ equals the cross entropy for a classifier network [50] and equals the squared error for a regression network at time $t$. The network’s total output log-likelihood $L(\Theta)$ takes the logarithm of the output conditional probability $p(y|x, \Theta)$ that itself factors in terms of both the time slices and the $K$ output neurons where $t_0 \in \{1, \ldots, T\}$. The error function simplifies as follows:

$$E(\Theta) = \sum_{t=0}^{T-1} E(t)$$

$$= -\sum_{t=0}^{T-1} \sum_{k=1}^{K} y_k(t)^T \log q_k(t)$$

$$= -\sum_{t=0}^{T-1} \log \left( \prod_{k=1}^{K} p_k(y_k(t)|x(t), \Theta) \right)$$

$$= -\sum_{t=0}^{T-1} \log \prod_{k=1}^{K} p_k(y_k(t)|x(t), \Theta)$$

$$= -\log \prod_{t=0}^{T-1} p(y(t)|x(t), \Theta)$$

$$= -\log p(y|x, \Theta)$$

$$= -L(\Theta).$$

So minimizing the error $E(\Theta)$ maximizes the log-likelihood $L(\Theta)$ for classification or regression for any other type of recurrent network whose global probability structure obeys BP invariance.

BP invariance ensures that the gradient $\nabla L$ gives back the same BP learning laws at a given layer. The output-layer probability density function $p(y(t)|x(t), \Theta)$ for classification is a categorical or one-shot multinomial probability density. $y(t) \sim Multinomial(a(t))$. So the recurrent classifier’s total conditional probability at the output layer is $p(y|x, \Theta) =
\[
\prod_{t=0}^{T} \prod_{k=1}^{K} a_k^{(i)(t)} \theta_k \theta_y \theta_x. \]

The probability density function of \( y^{(i)} \) for regression is the vector normal density: \( y^{(i)} \sim \mathcal{N}(\theta_{y}^{(i)} | \theta_{x}) \). So the recurrent regression model’s total output conditional probability at the output layer is \( p(y|x, \Theta) = \prod_{t=0}^{T} \prod_{k=1}^{K} a_k^{(i)(t)} \theta_k \theta_y \theta_x \). This layer likelihood can also approximate the likelihood of a hidden layer of rectified-linear-unit or ReLU neurons because such activations have the truncated-identity form \( \max(0, x) \). The likelihood function of a layer of logistic-sigmoid neurons has the form of a double cross entropy.

5.1. NEM Noise Injection in Recurrent Network’s Output Neurons

The sufficient condition for a NEM-noise benefit in a recurrent network depends on the output log-likelihood \( L \) because of BP invariance. So it depends both on the error function and the structure of the output neurons. Noise injection in hidden layers treats such layers as modified output layers in the recursive training \([38]\). So the NEM sufficient condition for a given layer also depends on that layer’s log-likelihood and thus in turn on that layer’s error function and the activation structure of the neurons in that layer in accord with (2)-(3).

We first derive the NEM noise-benefit conditions for noise injection into the output neurons of a recurrent classifier network and a recurrent regression network. The benefit condition for additive noise injection leads at once to a similar condition for multiplicative noise injection. This result generalizes to any measurable combination of the signal and noise because of the corresponding general result for noise-boosting \([40]\).

5.1.1. Noise-boosting an RBP Classifier

Recurrent neural classifiers also use Gibbs or softmax activation functions for their \( K \) output neurons:

\[
a_k^{(i)} = \frac{\exp(\theta_k^{(i)})}{\sum_{j=1}^{K} \exp(\theta_j^{(i)})} \tag{38}
\]

where \( a_k^{(i)} \) is the activation of the \( k \)-th output neuron and \( \theta_k^{(i)} \) is the input to the \( k \)-th output neuron at time \( t \). The classifier scheme also uses 1-in-\( K \) encoding for the time-varying patterns from the \( K \) pattern classes. So the ideal classifier maps a time-varying pattern from the \( K \) pattern class to the \( k \)-th basis vector \( e_k \) where the unit bit vector \( e_k \) has a 1 in the \( k \)-th slot and has 0s elsewhere.

We represent a time-varying signal or pattern \( x \) with its \( T \)-many ordered samples or time slices. Then the recurrent classifier’s error function \( E(\Theta) \) sums the output cross entropy over the \( T \) time slices for a given input \( x \):

\[
E(\Theta) = - \sum_{t=0}^{T} \sum_{k=1}^{K} y_k^{(i)(t)} \log a_k^{(i)(t)} \tag{39}
\]

where \( y_k^{(i)} \in \{0, 1\} \). BP invariance requires that the recurrent classifier’s output conditional probability \( p(y|x, \Theta) \) is a time-factored one-shot multinomial probability \( p(y|x, \Theta) = \prod_{t=0}^{T} \prod_{k=1}^{K} a_k^{(i)(t)} \theta_k \theta_y \theta_x \). Then the corresponding output log-likelihood \( L \) is just the negative of the cross entropy \( E(\Theta) \) from (31)-(37) and thus \( \log L = -E(\Theta) \). So RBP iteratively maximizes the log-likelihood function for a RNN classifier. We now restate the NEM theorem for an RNN classifier \([42]\). The theorem gives a sufficient condition for injecting beneficial additive noise in the classifier’s output neurons.

Theorem 2. NEM Noise Benefit for an RNN Classifier with Additive Noise Injection into the Output Neurons

The NEM noise-benefit positivity condition \((23)\) holds for the maximum-likelihood training of a classifier recurrent neural network with additive noise injection into its \( K \) output softmax neurons if the following hyperplane condition holds:

\[
\sum_{k=1}^{K} \left( \frac{1}{T} \sum_{t=0}^{T} (n^{(i)}_k \log a_k^{(i)}) \right) \geq 0 \tag{40}
\]

where the additive noise \( n^{(i)} \) injects into the output neurons and \( w^{(i)} \) is the output activation. Appendix A.1 shows the proof for Theorem 2. Fig. 1a shows the additive noise samples that inject in the output neurons of a classifier. The noise samples satisfy the inequality in (40). The noise samples below the NEM hyperplane satisfies the NEM positivity condition in (23) with respect to \( a^* = [0.6, 0.3, 0.1] \) and \( y = [1.0, 0.0, 0.0] \). The additive NEM noise samples in this case are the random samples from a multivariate Gaussian probability density function with mean vector \( \theta \), identity covariance \( I \), and satisfy the corresponding inequality condition in (40) with respect to \( a^* \) and \( y \). The additive NEM noise condition is not limited to Gaussian noise samples.

NEM noise can also inject multiplicatively into the output neurons of the recurrent classifier. Theorem 2 simplifies to the next corollary for multiplicative NEM noise injected into the output neurons of recurrent neural classifiers.

Corollary 1. Multiplicative NEM-Noise Injection into the Output Neurons of a Classifier

The NEM positivity condition \((23)\) holds for the maximum-likelihood
training of a recurrent classifier neural network with multiplicative noise injection into the output softmax neurons if the following condition holds:

\[ E_{Y, \text{h}, \text{a}^{(t)}} \left[ \sum_{t=1}^{T} ((n^{(t)} - 1) \cdot y^{(t)})^T \log a^{(t)} \right] \geq 0 \quad (41) \]

where \( n^{(t)} \) is the NEM noise that multiplies the output neuron with the output activation \( a^{(t)} \) and \( y^{(t)} \) is the Hadamard product.

The proof in this multiplicative case tracks the proof for additive NEM noise in a classifier’s output neurons from Appendix A.1. The proof replaces \( p(y + n, h(x, \theta)) \) with \( p(y-n, h(x, \theta)) \) in (A.2)–(A.6) where \( y-n \) denotes the pairwise multiplication of the signal vector \( y \) and the noise vector \( n \). The result gives the equivalent NEM positivity condition in (41).

Fig. 4 shows the multiplicative noise samples that inject into the output neurons of a recurrent neural classifier. The noise samples on left side of the NEM hyperplane satisfy the NEM positivity condition in (23) with respect to \( a' = [0.6, 0.3, 0.1] \) and \( y = [1.0, 0.0, 0.0] \). The multiplicative NEM noise samples in this case are the random samples from a multivariate Gaussian density with mean vector \( I \), identity covariance matrix \( I \), and satisfy the corresponding inequality condition in (41) with respect to \( a' \) and \( y \). The multiplicative NEM condition is not limited to Gaussian noise samples.

### 5.1.2. NEM Noise Injection in a Recurrent Regression Network

Regression networks approximate functions that take values in real vector spaces. A time-varying pattern defines a curve in such a space. Its sampled version defines a point in a finite product of such vector spaces. A time-varying pattern defines a curve in such a space. Its product of time-indexed log-likelihood functions. Then (37) shows how to inject multiplicative NEM noise into the output neurons of a recurrent regression network.

### 5.2. NEM Noise Injection into a RNN

The NEM positivity condition (23) holds for the maximum-likelihood training of a regression recurrent neural network with Gaussian target vector \( y^{(t)} \sim \mathcal{N}(\mu^{(t)}, \Sigma^{(t)}) \) and with additive noise injection into the output identity neurons if the following hyper-spherical inequality condition holds:

\[ E_{Y, \text{h}, \text{a}^{(t)}} \left[ \sum_{t=1}^{T} (y^{(t)} + n^{(t)} - a^{(t)})^T n^{(t)} \right] \leq 0 \quad (48) \]

where the noise \( n^{(t)} \) injects additively into the output neurons and where \( a^{(t)} \) is the output activation.

Appendix A.1 gives the proof of Theorem 3 and derives the hyper-spherical NEM condition.

Fig. 5 shows the additive noise samples that inject in the output neurons of a neural regression network and obey the hyper-spherical NEM-noise condition of Theorem 3. The noise samples inside the NEM sphere satisfy the NEM positivity condition in (23) with respect to \( a' = [1.0, 2.0, 1.0] \) and \( y = [2.0, 3.0, 2.0] \). The additive NEM noise samples in this case come from random samples from a multivariate Gaussian density with mean vector \( 0 \), identity covariance \( I \), and satisfy the corresponding inequality condition in (48) with respect to \( a' \) and \( y \). We point out again that the additive NEM condition is not limited to Gaussian noise samples.

### 5.3. NEM Noise Injection into a RNN’s Hidden Layers

We show next how to inject beneficial NEM noise into the hidden units of a RNN. This noise injection applies to both the LSTM and GRU-RNNs. The proof technique extends that in [38]. The RBP algorithm trains RNNs by iteratively maximizing the log-likelihood function \( L(\theta) \). Theorem 1 above states that the backpropagation is a form of generalized expectation maximization. Then maximizing the log-likelihood \( \log p(y|x, \theta) \) maximizes the differentiable Q-function

\[ Q(\theta | x) = E_{p(x, \text{h}, \text{a}^{(t)})} \log p(y | x, \theta) | x) \]

where \( x \) denotes the hidden or latent variables.

RBP depends on the time index \( t \). The RBP log-likelihood \( L(\theta) \) equals the product of time-indexed log-likelihood functions. Then (37) shows...
that the log-likelihood $L(\Theta)$ for RBP and the update rule for the $n$th training epoch with RBP and learning rate $\eta$ is

$$\Theta^{n+1} = \Theta^n + \eta \nabla L(\Theta)_{\Theta^n}$$

(51)

$$= \Theta^n + \eta \sum_{t=1}^{T} \nabla \log p(y^{(t)}, x, \Theta^n)_{\Theta^n}$$

(52)

$$= \Theta^n + \eta \sum_{t=1}^{T} \nabla \log p(y^{(t)}|x, \Theta^n)_{\Theta^n}$$

(53)

$$= \Theta^n + \eta \sum_{t=1}^{T} \nabla \log p(y^{(t)}, x, \Theta^n)_{\Theta^n}$$

(54)

because Theorem 1 shows that

$$\nabla \log p(y^{(t)}|x, \Theta^n)_{\Theta^n} = \nabla p(y^{(t)}|x, \Theta^n)_{\Theta^n}$$

(55)

The surrogiate likelihood Q-function for time $t$ has the form

$$Q(t)_{\Theta^n} = \sum_{z^{(t)}} p(z^{(t)}|y^{(t)}|, x, \Theta^n) \log p(z^{(t)}|y^{(t)}, x, \Theta^n)$$

(56)

where $z^{(t)}$ is the latent variable for the hidden units at time $t$. The computational cost of computing $p(z^{(t)}|y^{(t)}, x, \Theta^n)$ is high because it requires $T \times 2^M$ samples over the entire time window $T$. We can use Monte Carlo importance sampling to approximate $Q(t)_{\Theta^n}$ as in [38]. This approximation assumes Bernoulli random variable for latent variable $z^{(t)}$. This means that $z^{(t)}_j$ can take up either 0 or 1 and the conditional probabilities are

$$p(z^{(t)}_j = 1|x, \Theta^n) = q^{(t)}_j$$

(57)

$$p(z^{(t)}_j = 0|x, \Theta^n) = 1 - q^{(t)}_j$$

(58)

where $q^{(t)}_j$ is the activation of the $j$th neuron in the hidden unit $z^{(t)}$. The neurons in each single unit are independent so the joint probability density function factors into product of marginals

$$p(z^{(t)}|x, \Theta^n) = \prod_{j=1}^{M} p(z^{(t)}_j|x, \Theta^n)$$

(59)

$$= \prod_{j=1}^{M} (q^{(t)}_j)^{z^{(t)}_j} (1 - q^{(t)}_j)^{1 - z^{(t)}_j}$$

(60)

where $z^{(t)}_j \in \{0, 1\}$. The conditional probability $p(z^{(t)}|y^{(t)}, x, \Theta^n)$ for the hidden unit $z^{(t)}$ is as follows:

$$p(z^{(t)}|y^{(t)}, x, \Theta^n) = \frac{p(z^{(t)}|y^{(t)}, x, \Theta^n)}{p(y^{(t)}|x, \Theta^n)}$$

(61)

$$= \frac{\sum_{z^{(t)}} p(y^{(t)}|z^{(t)}|, x, \Theta^n) p(z^{(t)}|x, \Theta^n)}{\sum_{z^{(t)}} p(y^{(t)}|z^{(t)}|, x, \Theta^n) p(z^{(t)}|x, \Theta^n)}$$

(62)

Monte Carlo estimator of $p(z^{(t)}|x, \Theta^n)$ in (62). The importance-sampling approximation for the conditional probability density function is

$$p(z^{(t)}|y^{(t)}, x, \Theta^n) \approx \frac{\sum_{m=1}^{M} \delta_{z^m}(z^{(t)} - z^{(t)}) p(y^{(t)}|z^{(t)}, x, \Theta^n)}{\sum_{m=1}^{M} p(y^{(t)}|z^{(t)}), x, \Theta^n)}$$

(64)

$$= \sum_{m=1}^{M} \delta_{z^m}(z^{(t)} - z^{(t)}) y^{(m)}$$

(65)

where the parameter $y^{(m)}$ is

$$p(z^{(t)}|y^{(t)}, x, \Theta^n) = \frac{p(y^{(t)}|z^{(t)}, x, \Theta^n)}{\sum_{m=1}^{M} p(y^{(t)}|z^{(t)}), x, \Theta^n)}$$

(66)

and $z^{(t)}$ is the $n$th samples for latent variable $z$ at time $t$. The term $y^{(m)}$ measures the relative importance of sample $z^{(m)}$ with respect to other samples. The Monte Carlo approximation for $Q(t)_{\Theta^n}$ is

$$Q(t)_{\Theta^n} \approx \sum_{m=1}^{M} \sum_{t=1}^{T} \left( y^{(m)} \delta_{z^m}(z^{(t)} - z^{(t)}) \times \left[ \log p(z^{(t)}|x, \Theta^n) + \log p(y^{(t)}|z^{(t)}|, x, \Theta^n) \right] \right)$$

(67)

$$\approx \sum_{m=1}^{M} \log p(y^{(t)}|z^{(t)}), x, \Theta^n) + \log p(y^{(t)}|z^{(t)}), x, \Theta^n)$$

(68)

The Monte Carlo approximation for the noisy surrogate likelihood $Q_n(t)_{\Theta^n}$ is

$$Q_n(t)_{\Theta^n} \approx \sum_{m=1}^{M} \sum_{t=1}^{T} \left( \log p(y^{(t)}|z^{(t)}), x, \Theta^n) + \log p(y^{(t)}|z^{(t)}), x, \Theta^n) \right)$$

(69)

$$\approx \sum_{m=1}^{M} \log p(z^{(t)} + n^{(t)}|x, \Theta^n) + \log p(y^{(t)}|z^{(t)}), x, \Theta^n)$$

(70)

We saw above that the log-likelihood factors as follows:

$$\log p(y|x, \Theta^n) = Q(t)_{\Theta^n} + H(t)_{\Theta^n}$$

where $Q(t)_{\Theta^n}$ sums the time-indexed surrogate likelihoods $Q(t)_{\Theta^n}$ over $1 \leq t \leq T$. Then the log-likelihood $L(\Theta)$ for the RNN is

$$L(\Theta) = \sum_{t=1}^{T} \log p(y^{(t)}|x, \Theta^n)$$

(71)

$$= \sum_{t=1}^{T} \left( Q(t)_{\Theta^n} + H(t)_{\Theta^n} \right)$$

(72)

$$= Q(t)_{\Theta^n} + H(t)_{\Theta^n}$$

(73)

where $Q(t)_{\Theta^n}$ sums the time-indexed surrogate likelihoods $Q(t)_{\Theta^n}$ over $1 \leq t \leq T$. Next we derive sufficient conditions for NEM noise injection in the hidden units of LSTM and GRU recurrent networks.

5.2.1. NEM Noise Injection into the Hidden Units of a Long Short-Term Memory (LSTM) RNN

The next result shows how to inject NEM noise into the hidden units of an LSTM network. An LSTM-RNN uses three sigmoidal gates: the input, forget, and output gates. The hidden variable $z^{(t)}$ denotes the gates. The terms $i^{(t)}, f^{(t)},$ and $o^{(t)}$ represent the respective activations for input, forget and output gates. These gates are statistically independent. The terms $z^{(t)}_i, z^{(t)}_f$, and $z^{(t)}_o$ are the respective latent variables for the input, forget, and output gates. The conditional probability density function $p(z^{(t)}|x, \Theta^n)$ is
where the noises $n^i_t$, $n^o_t$, and $n^r_t$ are the respective noise injections into the input, forget, and output gates. Then the noise-injected likelihood has the form

$$p(z^i_0 + n^i_0 | x, \Theta) = p(z^i_0 | x, \Theta) + n^i_0, \quad z^i_t + n^i_t, \quad z^o_t + n^o_t \quad (76)$$

$$p(z^o_0 + n^o_0 | x, \Theta) = p(z^o_0 | x, \Theta) + n^o_0, \quad z^r_t + n^r_t, \quad z^r_t + n^r_t, \quad z^o_0 + n^o_0 \quad (77)$$

Putting (56) in (51) gives the noisy surrogate likelihood

$$E_{x, y, x, \Theta} \left[ \log \frac{p(z + n, y, x, \Theta)}{p(z | y, x, \Theta)} \right] \geq 0. \quad (78)$$

This inequality reduces to

$$E_{x, y, x, \Theta} \left[ \sum_{t=1}^{T} \left( \left( n^i_t \right)^{T} \log \frac{f^i_t}{1 - f^i_t} + \left( n^o_t \right)^{T} \log \frac{f^o_t}{1 - f^o_t} \right) ight] \geq 0. \quad (79)$$

where the noises $n^i_t$, $n^o_t$, and $n^r_t$ inject additively into the respective input, forget, and output gates at time $t$. The terms $f^i_t$, $f^o_t$, and $f^r_t$ denote the activations for the respective input, forget, and output gates. Appendix A.2 presents the proof for Theorem 4. The NEM noise can also inject multiplicatively into the hidden units (gates) of the LSTM-RNN. Theorem 4 simplifies to the following corollary with multiplicative NEM noise into the gates of the LSTM-RNN.

**Corollary 3.** Multiplicative NEM Noise Injection into the Hidden Neurons of an LSTM-RNN

A NEM noise benefit holds for iterative maximum-likelihood training of an LSTM-RNN with multiplicative noise injection into the hidden units (gates) if the following positivity condition holds:

$$E_{x, y, x, \Theta} \left[ \log \frac{p(z + n, y, x, \Theta)}{p(z | y, x, \Theta)} \right] \geq 0. \quad (80)$$

This inequality reduces to

$$E_{x, y, x, \Theta} \left[ \sum_{t=1}^{T} \left( (z^i_t - n^i_t)^{T} \log \frac{d^i_t}{1 - d^i_t} 
+ (z^o_t - n^o_t)^{T} \log \frac{d^o_t}{1 - d^o_t} 
+ (z^r_t - n^r_t)^{T} \log \frac{d^r_t}{1 - d^r_t} \right) \right] \geq 0. \quad (81)$$

where $\ast$ is the Hadamard product, the noises $n^i_t$, $n^o_t$, and $n^r_t$ inject multiplicatively into the respective input, forget, or output gates at time $t$. The terms $d^i_t$, $d^o_t$, and $d^r_t$ are the activations for the respective input, forget, or output gates.

The proof for Corollary 3 follows from replacing the additive noise with a multiplicative version in Appendix A.2. The proof replaces $p(z + n, h(x), \Theta)$ with $p(z + n, h(x), \Theta)$ in (A.26)-(A.32). The result gives the positivity condition in (81).

5.2.2. NEM Noise Injection into the Hidden Units of a Gated-Recurrent-Unit GRU-RNN

Noise injection into the hidden units of a GRU-RNN has the same form as in the case of an LSTM-RNN. The GRU gating mechanism differs from that of the LSTM because the GRU uses two gates (update and reset) instead of three gates. The terms $d^i_t$ and $r^i_t$ represent the respective activations for update and reset gates. The terms $z^u_t$ and $z^r_t$ are the respective latent variables for the update and reset gates. These gates are also statistically independent. Then the likelihood $p(z^i_t | y, x, \Theta)$ has the factored form

$$p(z^i_t | y, x, \Theta) = p(z^i_t, z^r_t | y, x, \Theta)$$

$$= p(z^i_t | y, x, \Theta) p(z^r_t | y, x, \Theta). \quad (82)$$

The terms $n^i_t$ and $n^r_t$ are the respective noise injections into the update and reset gates. The noise likelihood $p(z^i_t + n^i_t | y, x, \Theta)$ has the related factored form

$$p(z^i_t + n^i_t | y, x, \Theta) = p(z^i_t + n^i_t, z^r_t + n^r_t | y, x, \Theta)$$

$$= p(z^i_t + n^i_t) p(z^r_t + n^r_t | y, x, \Theta). \quad (83)$$

**Theorem 5.** Injecting NEM Noise into the Hidden Neurons a GRU-RNN

A NEM noise benefit holds for iterative maximum-likelihood training of a GRU-RNN with noise injection into the hidden units (gates) if the following positivity condition holds:

$$E_{x, y, x, \Theta} \left[ \log \frac{p(z + n, y, x, \Theta)}{p(z | y, x, \Theta)} \right] \geq 0. \quad (86)$$

The inequality reduces to

$$E_{x, y, x, \Theta} \left[ \sum_{t=1}^{T} \left( (n^i_t)^{T} \log \frac{d^i_t}{1 - d^i_t} + (n^r_t)^{T} \log \frac{d^r_t}{1 - d^r_t} \right) \right] \geq 0. \quad (87)$$

where the noises $n^i_t$ and $n^r_t$ inject into the respective update and reset gates. The terms $d^i_t$ and $r^i_t$ are the activations for the respective update and reset gates at time $t$. Appendix A.2 presents the proof for Theorem 5. The NEM noise can also inject multiplicatively into the hidden units (gates) of a GRU-RNN. Theorem 4 simplifies to the following corollary with multiplicative NEM noise into the gates of a GRU-RNN.

**Corollary 4.** Multiplicative NEM Noise Injection into the Hidden Neurons of a GRU-RNN

A NEM noise benefit holds for iterative maximum-likelihood training of a GRU-RNN with multiplicative noise injection into the hidden units (gates) if the following positivity condition holds:

$$E_{x, y, x, \Theta} \left[ \log \frac{p(z + n, y, x, \Theta)}{p(z | y, x, \Theta)} \right] \geq 0. \quad (88)$$

and this simplifies to

$$E_{x, y, x, \Theta} \left[ \sum_{t=1}^{T} \left( (z^i_t - n^i_t)^{T} \log \frac{d^i_t}{1 - d^i_t} 
+ (z^r_t - n^r_t)^{T} \log \frac{d^r_t}{1 - d^r_t} \right) \right] \geq 0. \quad (89)$$

where $\ast$ is the Hadamard product, the noises $n^i_t$ and $n^r_t$ are the respective multiplicative noise injections into the update and reset gates at time $t$. The terms $d^i_t$ and $r^i_t$ are the respective activations for update and reset gates. The proof for Corollary 4 follows from replacing the additive noise with a multiplicative version in Appendix A.2. The proof replaces $p(z + n, h(x), \Theta)$ with $p(z + n, h(x), \Theta)$ in (A.26)-(A.32). The result gives the positivity condition in (81).
p(z|x, h; θ) in (A.26)–(A.32). The result gives the positivity condition in (89). Algorithm 1 summarizes the process of injecting the additive NEM noise into the hidden and output neurons of a GRU classifier. This also extends to other modifications such as GRU regression model, multiplicative noise, and LSTM-RNNs with the appropriate modifications.

Algorithm 1: The NEM-RBP algorithm for a GRU classifier with additive NEM noise injection in the hidden and output neurons.

Data: M time-dependent input vectors \([x_1, \ldots, x_M]\), the corresponding target label vectors \([y_1, \ldots, y_M]\), number of training epochs \(R\), time offset \(t_b\), and the time window \(T\).

Result: Trained GRU classifier weights \(\theta\).

While epoch \(r = 1 \rightarrow R\)

While training data number \(m = 1 \rightarrow M\)

\(\triangleright\) Compute the forward pass of the input data \(x_m = (x_m^0, \ldots, x_m^T)\) forward through the GRU classifier using (C.1)–(C.8).

\(\triangleright\) Compute the corresponding output softmax activation vector \(a_m^e = (a_m^{e1}, \ldots, a_m^{eN})\) using (38).

\(\triangleright\) Noise injection in the output neurons

For \(t = t_b, \ldots, T\)

\(\triangleright\) Generate output noise vector \(n_m^e\)

if \(n_m^e \cdot \log(a_m^e)/\|a_m^e\| > 0\) then

\(\triangleright\) Add NEM noise: \(y_m^e = y_m^e + n_m^e\);

else

\(\triangleright\) Do nothing.

\(\triangleright\) Compute the cross entropy between \(a_m^e\) and \(y_m = \{y_m^0, \ldots, y_m^T\}\) using (39).

\(\triangleright\) Back-propagate the error.

\(\triangleright\) Noise injection in the input and output gates

For \(t = 1, \ldots, T\)

\(\triangleright\) Generate hidden noise vectors \(n_m^w\) and \(n_m^h\)

if \(n_m^w \cdot \log(d_m^w)/\|d_m^w\| > 0\) then

\(\triangleright\) Add NEM noise: \(d_m^w = d_m^w + n_m^w\);

else

\(\triangleright\) Do nothing.

if \(n_m^h \cdot \log(d_m^h)/\|d_m^h\| > 0\) then

\(\triangleright\) Add NEM noise: \(d_m^h = d_m^h + n_m^h\);

else

\(\triangleright\) Do nothing.

6. Simulation Results

We simulated the NEM noise algorithms for RBP training on recurrent classifiers and regression models. The recurrent classifiers had either a long-short-term-memory or gated-recurrent-unit structure. The same held for the recurrent regression models. We first present the simulation results for the recurrent classifiers.

We trained recurrent neural classifiers on the standard UCF-11 sports-action YouTube video dataset [23,24]. The dataset consists of 11 categories of videos. The simulated RNNs had both long-short-term-memory (LSTM) and gated-recurrent-unit (GRU) architectures. We injected both additive and multiplicative NEM noise during the RBP training of the RNN video classifiers. Fig. 2 shows the architecture of the RNN classifiers.

We extracted 30,000 training samples from the UCF-11 videos that consist of the following 11 categories: basketball shooting, cycling, diving, golf-swing, horse riding, soccer juggling, swinging, tennis swinging, trampoline jumping, volleyball spiking, and walking. We used 5:1 data splits for training and testing. So we used 6,000 video-clip samples for testing the network after training. Each training instance had 7 image frames from a sports-action video at the rate of 1.4 frames per second. Each image frame in the dataset had 299 × 299 × 3 pixels. So the size of each input was 299 × 299 × 3 × 7.

Convolutional filters in the RNN extracted features from the images and reduced the dimension of the input pattern space. Fig. 8 shows the structure of the convolutional layers. The convolutional layers of a trained inception-v3 network [43] extracted the features. It reduced the dimension of each image to 2048 × 1. This reduced the dimension of each input to 2048 × 1 × 7. We fed the extracted features into the input neurons of the RNN classifier and tried different numbers of hidden neurons.

The hidden gates and memory all had the same number of neurons for each trial. The output layer had 11 softmax neurons that coded for the 11 categories of sports actions in the dataset. Fig. 7 shows 7 sampled consecutive frames from a video in the diving category.

We compared RBP training without noise, RBP training with blind noise, and RBP training with NEM noise. We also compared noise injection in the output layer only, in the hidden layers only, and in both the output and hidden neurons. We found the best performance with NEM noise injection in both the hidden and output units.

6.1. Noise-boosted LSTM-RNN classifiers

We trained noise-boosted recurrent LSTM classifiers on the UCF-11 sports-video dataset [23,24]. Table 1 shows the classification accuracy for different noise-boosted RBP training regimens. Injecting additive blind noise had little effect on the RNN’s classification accuracy. It slightly increased the classification accuracy in some cases and it reduced it in others. Total blind-noise injection in the hidden and output neurons decreased the classification accuracy by 1.15%. This accuracy change used noiseless RBP as the baseline. The noiseless case had a classification accuracy of 87.21% with LSTM-RNN.

Fig. 9 shows that additive NEM noise improved classification accuracy in all cases compared with noiseless RBP and blind-noise injection. Additive NEM noise also outperformed multiplicative NEM noise in all cases. The best performance occurred with total additive NEM-noise injection in both the output neurons and in all hidden units. This gave 96.70% classification accuracy. This was an increase of 9.51% over the noiseless classification accuracy. The extra computation involved in the NEM-noise injection was slight.

Table 2 shows that additive NEM noise injection speeded up training more than did multiplicative noise. Both gave far more pronounced speed-ups than did blind-noise injection. The best speed-up occurred with total additive NEM-noise injection in both the output neurons and in all hidden units. This total NEM-noise injection took 60 fewer training epochs to reach the baseline value than did noiseless RBP. Total multiplicative NEM-noise injection took nearly 18 fewer epochs to reach the same value.

6.2. Noise-boosted Gated-Recurrent-Unit Classifiers

We also trained noise-boosted recurrent GRU classifiers on the UCF-11 sports-video dataset [23,24]. Table 3 shows the classification accuracy for different RBP training regimens. Additive injection of NEM noise in both the hidden and output neurons increased the classification accuracy by 3.02%. Multiplicative NEM-noise injection in both the hidden and output neurons increased the accuracy by 2.25%. Injecting blind noise or dither only slightly improved the classification accuracy.

Table 4 shows that NEM noise injection also speeded up the training of the GRU RBP classifier. The best speed-up came from additive NEM-noise injection in both the hidden and output neurons. It took 28% fewer epochs than the noiseless RBP to reach the baseline accuracy value of 92.10%. The baseline value was the cross entropy value that noiseless RBP achieved on the test set after training for 100 epochs. Multiplicative NEM-noise injection in the same neurons took 21% fewer epochs than noiseless RBP training.

6.3. Noise-boosted RNN Regression Model

We tested how well RNN regression models predicted a known time series of currency exchange rates [52]. The RNN regressors trained and tested on the dollar-rupee exchange rates from January 1980 to August
Classification accuracy of LSTM on the UCF-11 sports-action YouTube video dataset with injected blind noise and NEM noise with RBP training. The baseline accuracy of noiseless RBP was 87.21% and all training was for 100 epochs. Additive NEM noise outperformed multiplicative NEM noise. Both outperformed injecting blind noise. The best NEM-noise injection increased the accuracy by 9.51% over noiseless RBP.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output</td>
<td>Hidden</td>
</tr>
<tr>
<td>RBP with blind noise</td>
<td>85.50%</td>
<td>91.17%</td>
</tr>
<tr>
<td>RBP with NEM noise</td>
<td>93.55%</td>
<td>95.66%</td>
</tr>
</tbody>
</table>

Training speed-up due to noise injection in recurrent GRU classifiers trained on the UCF-11 sports-video YouTube dataset. All training was for 100 epochs. The baseline cross entropy was the cross entropy of noiseless RBP after 100 epochs.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output</td>
<td>Hidden</td>
</tr>
<tr>
<td>RBP with blind noise</td>
<td>26%</td>
<td>11%</td>
</tr>
<tr>
<td>RBP with NEM noise</td>
<td>26%</td>
<td>15%</td>
</tr>
</tbody>
</table>

Noise-boosted LSTM-RNN Regression

Simulations showed that NEM-noise boosted LSTM RBP with NEM noise outperformed ordinary noiseless RBP and outperformed RBP with injected blind noise. Fig. 12 and Table 5 show these squared-error results for the additive noise injection. The same relationships held for additive and multiplicative noise injection. Fig. 13 shows the performance for the multiplicative noise injection. The baseline squared error was the average squared error of the noiseless LSTM-RNN that had trained for 100 epochs.

Blind noise also reduced the error but not as much as NEM-noise injection did. The best exchange-rate prediction in terms of the averaged squared error came from injecting additive NEM noise in both the hidden and output neurons. This also gave the fastest convergence in training. It took fewer training epochs for the NEM-noise-boosted RNN to reach the baseline squared-error value of 2.087. Table 6 shows the training speed-up from noise injection.

RBP training with blind noise outperformed RBP without noise. This result held for noise injection in the output layer only, in the hidden layer only, and in both the hidden and output layers. Fig. 11 shows that the best result was for additive NEM injection in both the hidden and output layers. This blind-noise benefit may reflect some form of a stochastic-resonance noise benefit for threshold-like systems [25,28,31]. Tables 5 and 6 show that blind noise injection helped slightly but not as much as NEM-noise injection helped. The tables also show that the best LSTM RBP performance was with NEM noise injection in both the hidden and output layers. This held both for reducing the average squared error.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output</td>
<td>Hidden</td>
</tr>
<tr>
<td>Blind noise</td>
<td>1.689</td>
<td>2.465</td>
</tr>
<tr>
<td>NEM noise</td>
<td>1.490</td>
<td>1.636</td>
</tr>
</tbody>
</table>

Classification accuracy of GRU on the UCF-11 YouTube sports-video dataset for injected blind noise and NEM noise with RBP training. The baseline accuracy of noiseless RBP was 92.10%. Additive NEM noise outperformed multiplicative NEM noise. Both outperformed injecting multiplicative blind noise. The best NEM-noise result increased the accuracy by 3.02% over noiseless RBP. The models trained over 100 epochs.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output</td>
<td>Hidden</td>
</tr>
<tr>
<td>RBP with blind noise</td>
<td>93.83%</td>
<td>93.62%</td>
</tr>
<tr>
<td>RBP with NEM noise</td>
<td>94.92%</td>
<td>94.52%</td>
</tr>
</tbody>
</table>
The NEM noise-benefit positivity condition \((\ref{eq:31})\) holds for the maximum-likelihood training of a classifier recurrent neural network with additive noise injection.

\[
\log a_t \geq t \geq 0
\]

where the additive noise \(a_t^{(i)}\) injects into the output neurons and \(a_t^{(i)}\) is the output activation.

**Proof.** Eqs. (31) and (37) show that the RNN classifier’s output cross entropy \(E(\Theta)\) equals the sum of the negative log-likelihood functions over time \(t \in \{0, t_0 + 1, \ldots, T\}\) where \(t_0 \in \{1, \ldots, T\}\). So \(p(y|x, \Theta) = \exp(-E(\Theta))\). This shows again that minimizing the cross entropy \(E(\Theta)\) maximizes the log-likelihood \(L(\Theta)\).

**Table 6**
Training speed-up due to noise injection in LSTM-RNN regression models trained on the dollar-rupee exchange-rate dataset. All training was for 100 epochs. Additive NEM-noise injected into the hidden and output neurons gave the best performance. It reached the baseline squared-error value 2.087 in 38% fewer steps than did noiseless RBP.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output Hidden</td>
<td>Output &amp; Hidden</td>
</tr>
<tr>
<td>Blind noise</td>
<td>–24%</td>
<td>–12%</td>
</tr>
<tr>
<td>NEM noise</td>
<td>20%</td>
<td>36%</td>
</tr>
</tbody>
</table>

**Table 7**
Predictive accuracy of noise-injected GRU-RNN regression models trained on the dollar-rupee exchange-rate dataset. Each entry shows the average squared error after training for 100 epochs. The baseline squared-error value of 1.508 was the squared error of noiseless RBP after 100 training epochs. Additive NEM-noise injection in both hidden and output neurons gave the best performance.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output Hidden</td>
<td>Output &amp; Hidden</td>
</tr>
<tr>
<td>Blind noise</td>
<td>1.566</td>
<td>1.463</td>
</tr>
<tr>
<td>NEM noise</td>
<td>1.425</td>
<td>1.362</td>
</tr>
</tbody>
</table>

**Table 8**
Training speed-up due to noise injection in GRU-RNN regression models trained on the dollar-rupee exchange-rate dataset. All training was for 100 epochs. Multiplicative NEM-noise injected into the hidden and output neurons gave the best performance. It speeded up training by 37% over noiseless RBP while additive NEM-noise injection speeded training by 32%.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Additive Noise</th>
<th>Multiplicative Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output Hidden</td>
<td>Output &amp; Hidden</td>
</tr>
<tr>
<td>Blind noise</td>
<td>–10%</td>
<td>10%</td>
</tr>
<tr>
<td>NEM noise</td>
<td>28%</td>
<td>27%</td>
</tr>
</tbody>
</table>

7. Conclusion

Careful noise injection improved the convergence and the accuracy of recurrent backpropagation for both classification and regression with LSTM and GRU recurrent neural networks. Simulations confirmed the noise benefits that the corresponding noise-benefit theorems predicted will hold on average. These results extend the recent noise-boosting of the simple backpropagation algorithm. The noise-boosting itself depends on the facts that the backpropagation algorithm is a special case of the generalized Expectation–Maximization algorithm and that noise can always boost the EM algorithm on average. This NEM formulation of recurrent backpropagation confirms that the algorithm is a statistical model.
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The NEM sufficient condition (23) simplifies to the product of exponentiated output activations over time \( t \) and each with \( K \) output neurons. Then additive noise injection gives

\[
p(y + n, h| x, \Theta) = \frac{p(y + n, h| x, \Theta)}{p(h| x, \Theta) p(y| h, x, \Theta)}
\]

(A.2)

\[
p(y + nh, x, \Theta) = \frac{p(y + nh, x, \Theta)}{p(y| h, x, \Theta)}
\]

(A.3)

\[
p(y) = \prod_{t=0}^{T} p(y[t]| h| x, \Theta) = \prod_{t=0}^{T} p(y[t]| h| x, \Theta)
\]

(A.4)

\[
= \prod_{t=0}^{T} \left( \prod_{k=1}^{K} (a[t]_{k}^{(y[t])} + n[t]) \right)^{2} \prod_{k=1}^{K} (a[t]_{k}^{(y[t])})
\]

(A.5)

\[
= \prod_{t=0}^{T} \left( \prod_{k=1}^{K} (a[t]_{k}^{(y[t])}) \right)^{2}
\]

(A.6)

So the NEM positivity condition in (23) becomes

\[
E_{y, h, n} \left[ \log \prod_{t=0}^{T} \left( \prod_{k=1}^{K} (a[t]_{k}^{(y[t])}) \right) \right] \geq 0.
\]

(A.7)

This simplifies to the inequality

\[
E_{y, h, n} \left[ \sum_{t=0}^{T} \sum_{k=1}^{K} n[t] \log (a[t]_{k}^{(y[t])}) \right] \geq 0.
\]

(A.8)

The inner sum is the inner product of \( n[t] \) with \( a[t]^{(y[t])} \). Then we can rewrite (A.8) as the hyperplane inequality

\[
E_{y, h, n} \left[ \sum_{t=0}^{T} n[t] a[t]^{(y[t])} \log a[t]^{(y[t])} \right] \geq 0.
\]

(A.9)

Theorem 3. RBP Noise Benefit for a Regression RNN with Additive Noise Injection into the Output Neurons.

The NEM positivity condition (23) holds for the maximum-likelihood training of a regression recurrent neural network with Gaussian target vector \( y^{(t)} \) and \( \mathcal{N}(y^{(t)}| a^{(y[t])}, I) \) with additive noise injection into the output identity neurons if the following inequality condition holds:

\[
E_{y, h, n} \left[ \sum_{t=0}^{T} \left| y[t] + n[t] - a[t]^{(y[t])} \right|^{2} \right] - E_{y, h, n} \left[ \sum_{t=0}^{T} \left| y[t] - a[t]^{(y[t])} \right|^{2} \right] \leq 0
\]

(A.10)

where the noise \( n[t] \) injects additively into the output neurons and where \( a[t]^{(y[t])} \) is the output activation.

Proof. The error function \( E(\Theta) \) is the squared error for a regression network [15]. We first show that minimizing the squared error \( E(\Theta) \) is the same as maximizing the likelihood function \( L(\Theta) \):

\[
E(\Theta) = \sum_{t=0}^{T} E^{(t)}
\]

(A.11)

\[
= - \sum_{t=0}^{T} - \frac{\left| y[t] - a[t]^{(y[t])} \right|^{2}}{2}
\]

(A.12)

\[
= - \sum_{t=0}^{T} \log \left( \exp \left( - \frac{\left| y[t] - a[t]^{(y[t])} \right|^{2}}{2} \right) \right)
\]

(A.13)

\[
= - (T - t_{0}) \log(2\pi)^{\frac{K}{2}} + (T - t_{0}) \log(2\pi)^{\frac{K}{2}} - \sum_{t=0}^{T} \log \left( \exp \left( - \frac{\left| y[t] - a[t]^{(y[t])} \right|^{2}}{2} \right) \right)
\]

(A.14)

\[
= - L(\Theta) + (T - t_{0}) \log(2\pi)^{\frac{K}{2}}
\]

(A.15)

where the network’s output probability density function \( p(y = y[t]| x, \Theta) \) is the vector normal density \( \mathcal{N}(y[t]| a[t]^{(y[t])}, I) \). So minimizing \( E(\Theta) \) is the same as maximizing \( L(\Theta) \) with respect to \( \Theta \). Injecting additive noise into the output neurons gives
\[ \frac{p(y + n, h|x, \Theta)}{p(y, h|x, \Theta)} = \frac{p(y + n, h|x, \Theta)}{p(h|x, \Theta)} \frac{p(h|x, \Theta)}{p(y, h|x, \Theta)} \]  \tag{A.16}

\[ = \frac{p(y + n, h|x, \Theta)}{p(y, h|x, \Theta)} \]  \tag{A.17}

\[ = \prod_{t=1}^T \frac{p(y^{(t)} + n^{(t)}|h, x, \Theta)}{p(y^{(t)}|h, x, \Theta)} \]  \tag{A.18}

\[ = \prod_{t=1}^T \frac{p(y^{(t)} + n^{(t)}|h, x, \Theta)}{p(y^{(t)}|h, x, \Theta)} \]  \tag{A.19}

\[ = \prod_{t=1}^T \frac{\exp \left( \frac{1}{2} \left\| y^{(t)} - a^{(t)} \right\|^2 \right)}{\exp \left( \frac{1}{2} \left\| y^{(t)} + n^{(t)} - a^{(t)} \right\|^2 \right)}. \]  \tag{A.20}

Then the NEM positivity condition in (23) reduces to

\[ E_{y, n, h} \sum_{t=1}^T \left[ \log \left( \frac{p(y^{(t)} + n^{(t)}, x, \Theta)}{p(y^{(t)}, x, \Theta)} \right) \right] \geq 0. \]  \tag{A.21}

This positivity condition reduces to the following hyperspherical inequality:

\[ E_{y, n, h} \sum_{t=1}^T \left[ \left\| y^{(t)} + n^{(t)} - a^{(t)} \right\|^2 \right] - E_{y, h} \sum_{t=1}^T \left[ \left\| y^{(t)} - a^{(t)} \right\|^2 \right] \leq 0. \]  \tag{A.22}

A.2. NEM Noise Injection into Hidden Units of Recurrent Neural Networks.

**Theorem 4.** Injecting NEM Noise into the Hidden Neurons of LSTM-RNN.

A NEM noise benefit holds for the iterative maximum-likelihood training of an LSTM-RNN with additive noise injection into the hidden units (gates) if the following positivity condition holds:

\[ E_{z, n, h, x} \left[ \log \left( \frac{p(z + n, y, x, \Theta)}{p(z|y, x, \Theta)} \right) \right] \geq 0. \]  \tag{A.23}

This inequality reduces to

\[ E_{z, n, h, x} \left[ \sum_{t=1}^T \left( \left( n^{(t)} \right)^T \log \frac{1}{1 - i^{(t)}} + \left( n^{(t)} \right)^T \log \frac{1}{1 - f^{(t)}} + \left( n^{(t)} \right)^T \log \frac{1}{1 - o^{(t)}} \right) \right] \geq 0 \]  \tag{A.24}

where the noises \( n^{(t)} \), \( i^{(t)} \), and \( o^{(t)} \) inject additively into the respective input, forget, and output gates at time \( t \). The terms \( i^{(t)} \), \( f^{(t)} \), and \( o^{(t)} \) are the activations for the respective input, forget, and output gates.

**Proof.** The inequality (A.23) comes from the Noisy EM Theorem [39,40] and implies that the following holds on average:

\[ p(z^{(t)} + n^{(t)}, y, x, \Theta) \geq p(z^{(t)}, y, x, \Theta) \]  \tag{A.25}

where the noises \( n^{(t)} \), \( i^{(t)} \), and \( o^{(t)} \) inject into the respective input, forget, and output gates at time \( t \). The conditional probability function \( p(z^{(t)} + n^{(t)}, y, x, \Theta) \) factors in (77) just as \( p(z^{(t)}, y, x, \Theta) \) factors in (75). Then dividing by the noiseless term and taking logarithms gives

\[ \log \left( \frac{p(z^{(t)} + n^{(t)}, y, x, \Theta)}{p(z^{(t)}, y, x, \Theta)} \right) \geq \log \left( \frac{p(z^{(t)} + n^{(t)}, y, x, \Theta)}{p(z^{(t)}, y, x, \Theta)} \right) \]  \tag{A.26}

LSTM uses sigmoid activations for the gates. The Monte Carlo approximation above assumes that a Bernoulli distribution describes the latent variables \( z^{(t)} \), \( i^{(t)} \), and \( o^{(t)} \). This gives

\[ \log \left( \frac{p(z^{(t)} + n^{(t)}, y, x, \Theta)}{p(z^{(t)}, y, x, \Theta)} \right) = \log \prod_{t=1}^T \left( \prod_{t=1}^T \frac{(i^{(t)})^{z^{(t)}+n^{(t)}} (1 - i^{(t)})^{1-z^{(t)}-n^{(t)}}}{(i^{(t)})^{z^{(t)}} (1 - i^{(t)})^{1-z^{(t)}}} \right) \]  \tag{A.27}
\[
\log \prod_{i=1}^{T} \left( \frac{1 - \hat{i}_i^i}{\hat{i}_i^i} \right) = \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log(\hat{i}_i^i) - \log(1 - \hat{i}_i^i)
\]
\[(A.28)\]

\[
= \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log(\hat{i}_i^i) - \log(1 - \hat{i}_i^i)
\]
\[(A.29)\]

\[
= \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log \frac{\hat{i}_i^i}{1 - \hat{i}_i^i}
\]
\[(A.30)\]

for the input gates. The same approach also extends to forget and output gates and we have the following:

\[
\log \left( \frac{p(z_i^t | y, x, \Theta)}{p(z_i^t | y, x, \Theta)} \right) = \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log \frac{\hat{d}_i^t}{1 - \hat{d}_i^t} + \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log \frac{\hat{r}_i^t}{1 - \hat{r}_i^t}
\]
\[(A.31)\]

\[
\log \left( \frac{p(z_i^t | y, x, \Theta)}{p(z_i^t | y, x, \Theta)} \right) = \sum_{t=1}^{T} \sum_{i=1}^{n(t)} \log \frac{\hat{o}_i^t}{1 - \hat{o}_i^t}
\]
\[(A.32)\]

because they also use sigmoid activations. Taking the appropriate NEM averages gives

\[
\mathbb{E}_{z,y,x,\Theta} \left[ \log \left( \frac{p(z + n(y, x, \Theta))}{p(z | y, x, \Theta)} \right) \right] = \mathbb{E}_{z,y,x,\Theta} \left[ \sum_{t=1}^{T} \left( \hat{d}_i^t \log \frac{\hat{d}_i^t}{1 - \hat{d}_i^t} + \hat{r}_i^t \log \frac{\hat{r}_i^t}{1 - \hat{r}_i^t} + \hat{o}_i^t \log \frac{\hat{o}_i^t}{1 - \hat{o}_i^t} \right) \right] \geq 0
\]
\[(A.33)\]

from (A.23), (A.26), (A.30), (A.31), and (A.32).

Theorem 5. Injecting NEM Noise into the Hidden Neurons a GRU-RNN.

A NEM noise benefit holds for the iterative maximum-likelihood training of a GRU-RNN with noise injection into the hidden units (gates) if the following positivity condition holds:

\[
\mathbb{E}_{z,y,x,\Theta} \left[ \log \left( \frac{p(z + n(y, x, \Theta))}{p(z | y, x, \Theta)} \right) \right] \geq 0.
\]
\[(A.34)\]

The inequality reduces to

\[
\mathbb{E}_{z,y,x,\Theta} \left[ \sum_{t=1}^{T} \left( \hat{d}_i^t \log \frac{\hat{d}_i^t}{1 - \hat{d}_i^t} + \hat{r}_i^t \log \frac{\hat{r}_i^t}{1 - \hat{r}_i^t} \right) \right] \geq 0
\]
\[(A.35)\]

where the noises \(n_i^t\) and \(n_i^t\) inject into the respective update and reset gates. The terms \(d_i^t\) and \(r_i^t\) are the activations for the respective update and reset gates at time \(t\).

Proof. The NEM condition (A.34) entails that on average

\[
p(z_i^t + n_i^t | y, x, \Theta) \geq p(z_i^t | y, x, \Theta).
\]
\[(A.36)\]

This above likelihood factorizations give

\[
p(z_i^t + n_i^t | x, \Theta) p(z_i^t | x, \Theta) \geq p(z_i^t | x, \Theta) p(z_i^t | x, \Theta).
\]
\[(A.37)\]

The proof now proceeds as in the above case of the LSTM-RNN since the sigmoid activations correspond to a Bernoulli probability structure. The corresponding expressions for the reset and update gates follow from extending the simplification under (A.27)-(A.30) to these gates. Then the log-likelihood ratio becomes

\[
\log \left( \frac{p(z_i^t + n_i^t | y, x, \Theta)}{p(z_i^t | y, x, \Theta)} \right) = \log \left( \frac{p(z_i^t + n_i^t | y, x, \Theta)}{p(z_i^t | y, x, \Theta)} \right) + \log \left( \frac{p(z_i^t + n_i^t | y, x, \Theta)}{p(z_i^t | y, x, \Theta)} \right)
\]
\[(A.38)\]

\[
= \sum_{t=1}^{T} \left( \hat{d}_i^t \log \frac{\hat{d}_i^t}{1 - \hat{d}_i^t} + \hat{r}_i^t \log \frac{\hat{r}_i^t}{1 - \hat{r}_i^t} \right).
\]
\[(A.39)\]

So the NEM positivity condition reduces to

\[
\mathbb{E}_{z,y,x,\Theta} \left[ \log \left( \frac{p(z + n(y, x, \Theta))}{p(z | y, x, \Theta)} \right) \right] = \mathbb{E}_{z,y,x,\Theta} \left[ \sum_{t=1}^{T} \left( \hat{d}_i^t \log \frac{\hat{d}_i^t}{1 - \hat{d}_i^t} + \hat{r}_i^t \log \frac{\hat{r}_i^t}{1 - \hat{r}_i^t} \right) \right] \geq 0
\]
\[(A.40)\]

from (A.34) and (A.39).
Appendix B. Recurrent Backpropagation Training with Long Short-Term Memory (LSTM)

We now present the RBP learning algorithm for training an LSTM recurrent network [3]. These learning laws are applicable to both regression and classification networks with the LSTM architecture because of BP invariance.

The parameters for an LSTM network are as follows. The $J \times I$ matrix $W^s$ connects the input unit $x^{(i)}$ to the hidden unit $s^{(i)}$. The $J \times J$ matrix $V^h$ connects the hidden state $a^{(t-1)}$ to $o^{(t)}$ and $b^s$ is the bias for $o^{(t)}$. The $J \times I$ matrices $W^i, W^f, W^o$ connect the input unit $x^{(i)}$ to the respective input, forget, and output gates. The $J \times J$ matrices $V^i, V^f, V^o$ connect the previous hidden state $a^{(t-1)}$ to the respective input, forget, and output gates at time $t$. The terms $b^i, b^f, b^o$ are the bias for the respective input, hidden, and output gates. The $K \times J$ matrix $U^o$ connects the output unit $o^{(t)}$ to the hidden state $a^{(t)}$. The term $b^o$ is the bias of the output unit. We initialize the hidden state $a^{(0)}$ to 0. We also initialize the internal cell $s^{(0)}$ to 0.

B.1. Forward Pass

Forward pass over an LSTM-RNN is the propagation of input $x^{(i)}$ from the input layer to the output layer through the hidden units. The input $o_j^{(t)}$ to the $j^{th}$ hidden unit of an LSTM unit at time $t$ is

$$o_j^{(t)} = \sum_{i=1}^{I} w_{ij} x_i^{(t)} + \sum_{i=1}^{J} v_{ij} a^{(t-1)} + b_j^{s}$$

where the input unit uses identity activation $a_j^{(0)} = x_j^{(i)}$. The hidden unit $a_j^{(0)}$ uses hyperbolic tangent activation so we have

$$a_j^{(t)} = \tanh \left( o_j^{(t)} \right) = \frac{\exp^{a_j^{(t)}} - \exp^{-a_j^{(t)}}}{\exp^{a_j^{(t)}} + \exp^{-a_j^{(t)}}}$$

The input $o_j^{(t)}$ of the $j^{th}$ input gate at time $t$ is as follows:

$$o_j^{(t)} = \sum_{i=1}^{I} w_{ij}^i a_i^{(t)} + \sum_{i=1}^{J} v_{ij} a_j^{(t-1)} + b_j^{i}$$

and the corresponding activation is the logistic sigmoid function so we have

$$a_j^{(t)} = \frac{1}{1 + \exp^{-o_j^{(t)}}}.$$  

The input $o_j^{(t)}$ of the $j^{th}$ forget gate at time $t$ is as follows:

$$o_j^{(f)} = \sum_{i=1}^{I} w_{ij}^f a_i^{(t)} + \sum_{i=1}^{J} v_{ij} a_j^{(t-1)} + b_j^{f}$$

and the corresponding activation is

$$a_j^{(f)} = \frac{1}{1 + \exp^{-o_j^{(f)}}}.$$  

The input $o_j^{(t)}$ of the $j^{th}$ output gate at time $t$ is

$$o_j^{(o)} = \sum_{i=1}^{I} w_{ij}^o a_i^{(t)} + \sum_{i=1}^{J} v_{ij} a_j^{(t-1)} + b_j^{o}$$

and the corresponding activation is

$$a_j^{(o)} = \frac{1}{1 + \exp^{-o_j^{(o)}}}.$$  

The term $s_j^{(t)}$ represents the input of the $j^{th}$ internal cell at time $t$. We have the following:

$$s_j^{(t)} = \left( o_j^{(i)} a_j^{(i)} \right) + \left( s_j^{(t-1)} a_j^{(f)} \right)$$

and the corresponding activation is

$$a_j^{(i)} = \tanh \left( s_j^{(i)} \right) = \frac{\exp^{a_j^{(i)}} - \exp^{-a_j^{(i)}}}{\exp^{a_j^{(i)}} + \exp^{-a_j^{(i)}}}.$$
The input $a^{(i)}_j$ of the $j^{th}$ hidden state at time $t$ is
\[ a^{(i)}_j = a^{(i-1)}_j a^{(i)}_j. \] (B.11)

The input $a^{(i)}_k$ of the $k^{th}$ output neuron at time $t$ is
\[ a^{(i)}_k = \sum_{j=1}^l a^{(i)}_j a^{(i)}_k + b^{(i)}_k. \] (B.12)

The output activation depends on the structure of the network. The output neurons use softmax activations for a classification network [50,15]. So the $k^{th}$ output neuron $a^{(i)}_k$ at time $t$ has the softmax form
\[ a^{(i)}_k = \frac{\exp(a^{(i)}_k)}{\sum_{j=1}^K \exp(a^{(i)}_j)}. \] (B.13)

The softmax ratio structure produces a length-$K$ output probability vector. So the softmax output’s normalization structure enforces a winner-take-all structure $a^{(i)}_k = 1$ if any output neuron achieves a maximal activation. The output layer uses identity activation for a regression network. We have
\[ a^{(i)}_k = a^{(i)}_k. \] (B.14)

**B.2. Backward Pass**

The network probability $p(y|x, \Theta)$ for a classifier defines a one-shot multinomial or categorical probability density function because of (B.13) and because we use 1-in-$K$ encoding. Taking logarithms gives the network’s output log-likelihood $L$ as the sum of probabilities times the logarithm of probabilities. This sum is precisely the cross entropy $E^{(i)} = -\sum_{k=1}^K y^{(i)}_k \log a^{(i)}_k$ [15]. Then summing over the time slices gives the system error or performance measure $E(\Theta)$ as the sum of cross-entropies
\[ E(\Theta) = \sum_{t=1}^T E^{(i)} = - \sum_{t=1}^T \sum_{k=1}^K y^{(i)}_k \log a^{(i)}_k. \] (B.15)

The chain rule gives the partial derivative of the error $E^{(i)}$ with respect to the weight $a^{(i)}_j$ is as follows:
\[ \frac{\partial E^{(i)}}{\partial a^{(i)}_j} = \frac{\partial E^{(i)}}{\partial a^{(i)}_j} \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.16)
\[ = \left( \sum_{j=1}^K \frac{\partial E^{(i)}}{\partial a^{(i)}_j} \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \right) \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.17)
\[ = - \left( \frac{\gamma^{(i)}_j}{a^{(i)}_j \log a^{(i)}_j} + \sum_{j=1}^K \frac{\gamma^{(i)}_j}{a^{(i)}_j \log a^{(i)}_j} \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \right) \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.18)
\[ = - \left( \frac{\gamma^{(i)}_j}{a^{(i)}_j} (1 - a^{(i)}_j) + \sum_{j=1}^K \frac{\gamma^{(i)}_j}{a^{(i)}_j} a^{(i)}_j \right) \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.19)
\[ = - \left( \gamma^{(i)}_j - a^{(i)}_j \sum_{j=1}^K \gamma^{(i)}_j \right) \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.20)
\[ = - \left( \gamma^{(i)}_j - a^{(i)}_j \right) \frac{\partial a^{(i)}_j}{\partial a^{(i)}_j} \] (B.21)
\[ = - \left( \gamma^{(i)}_j - a^{(i)}_j \right) a^{(i)}_j. \] (B.22)

The chain rule likewise gives the partial derivative of $E^{(i)}$ with respect to the bias $b^{(i)}_j$ as
\[ \frac{\partial E^{(i)}}{\partial b^{(i)}_j} = \left( \sum_{j=1}^K \frac{\partial E^{(i)}}{\partial a^{(i)}_j} \frac{\partial a^{(i)}_j}{\partial b^{(i)}_j} \right) \frac{\partial a^{(i)}_j}{\partial b^{(i)}_j} = - \left( \gamma^{(i)}_j - a^{(i)}_j \right). \] (B.23)

Let $E^{(i)}$ denote the partial derivative of $E^{(i)}$ with respect to the hidden-unit activation $a^{(i)}_j$. Then the partial derivative has the form...
\[ E^{(i)} = \frac{\partial E^{(o)}}{\partial a_j^{(0)}} \]

\[ = \sum_{k=1}^{K} \left( \sum_{l=1}^{L} \frac{\partial E^{(i)}}{\partial a_l^{(k)}} \frac{\partial a_l^{(k)}}{\partial a_j^{(0)}} \right) \frac{\partial a_j^{(i)}}{\partial a_j^{(0)}} \]  \hspace{1cm} (B.25)

\[ = - \sum_{k=1}^{K} (y_k^i - a_k^{(i)}) a_j^{(0)}. \]  \hspace{1cm} (B.26)

A regression network uses squared error as its cost function. Therefore the error function for a regression network with the LSTM architecture is

\[ E^{(0)} = \sum_{t=0}^{T} \sum_{k=1}^{K} (y_k^t - a_k^{(0)})^2. \]  \hspace{1cm} (B.27)

The partial derivatives in (B.22)–(B.26) stays the same if we replace the sum of cross-entropies (B.15) with the sum of squared errors (B.27) because of the BP invariance.

The term \( a_j^{(i)} \) denotes the partial derivative of \( a_j^{(i)} \) with respect to the input \( a_j^{(0)} \). We have

\[ a_j^{(i)} = \frac{\partial a_j^{(i)}}{\partial a_j^{(0)}} = 1 - \left( a_j^{(0)} \right)^2 \]  \hspace{1cm} (B.28)

and the partial derivative \( a_j^{(0)} \) of the cell state is as follows:

\[ a_j^{(0)} = \frac{\partial a_j^{(0)}}{\partial a_j^{(0)}} = 1 - \left( a_j^{(0)} \right)^2. \]  \hspace{1cm} (B.29)

The partial derivative \( a_j^{(i)} \) of the input gate activation with respect to its input is

\[ a_j^{(i)} = \frac{\partial a_j^{(i)}}{\partial a_j^{(0)}} = a_j^{(0)} (1 - a_j^{(0)}) \]  \hspace{1cm} (B.30)

and the corresponding derivative \( a_j^{(0)} \) of the forget gate activation with respect to its input is

\[ a_j^{(0)} = \frac{\partial a_j^{(0)}}{\partial a_j^{(0)}} = a_j^{(0)} (1 - a_j^{(0)}). \]  \hspace{1cm} (B.31)

The partial derivative \( a_j^{(i)} \) of the output gate activation is as follows:

\[ a_j^{(i)} = \frac{\partial a_j^{(i)}}{\partial a_j^{(0)}} = a_j^{(0)} (1 - a_j^{(0)}). \]  \hspace{1cm} (B.32)

We now present the derivatives with respect to the weights that connect the input gate units to the input and hidden units. The partial derivative of \( a_l^{(i)} \) with respect to weight \( w_{ji}^{(0)} \) is as follows:

\[ \frac{\partial a_l^{(i)}}{\partial w_{ji}^{(0)}} = a_j^{(0)} \frac{\partial a_l^{(0)}}{\partial a_j^{(0)}} + a_j^{(0)} \frac{\partial a_l^{(i)}}{\partial a_j^{(0)}} \frac{\partial a_j^{(i)}}{\partial a_j^{(0)}} \]  \hspace{1cm} (B.33)

\[ = a_j^{(0)} a_l^{(0)} \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} + a_j^{(0)} a_l^{(i)} \sum_{\nu=1}^{N_i} \nu \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} \]  \hspace{1cm} (B.34)

and

\[ \frac{\partial a_l^{(i)}}{\partial w_{ji}^{(0)}} = a_j^{(0)} \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} + a_j^{(0)} \frac{\partial a_l^{(i)}}{\partial w_{ji}^{(0)}} \]  \hspace{1cm} (B.35)

\[ = a_j^{(0)} \left( \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} + \sum_{\nu=1}^{N_i} \nu \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} \right) + a_j^{(0)} \left[ a_l^{(0)} \sum_{\nu=1}^{N_i} \nu \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} + a_l^{(0)} \frac{\partial a_l^{(0)}}{\partial w_{ji}^{(0)}} + \frac{\partial a_l^{(i)}}{\partial w_{ji}^{(0)}} \right] \]  \hspace{1cm} (B.36)

This gives a recursive expression for computing the derivative from \( t = 0 \) to \( t = T \). The initial condition is
\[
\frac{\partial s_i^{(t)}}{\partial \nu_j} = \frac{\partial h_i^{(t)}}{\partial \omega_{ij}} = 0 \quad (B.37)
\]

where \(l \in \{1, \ldots, J\}\). The derivative of \(s_i^{(t)}\) with respect to \(w_j^{(t)}\) for \(t \in \{1, \ldots, T\}\) follows from applying (B.34)–(B.37). Therefore the recursive expression for the derivative of \(E^{(t)}\) with respect to \(w_j^{(t)}\) follows from (B.26) and (B.34)–(B.38)

\[
\frac{\partial E^{(t)}}{\partial w_j^{(t)}} = \sum_{t=1}^T \frac{\partial E^{(t)}}{\partial a_j^{(t-1)}} \frac{\partial a_j^{(t-1)}}{\partial w_j^{(t)}}. \quad (B.38)
\]

The derivative of \(E^{(t)}\) with respect to the bias \(b_j\) of the input gate follows from replacing \(a_i^{(t)}\) with 1 and \(w_j^{(t)}\) with \(b_j^{(t)}\) in (B.33)–(B.38). So we have:

\[
\frac{\partial h_i^{(t)}}{\partial b_j} = a_i^{(t)} \frac{\partial a_i^{(t-1)}}{\partial b_j} + a_i^{(t)} \sum_{m=1}^M v_m \frac{\partial h_i^{(t-1)}}{\partial b_j}. \quad (B.39)
\]

and

\[
\frac{\partial s_i^{(t)}}{\partial b_j} = a_i^{(t)} \frac{\partial a_i^{(t)}}{\partial b_j} \left(1 + \sum_{m=1}^M v_m \frac{\partial h_i^{(t-1)}}{\partial b_j}\right) + a_i^{(t)} \sum_{m=1}^M v_m \frac{\partial h_i^{(t-1)}}{\partial b_j} + a_i^{(t)} \frac{\partial s_i^{(t-1)}}{\partial b_j} + s_i^{(t-1)} a_i^{(t)} \sum_{m=1}^M v_m \frac{\partial h_i^{(t-1)}}{\partial b_j}. \quad (B.40)
\]

Therefore we have the following initial condition:

\[
\frac{\partial h_i^{(0)}}{\partial b_j} = \frac{\partial h_i^{(0)}}{\partial b_j} = 0. \quad (B.41)
\]

So the recursive expression for the partial derivative of \(E^{(t)}\) with respect to \(b_j\) follows from (B.39)–(B.42)

\[
\frac{\partial E^{(t)}}{\partial b_j} = \sum_{t=1}^T \frac{\partial E^{(t)}}{\partial a_j^{(t-1)}} \frac{\partial a_j^{(t-1)}}{\partial b_j}. \quad (B.42)
\]

The partial derivative of the hidden activation \(a_m^{(t)}\) with respect to weight \(v_j\) follows from replacing every occurrence of subscript \(l\) with \(m\) and \(w_j\) with \(v_j\) in (B.33). The derivative of \(s_i^{(t)}\) also follows from replacing subscript \(l\) with \(m\) and \(w_j\) with \(v_j\) in (B.35). These substitutions give the following:

\[
\frac{\partial a_m^{(t)}}{\partial v_j} = a_m^{(t)} a_m^{(t)} \frac{\partial a_m^{(t-1)}}{\partial v_j} + a_m^{(t)} \sum_{p=1}^P v_p \frac{\partial h_m^{(t-1)}}{\partial v_j}. \quad (B.43)
\]

and

\[
\frac{\partial s_i^{(t)}}{\partial v_j} = a_i^{(t)} a_i^{(t)} \left(1 + \sum_{p=1}^P v_p \frac{\partial h_i^{(t-1)}}{\partial v_j}\right) + a_i^{(t)} \sum_{p=1}^P v_p \frac{\partial h_i^{(t-1)}}{\partial v_j} + a_i^{(t)} \frac{\partial s_i^{(t-1)}}{\partial v_j} + s_i^{(t-1)} a_i^{(t)} \sum_{p=1}^P v_p \frac{\partial h_i^{(t-1)}}{\partial v_j}. \quad (B.44)
\]

Therefore we have the following initial conditions for the derivatives

\[
\frac{\partial h_i^{(0)}}{\partial v_j} = \frac{\partial h_i^{(0)}}{\partial v_j} = 0. \quad (B.45)
\]

\[
\frac{\partial h_i^{(0)}}{\partial v_j} = \frac{\partial h_i^{(0)}}{\partial v_j} = 0. \quad (B.46)
\]

where \(m \in \{1, \ldots, J\}\). This is so because \(a^{(0)}\) is equal to \(0\) and \(s^{(0)}\) is equal to \(0\). So the recursive expression for the derivative of \(E^{(t)}\) with respect to \(v_j\) follows from (B.26) and (B.43)–(B.47)

\[
\frac{\partial E^{(t)}}{\partial v_j} = \sum_{m=1}^M \frac{\partial E^{(t)}}{\partial a_m^{(t-1)}} \frac{\partial a_m^{(t-1)}}{\partial v_j}. \quad (B.47)
\]

We now present the derivatives for the weights that connect the forget gate units to the input and output. This partial derivative of \(a_i^{(t)}\) with respect to \(w_j^{(t)}\) follows from replacing \(w_j^{(t)}\) with \(w_j^{(t)}\) in (B.33). This gives the following:

\[
\frac{\partial a_i^{(t)}}{\partial w_j^{(t)}} = a_i^{(t)} a_i^{(t)} \frac{\partial a_i^{(t-1)}}{\partial w_j^{(t)}} + a_i^{(t)} \sum_{n=1}^N v_n \frac{\partial h_i^{(t-1)}}{\partial w_j^{(t)}}. \quad (B.48)
\]

The derivative of \(s_i^{(t)}\) with respect to \(w_j^{(t)}\) follows from replacing \(w_j^{(t)}\) with \(w_j^{(t)}\) in (B.35). This gives the following:
Therefore we have the following initial condition:

\[
\frac{\partial s_0^{(0)}}{\partial b_j^0} = 0 \quad \text{and} \quad \frac{\partial s_0^{(0)}}{\partial v_{j'}^0} = 0.
\]

So the recursive expression for the partial derivative of \(E^{(j)}\) with respect to \(b_j^0\) follows from (B.53)–(B.56)

\[
\frac{\partial E^{(j)}}{\partial b_j^0} = \sum_{i=1}^{J} \frac{\partial E^{(i)}}{\partial a_i^{(j)}} \frac{\partial a_i^{(j)}}{\partial b_j^0}.
\]

The partial derivative of the hidden activation \(a_m^{(i)}\) with respect to weight \(v_{j'}^0\) follows from replacing subscript \(l\) with \(m\) and \(w_p^0\) with \(v_{j'}^0\) in (B.33). This gives the following:

\[
\frac{\partial a_m^{(i)}}{\partial v_{j'}^0} = a_m^{(i)} v_{j'}^0 \left( a_m^{(i)} \frac{\partial a_m^{(i-1)}}{\partial v_{j'}^0} \right) + a_m^{(i)} v_{j'}^0 \sum_{p=1}^{J} v_{j'}^0 a_m^{(i)} \left( \frac{\partial a_m^{(i-1)}}{\partial v_{j'}^0} \right) + a_m^{(i)} v_{j'}^0 \frac{\partial a_m^{(i-1)}}{\partial v_{j'}^0}.
\]

Therefore we have the following initial condition:

\[
\frac{\partial a_m^{(0)}}{\partial v_{j'}^0} = 0.
\]

where \(m \in \{1, \ldots, J\}\). The recursive expression for the derivative of \(E^{(j)}\) with respect to \(v_{j'}^0\) follows from (B.26) and (B.57)–(B.60)

\[
\frac{\partial E^{(j)}}{\partial v_{j'}^0} = \sum_{m=1}^{J} \frac{\partial E^{(j)}}{\partial a_m^{(j)}} \frac{\partial a_m^{(j)}}{\partial v_{j'}^0}.
\]

We now present the derivatives for the weights that connect the output gate units to the input and output. The partial derivative of \(a_i^{(l)}\) with respect to the weight \(w_p^j\) follows from replacing \(w_p^j\) with \(w_p^j\) in (B.33)
\[
\frac{\partial E^{(i)}}{\partial \omega_p} = \sum_{j=1}^{N} \frac{\partial E^{(i)}}{\partial \omega_j} \frac{\partial \omega_p}{\partial \omega_j}.
\] (B.65)

The derivatives of \(a_j^{(i)}\) and \(s_j^{(i)}\) with respect to the output gate bias \(b_j^{(i)}\) follow from replacing \(a_j^{(i)}\) with 1 and \(w_p^{(i)}\) in (B.48)–(B.52). Therefore we have

\[
\frac{\partial a_j^{(i)}}{\partial b_j^{(i)}} = a_j^{(i)} a_j^{(i)} \left( 1 + \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial b_j^{(i)}} \right)
\] (B.66)

\[
\frac{\partial s_j^{(i)}}{\partial b_j^{(i)}} = s_j^{(i)} a_j^{(i)} \left( \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial b_j^{(i)}} + a_j^{(i)} \frac{\partial a_j^{(i-1)}}{\partial b_j^{(i)}} + s_j^{(i-1)} a_j^{(i)} \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial b_j^{(i)}} \right).
\] (B.67)

Therefore we have the following initial conditions:

\[
\frac{\partial a_j^{(i)}}{\partial b_j^{(i)}} = a_j^{(i)} a_j^{(i)}
\] (B.68)

\[
\frac{\partial s_j^{(i)}}{\partial b_j^{(i)}} = a_j^{(i)} a_j^{(i)}
\] (B.69)

because \(a_j^{(0)} = 0\) and \(s_j^{(0)} = 0\). The recursive expression for the derivative of \(E^{(i)}\) with respect to \(b_j^{(i)}\) follows from (B.26) and (B.66)–(B.70)

\[
\frac{\partial E^{(i)}}{\partial b_j^{(i)}} = \sum_{m=1}^{J} \frac{\partial E^{(i)}}{\partial \omega_m} \frac{\partial \omega_m}{\partial b_j^{(i)}}.
\] (B.70)

The partial derivative of the hidden activation \(a_m^{(i)}\) with respect to weight \(v_p^{(i)}\) follows from replacing every occurrence of subscript \(l\) with \(m\) and \(w_p\) with \(v_p^{(i)}\) in (B.33)

\[
\frac{\partial a_m^{(i)}}{\partial v_p^{(i)}} = a_m^{(i)} a_m^{(i)} \left( \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial v_p^{(i)}} \right)
\] (B.71)

and the derivative of \(s_m^{(i)}\) follows from replacing the subscript \(l\) with \(m\) and \(w_p\) with \(v_p^{(i)}\) in (B.35)

\[
\frac{\partial s_m^{(i)}}{\partial v_p^{(i)}} = a_m^{(i)} a_m^{(i)} \left( \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial v_p^{(i)}} \right) + a_m^{(i)} \frac{\partial a_m^{(i-1)}}{\partial v_p^{(i)}} + a_m^{(i)} \frac{\partial a_m^{(i-1)}}{\partial v_p^{(i)}} + s_m^{(i-1)} a_m^{(i)} \left( \sum_{n=1}^{J} v_n^{(i)} \frac{\partial a_n^{(i-1)}}{\partial v_p^{(i)}} \right).
\] (B.72)

Therefore we have the following initial conditions:

\[
\frac{\partial a_m^{(0)}}{\partial v_p^{(0)}} \frac{\partial a_m^{(0)}}{\partial v_p^{(0)}} = \frac{\partial a_m^{(0)}}{\partial v_p^{(0)}} = 0
\] (B.73)

\[
\frac{\partial s_m^{(0)}}{\partial v_p^{(0)}} = a_m^{(0)} a_m^{(0)} = 0
\] (B.74)

\[
\frac{\partial a_m^{(2)}}{\partial v_p^{(2)}} = a_m^{(1)} a_m^{(1)} a_m^{(1)}.
\] (B.75)
The recursive expression for the derivative of $E^{(i)}$ with respect to $v_{j}^{(i)}$ follows from Eqs. (B.26) and (B.71)-(B.76)

$$\frac{\partial E^{(i)}}{\partial v_{j}^{(i)}} = \sum_{n=1}^{l} \frac{\partial E^{(i)}}{\partial a_{n}^{(i)}} \frac{\partial a_{n}^{(i)}}{\partial v_{j}^{(i)}}.$$

(B.76)

The partial derivative for the weights connecting the input units to the hidden units follows from replacing $w_{j}^{(i)}$ with $w_{j}^{(i-1)}$ in (B.33). Therefore the partial derivative of $a_{l}^{(i)}$ with respect to the weight $w_{j}^{(i)}$ is as follows:

$$\frac{\partial a_{l}^{(i)}}{\partial w_{j}^{(i)}} = \frac{\partial a_{l}^{(i)}}{\partial v_{j}^{(i)}} \frac{\partial v_{j}^{(i)}}{\partial w_{j}^{(i)}} + \frac{\partial a_{l}^{(i)}}{\partial a_{l}^{(i-1)}} \sum_{n=1}^{l} v_{n}^{(i)} \frac{\partial a_{n}^{(i-1)}}{\partial w_{j}^{(i)}}$$

(B.77)

and the derivative of $s_{j}^{(i)}$ with respect to $w_{j}^{(i)}$ comes from replacing $w_{j}^{(i)}$ with $w_{j}^{(i-1)}$

$$\frac{\partial s_{j}^{(i)}}{\partial w_{j}^{(i)}} = \frac{\partial s_{j}^{(i)}}{\partial v_{j}^{(i)}} \frac{\partial v_{j}^{(i)}}{\partial w_{j}^{(i)}} + a_{j}^{(i)} \frac{\partial a_{j}^{(i-1)}}{\partial s_{j}^{(i)}} \sum_{n=1}^{l} v_{n}^{(i)} \frac{\partial a_{n}^{(i-1)}}{\partial w_{j}^{(i)}}$$

(B.78)

Therefore we have the following initial conditions:

$$\frac{\partial a_{0}^{(i)}}{\partial w_{j}^{(i)}} = 0$$

(B.79)

$$\frac{\partial a_{1}^{(i)}}{\partial w_{j}^{(i)}} = a_{1}^{(i)} \frac{\partial a_{1}^{(i-1)}}{\partial w_{j}^{(i)}}$$

(B.80)

$$\frac{\partial a_{k}^{(i)}}{\partial w_{j}^{(i)}} = a_{k}^{(i)} \frac{\partial a_{k}^{(i-1)}}{\partial w_{j}^{(i)}}$$

(B.81)

The recursive expression for the derivative of $E^{(i)}$ with respect to $w_{j}^{(i)}$ follows from (B.26) and (B.77)-(B.82)

$$\frac{\partial E^{(i)}}{\partial w_{j}^{(i)}} = \sum_{n=1}^{l} \frac{\partial E^{(i)}}{\partial a_{n}^{(i)}} \frac{\partial a_{n}^{(i)}}{\partial w_{j}^{(i)}}$$

(B.82)

The derivative of $a_{0}^{(i)}$ and $s_{j}^{(i)}$ with respect to the forget bias $b_{j}^{(i)}$ follows from replacing $a_{0}^{(i)}$ with 1 and $w_{j}^{(i)}$ with $b_{j}^{(i)}$ in (B.77)-(B.81). We have

$$\frac{\partial a_{0}^{(i)}}{\partial b_{j}^{(i)}} = a_{0}^{(i)} \frac{\partial a_{0}^{(i-1)}}{\partial b_{j}^{(i)}}$$

(B.83)

$$\frac{\partial s_{j}^{(i)}}{\partial b_{j}^{(i)}} = a_{j}^{(i)} \frac{\partial a_{j}^{(i-1)}}{\partial s_{j}^{(i)}} \sum_{n=1}^{l} v_{n}^{(i)} \frac{\partial a_{n}^{(i-1)}}{\partial b_{j}^{(i)}}$$

(B.84)

So we have the following initial conditions:

$$\frac{\partial a_{1}^{(i)}}{\partial b_{j}^{(i)}} = a_{1}^{(i)}$$

(B.85)

$$\frac{\partial a_{k}^{(i)}}{\partial b_{j}^{(i)}} = a_{k}^{(i)}$$

(B.86)

$$\frac{\partial a_{k}^{(i)}}{\partial b_{j}^{(i)}} = a_{k}^{(i)}$$

(B.87)

The recursive expression for the partial derivative of $E^{(i)}$ with respect to $b_{j}^{(i)}$ follows from (B.83)-(B.88)

$$\frac{\partial E^{(i)}}{\partial b_{j}^{(i)}} = \sum_{n=1}^{l} \frac{\partial E^{(i)}}{\partial a_{n}^{(i)}} \frac{\partial a_{n}^{(i)}}{\partial b_{j}^{(i)}}$$

(B.88)

The partial derivative of the hidden activation $a_{l}^{(i)}$ with respect to weight $v_{j}^{(i)}$ follows from replacing subscript $l$ with $m$ and $w_{j}^{(i)}$ with $v_{j}^{(i)}$ in (B.33). This gives the following:
The recursive expression for the derivative of 

\[ \frac{\partial h^{(t)}}{\partial p} = a^{(t)} a^{(t)} + d^{(t)} a^{(t)} \sum_{s=1}^{T} v^{(t)} \frac{\partial h^{(t-1)}}{\partial p} \]  

(B.89)

and the derivative of \( s_j^{(t)} \) with respect to \( \phi_j^{(t)} \) is the following:

\[ \frac{\partial s_j^{(t)}}{\partial \phi_j^{(t)}} = a_j^{(t)} a_j^{(t)} \sum_{r=1}^{T} v^{(t)} \frac{\partial h^{(t-1)}}{\partial \phi_j^{(t)}} + \sum_{r=1}^{T} \left( \frac{\partial s_j^{(t-1)}}{\partial \phi_j^{(t-1)}} + \frac{\partial s_j^{(t)}}{\partial \phi_j^{(t)}} \right) \sum_{v=1}^{T} \frac{\partial h^{(t-1)}}{\partial \phi_j^{(t)}}. \]  

(B.90)

Therefore we have the following initial conditions:

\[ \frac{\partial s_n^{(0)}}{\partial \phi_n^{(0)}} = \frac{\partial \gamma_m}{\partial \phi_n^{(0)}} = 0 \]  

(B.91)

\[ \frac{\partial s_n^{(0)}}{\partial \phi_n^{(0)}} = \frac{\partial \gamma_m}{\partial \phi_n^{(0)}} = 0. \]  

(B.92)

The recursive expression for the derivative of \( E^{(t)} \) with respect to \( \phi_j^{(t)} \) follows from (B.26) and (B.89)–(B.93):

\[ \frac{\partial E^{(t)}}{\partial \phi_j^{(t)}} = \frac{\partial E^{(t)}}{\partial \phi_j^{(t)}} \frac{\partial E^{(t)}}{\partial \phi_j^{(t)}}. \]  

(B.93)

RBP uses gradient descent or any of its variants for training. The update rule for weight \( \theta \in \{ w_x, v_h, b_f, w_f, b_f, v_t, b_t, w_t, b_t, v_t, b_t, \gamma_{jl}^{(n)}, \gamma_{jl}^{(n)} \} \) is as follows:

\[ \theta^{n+1} = \theta^n - \eta \frac{\partial E}{\partial \theta} = \theta^n - \eta \sum_{i=1}^{T} \frac{\partial E^{(t)}}{\partial \theta} \]  

(B.94)

where \( \eta \) is the learning rate, \( \theta^n \) is the weight after \( n \) training epochs, and \( t_0 \in \{1, 2, ..., T\} \). The above partial derivatives form the update or learning rules and the RBP training algorithm for LSTM-RNN.

Appendix C. Recurrent Backpropagation Training with Gated Recurrent Unit (GRU)

This section develops the RBP learning algorithm for a GRU recurrent networks [21]. The GRU network consists of \( I \) input neurons, \( J \) hidden neurons, and \( K \) output neurons. The GRU network captures the time dependency of the input data where the time index \( t \) takes values in \( \{1, 2, ..., T\} \). We now define the parameters for a GRU network.

The \( J \times I \) matrices \( W^x \) and \( W^r \) connect the input unit \( a^{(t)} \) to the respective update and reset gates. The \( J \times J \) matrices \( V^x \) and \( V^r \) connect the hidden unit \( a^{(t-1)} \) to the respective update and reset units. The \( J \times J \) matrix \( W^h \) connects \( a^{(t)} \) to the input to the hidden unit \( e^{(t)} \) and \( b^{'r} \) is the bias to for the hidden unit. The \( J \times J \) matrix \( V^h \) connects the previous hidden unit \( a^{(t-1)} \) to \( e^{(t)} \). The \( K \times J \) matrix \( U^h \) connects the hidden unit \( a^{(t)} \) to the output layer \( a^{(t)} \) and \( b^{'r} \) is the bias of the output layer. The initial value for the hidden state \( a^{(0)} \) is \( 0 \).

C.1. Forward Pass

Forward pass over an GRU-RNN is the propagation of input \( x^{(t)} \) from the input layer to the output layer through the hidden units. The input uses an identity activation so \( a_j^{(t)} = x_j^{(t)} \) where \( x_j^{(t)} \) is the input of the \( j \)th input neuron at time \( t \). The input \( a_j^{(t)} \) to the \( j \)th update gate unit is

\[ a_j^{(t)} = \frac{1}{1 + \exp(-a_j^{(t)}).} \]  

(C.2)

where \( b_j^r \) is the bias of the update gate. The corresponding activation \( a_j^{(t)} \) of the update gate unit is the logistic sigmoid function

\[ a_j^{(t)} = \frac{1}{1 + \exp(-a_j^{(t)}).} \]  

(C.2)

The input \( a_j^{(t)} \) to the \( j \)th reset gate unit is

\[ a_j^{(t)} = \frac{1}{1 + \exp(-a_j^{(t)}).} \]  

(C.3)

where \( b_j^r \) is the bias of the \( j \)th reset gate unit. The activation \( a_j^{(t)} \) of the reset gate unit is
\[ a^{(i)}_j = \frac{1}{1 + \exp^{-a^{(i)}_j}}. \]  

(C.4)

The input \( a^{(i)}_j \) to the \( j \)th hidden unit is
\[ a^{(i)}_j = \sum_{i=1}^{k} w_{ji} a_j^{(i)} + \sum_{i=1}^{k} v_{ji} \left( a^{(i-1)}_j + b^i_j \right) \]  

(C.5)

where \( b^i_j \) is the bias of the \( j \)th hidden unit. The corresponding activation \( a^{(o)}_j \) is
\[ a^{(o)}_j = \tanh \left( a^{(i)}_j \right) = \frac{\exp^{a^{(i)}_j} - \exp^{-a^{(i)}_j}}{\exp^{a^{(i)}_j} + \exp^{-a^{(i)}_j}}. \]  

(C.6)

The hidden memory \( a^{(h)}_j \) at time \( t \) is
\[ a^{(h)}_j = (a^{(o)}_j a_j^{(i)}) + \left( (1 - a^{(o)}_j) a^{(h-1)}_j \right). \]  

(C.7)

The input \( a^{(o)}_k \) to the \( k \)th output neuron is
\[ a^{(o)}_k = \sum_{j=1}^{k} w_{kj} a_j^{(o)} + b^k_k. \]  

(C.8)

The corresponding output activation is the same as Eq. (B.13) for a classifier network. Regression network uses identity activation at the output layer from (B.14).

C.2. Backward Pass

We now present the update for RBP with GRU-RNN. The error function for a classifier is a cross-entropy and this follows from Eq. (B.15). The error for a regression network with GRU architecture is a sum of squared error and this follows from (B.27).

The update rules for some weights are similar with GRU-RNN and LSTM-RNN. The update rules for \( a^{(i)}_j \) and \( b^i_j \) follow from (B.22) and (B.23). The derivatives \( E^{(i)}_j \) and \( a^{(o)}_j \) follow from the definitions in (B.26) and (B.28). The derivative of the activations for the update and reset gates are
\[ a^{(i)}_j = \frac{\partial a^{(o)}_j}{\partial a^{(i)}_j} = a^{(o)}_j \left( 1 - a^{(o)}_j \right) \]  

(C.9)

\[ a^{(i)}_j = \frac{\partial a^{(o)}_j}{\partial a^{(i)}_j} = a^{(o)}_j \left( 1 - a^{(o)}_j \right). \]  

(C.10)

The derivative of activation \( a^{(h)}_j \) with respect to the weight \( w_{ji} \) connecting the input unit and hidden memory is
\[ \frac{\partial a^{(h)}_j}{\partial w_{ji}} = \left( 1 - a^{(i)}_j \right) a^{(h-1)}_j - a^{(i)}_j a^{(h-1)}_j + a^{(i)}_j a^{(h)}_j + a^{(i)}_j a^{(h-1)}_j \left[ a^{(i)}_j + \sum_{l=1}^{k} v_{al} \left( a^{(h-1)}_l \right)^l a^{(i)}_j \right]. \]  

(C.11)

(C.12)

Therefore we have the following initial conditions:
\[ \frac{\partial a^{(h)}_j}{\partial w_{ji}} = 0 \]  

(C.13)

\[ \frac{\partial a^{(i)}_j}{\partial w_{ji}} = a^{(i)}_j a^{(i)}_j \]  

(C.14)

The recursive expression for the partial derivative of \( E^{(i)}_j \) with respect to \( w_{ji} \) follows from (C.12)–(C.15)
\[ \frac{\partial E^{(i)}_j}{\partial w_{ji}} = \sum_{l=1}^{k} \frac{\partial E^{(o)}_j}{\partial a^{(h)}_j} \frac{\partial a^{(h)}_j}{\partial w_{ji}} \]  

(C.15)

The derivative of \( a^{(h)}_j \) with respect to the bias \( b^i_j \) follows from replacing \( a^{(i)}_j \) with 1 and \( w_{ji} \) with \( b^i_j \) in (C.12)–(C.15). Therefore we have
We have the following initial conditions:
\[
\frac{\partial a_l^{(0)}}{\partial b_j} = 0 \tag{C.17}
\]
\[
\frac{\partial a_l^{(1)}}{\partial b_j} = a_j^{(1)} \tag{C.18}
\]

The recursive expression for the partial derivative of \( E_l^{(t)} \) with respect to \( b_j^t \) follows from (C.16)–(C.19)

\[
\frac{\partial E_l^{(t)}}{\partial w_i^j} = \sum_{n=1}^j \frac{\partial E_l^{(t)}}{\partial a_n^t} \frac{\partial a_n^t}{\partial w_i^j}. \tag{C.19}
\]

The derivative of \( a_n^{(t)} \) with respect to \( v_j^t \) is as follows:

\[
\frac{\partial a_n^{(t)}}{\partial v_j^t} = (1 - a_n^{(t-1)}) \frac{\partial a_n^{(t-1)}}{\partial v_j^t} + a_n^{(t-1)} \left[ \frac{\partial a_n^{(t-1)}}{\partial v_j^t} + \sum_{p=1}^j \sum_{r=1}^p \frac{\partial a_n^{(t-1)}}{\partial w_p^r} \frac{\partial w_p^r}{\partial v_j^t} \right] \tag{C.20}
\]

Therefore, we have the following initial conditions:

\[
\frac{\partial a_n^{(0)}}{\partial v_j^t} = \frac{\partial a_n^{(1)}}{\partial v_j^t} = 0 \tag{C.22}
\]
\[
\frac{\partial a_n^{(2)}}{\partial v_j^t} = a_j^{(2)} \tag{C.23}
\]

and the recursive expression for computing the derivative of \( E_l^{(t)} \) with respect to \( v_j^t \) for \( t \in \{1, \ldots, T\} \) follows from (C.21)–(C.24)

\[
\frac{\partial E_l^{(t)}}{\partial v_j^t} = \frac{\partial E_l^{(t)}}{\partial a_l^t} \frac{\partial a_l^t}{\partial v_j^t}. \tag{C.24}
\]

The derivative of activation \( a_l^{(t)} \) with respect to weight \( w_i^j \) connecting the reset gate to the input unit follows from replacing \( w_i^j \) in Eq. (C.11) with \( w_i^j \). This gives the following:

\[
\frac{\partial a_l^{(0)}}{\partial w_i^j} = (1 - a_l^{(0)}) \frac{\partial a_l^{(0-1)}}{\partial w_i^j} - (a_l^{(0-1)} - a_l^{(0)}) \frac{\partial a_l^{(0-1)}}{\partial w_i^j} \left[ \sum_{n=1}^j \sum_{r=1}^p \frac{\partial a_n^{(0-1)}}{\partial w_p^r} \frac{\partial w_p^r}{\partial w_i^j} \right] \tag{C.25}
\]

Therefore, we have the following initial condition:

\[
\frac{\partial a_l^{(0)}}{\partial w_i^j} = 0. \tag{C.26}
\]

The recursive expression for the partial derivative of \( E_l^{(t)} \) with respect to \( w_i^j \) follows from (C.25)–(C.27)

\[
\frac{\partial E_l^{(t)}}{\partial w_i^j} = \sqrt{\frac{\sum_{t=1}^T \frac{\partial E_l^{(t)}}{\partial a_l^t} \frac{\partial a_l^t}{\partial w_i^j}}{\sum_{t=1}^T \frac{\partial E_l^{(t)}}{\partial a_l^t} \frac{\partial a_l^t}{\partial w_i^j}}}. \tag{C.27}
\]

The derivative of activation \( a_l^{(0)} \) with respect to \( b_j^t \) follows from replacing \( w_i^j \) with \( b_j^t \) and \( a_l^{(0)} \) with 1 in (C.25). We have

\[
\frac{\partial a_l^{(0)}}{\partial b_j^t} = (1 - a_l^{(0)}) \frac{\partial a_l^{(0-1)}}{\partial b_j^t} - (a_l^{(0-1)} - a_l^{(0)}) \frac{\partial a_l^{(0-1)}}{\partial b_j^t} \left[ \sum_{n=1}^j \sum_{r=1}^p \frac{\partial a_n^{(0-1)}}{\partial w_p^r} \frac{\partial w_p^r}{\partial b_j^t} \right] \tag{C.28}
\]

The initial condition is

\[
\frac{\partial a_l^{(0)}}{\partial b_j^t} = 0. \tag{C.29}
\]
The recursive expression for computing the derivative of $E^{(l)}$ with respect to the bias $b_j$ follows from (C.28)-(C.30)

$$\frac{\partial E^{(l)}}{\partial b_j} = \sum_{i=1}^{l} \frac{\partial E^{(l)}}{\partial a_i^{(l)}} \frac{\partial a_i^{(l)}}{\partial b_j}. \quad \text{(C.30)}$$

The derivative of $a_{m}^{(0)}$ with respect to $v_j$ follows from replacing $w_p^r$ with $v_j$ and $a_{m}^{(0)}$ with $a_{m}^{(0)}$ in (C.11)

$$\frac{\partial a_{m}^{(0)}}{\partial v_j} = (1 - a_{m}^{(0)}) \frac{\partial a_{m}^{(0-1)}}{\partial v_j} - (a_{m}^{(0-1)} - a_{m}^{(0)}) a_{m}^{(0)} \sum_{p=1}^{l} v_{mp} \frac{\partial a_{m}^{(0-1)}}{\partial h_j} + a_{m}^{(0)} \frac{\partial a_{m}^{(0-1)}}{\partial b_j} \left( a_{m}^{(0-1)} + \sum_{p=1}^{l} v_{m} \frac{\partial a_{m}^{(0-1)}}{\partial y_j} \right). \quad \text{(C.31)}$$

This gives the following:

$$\frac{\partial a_{m}^{(0)}}{\partial v_j} = 0. \quad \text{(C.32)}$$

The recursive expression for computing the derivative of $E^{(l)}$ with respect to the weight $v_j$ follows from (C.32)-(C.33)

$$\frac{\partial E^{(l)}}{\partial v_j} = \sum_{i=1}^{l} \frac{\partial E^{(l)}}{\partial a_i^{(l)}} \frac{\partial a_i^{(l)}}{\partial v_j}. \quad \text{(C.33)}$$

The derivative of activation $a_{l}^{(k)}$ with respect to $w_p^r$ follows from replacing $w_p^r$ in (C.11) with $w_p^r$. We have the following:

$$\frac{\partial a_{l}^{(k)}}{\partial w_p^r} = (1 - a_{l}^{(k)}) \frac{\partial a_{l}^{(k-1)}}{\partial w_p^r} - (a_{l}^{(k-1)} - a_{l}^{(k)}) a_{l}^{(k)} \left( \sum_{j=1}^{l} v_{lj} \frac{\partial a_{l}^{(k-1)}}{\partial h_j} \right) + a_{l}^{(k)} a_{l}^{(k)} \left( \sum_{j=1}^{l} v_{lj} \frac{\partial a_{l}^{(k-1)}}{\partial v_j} \right). \quad \text{(C.34)}$$

This gives the following:

$$\frac{\partial a_{l}^{(k)}}{\partial w_p^r} = 0, \quad \frac{\partial a_{l}^{(k)}}{\partial v_j} = a_{l}^{(k-1)} a_{l}^{(k-1)}. \quad \text{(C.35)}$$

The recursive expression for computing the derivative of $E^{(l)}$ with respect to the weight $w_p^r$ follows from (C.34)-(C.37)

$$\frac{\partial E^{(l)}}{\partial w_p^r} = \sum_{i=1}^{l} \frac{\partial E^{(l)}}{\partial a_i^{(l)}} \frac{\partial a_i^{(l)}}{\partial w_p^r}. \quad \text{(C.37)}$$

The derivative of $a_{l}^{(k)}$ with respect to $b_j$ follows from replacing $w_p^r$ with $b_j$ and $a_{l}^{(k)}$ with 1 in Eq. (C.34). We have

$$\frac{\partial a_{l}^{(k)}}{\partial b_j} = (1 - a_{l}^{(k)}) \frac{\partial a_{l}^{(k-1)}}{\partial b_j} - (a_{l}^{(k-1)} - a_{l}^{(k)}) a_{l}^{(k)} \left( \sum_{j=1}^{l} v_{lj} \frac{\partial a_{l}^{(k-1)}}{\partial h_j} \right) + a_{l}^{(k)} a_{l}^{(k)} \left( \sum_{j=1}^{l} v_{lj} \frac{\partial a_{l}^{(k-1)}}{\partial v_j} \right). \quad \text{(C.38)}$$

We have the following:

$$\frac{\partial a_{l}^{(k)}}{\partial b_j} = \frac{\partial a_{l}^{(k-1)}}{\partial b_j} = 0, \quad \text{(C.39)}$$

The recursive expression for computing the derivative of $E^{(l)}$ with respect to the weight $w_p^r$ follows from (C.39)-(C.40)

$$\frac{\partial E^{(l)}}{\partial b_j} = \sum_{i=1}^{l} \frac{\partial E^{(l)}}{\partial a_i^{(l)}} \frac{\partial a_i^{(l)}}{\partial b_j}. \quad \text{(C.40)}$$

The derivative of activation $a_{m}^{(k)}$ with respect to $v_j$ follows from replacing $v_j$ with $v_j$ in (C.11). We have the following:

$$\frac{\partial a_{m}^{(k)}}{\partial v_j} = (1 - a_{m}^{(k)}) \frac{\partial a_{m}^{(k-1)}}{\partial v_j} - (a_{m}^{(k-1)} - a_{m}^{(k)}) a_{m}^{(k)} \left( \sum_{p=1}^{l} v_{mp} \frac{\partial a_{m}^{(k-1)}}{\partial h_j} \right) + a_{m}^{(k)} a_{m}^{(k)} \left( \sum_{p=1}^{l} v_{mp} \frac{\partial a_{m}^{(k-1)}}{\partial y_j} \right). \quad \text{(C.41)}$$

The initial condition is

$$\frac{\partial a_{m}^{(0)}}{\partial v_j} = \frac{\partial a_{m}^{(1)}}{\partial v_j} = 0. \quad \text{(C.42)}$$
The recursive expression for computing the derivative of \( K \) with respect to the weight \( v_j \) follows from (C.41)–(C.43).

\[
\frac{\partial E(t)}{\partial v_j} = \frac{1}{\eta} \sum_{n=1}^{t} \frac{\partial E(n)}{\partial v_j} \frac{\partial E(n)}{\partial b_j} \frac{\partial b_j}{\partial v_j}
\]

(C.43)

RBP uses gradient descent or any of its variants for training. The update rule for the following network parameters \( \theta \in \{w^j, v^j, b^j, w^j, v^j, b^j, u^j, b^j \} \) is as follows:

\[
\theta^{n+1} = \theta^n - \eta \frac{\partial E}{\partial \theta} = \theta^n - \eta \sum_{t=1}^{n} \frac{\partial E(t)}{\partial \theta} + \eta \theta^n
\]

(C.44)

where \( \eta \) is the learning rate, \( \theta^n \) is the weight after \( n \) training epochs, and \( t_0 \in \{1, 2, \ldots, T \} \). These partial derivatives form the update rule for training a RNN with a GRU architecture using the RBP algorithm.
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